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Abstract

In the especially initial stage of the transition fromIPv4 to | Pv6,
it is hard to provide a conplete set of IPv6 applications. This nmenp
proposes a nechani sm of dual stack hosts using the technique called
"Bunp-in-the-Stack” in the |P security area. The mechanismall ows the
hosts to conmuni cate with other |1 Pv6 hosts using existing |Pv4d
appl i cati ons.

1. Introduction

RFC1933 [ TRANS- MECH] specifies transition nechani sms, including dual
stack and tunneling, for the initial stage. Hosts and routers with
the transition nechani sns are al so devel oped. But there are few
applications for IPv6 [IPV6] as conpared with IPv4 [IPV4] in which a
great nunber of applications are available. In order to advance the
transition smoothly, it is highly desirable to nake the availability
of I'Pv6 applications increase to the sane | evel as |Pv4.
Unfortunately, however, this is expected to take a very long tine.

Thi s meno proposes a nechani sm of dual stack hosts using the

techni que called "Bunp-in-the-Stack”™ [BUMP] in the IP security area.
The techni que inserts nodul es, which snoop data fl owi ng between a
TCP/ | Pv4 nodul e and network card driver nodul es and translate | Pv4d
into | Pv6 and vice versa, into the hosts, and nakes them self-

transl ators. Wen they communicate with the other |IPv6 hosts, pooled
| Pv4 addresses are assigned to the IPv6 hosts internally, but the

| Pv4 addresses never flow out fromthem Moreover, since the
assignnment is automatically carried out using DNS protocol, users do
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not need to know whether target hosts are I Pv6 ones. That is, this
allows themto communicate with other I Pv6 hosts using existing | Pv4
applications; thus it seens as if they were dual stack hosts with
applications for both IPv4 and I Pv6. So they can expand the territory
of dual stack hosts. Furthernore they can co-exist with other

transl ators because their roles are different.

This nenp uses the words defined in [I1PV4], [IPV6], and [ TRANS- MECH|
2. Conponents

Dual stack hosts defined in RFC1933 [ TRANS- MECH need applications,
TCP/ I P nodul es and addresses for both IPv4 and | Pv6. The proposed
hosts in this neno have 3 nodul es instead of |Pv6 applications, and
conmuni cate with other 1 Pv6 hosts using | Pv4 applications. They are a
transl ator, an extension nane resolver and an address mapper.

Figure 1 illustrates the structure of the host in which they are
i nstall ed.
S +
| o m m e o e e e o e e e e e e e e e e e e e e e e e e e e e e memmema-- + |
| | 1'Pv4 applications |
| o m m e o e e e o e e e e e e e e e e e e e e e e e e e e e e memmema-- + |
| o m m e o e e e o e e e e e e e e e e e e e e e e e e e e e e memmema-- + |
| | TCP/IPv4 ||
|| e + |
| | | Fom e e e oo - +  H--------- +  Hemee e oo + |
| | | extension | | address | | translator | |
|| | | nane | | mapper | o A------------ + |
| | | resolver | | | R + |
|| (. | | | 1Pv6 (.
| B R + e e e oo +  H--------- +  Hemee e oo + |
| o m m e o e e e o e e e e e e e e e e e e e e e e e e e e e e memmema-- + |
| | Network card drivers |
| o m m e o e e e o e e e e e e e e e e e e e e e e e e e e e e memmema-- + |
S +
S +
| Net wor k cards |
S +

Figure. 1 Structure of the proposed dual stack host
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2.1 Transl at or

It translates IPv4 into I Pv6 and vice versa using the |IP conversion
mechani smdefined in [SIIT].

When receiving | Pv4 packets from | Pv4 applications, it converts |Pv4
packet headers into | Pv6 packet headers, then fragnents the |Pv6
packets (because header length of IPv6 is typically 20 bytes I|arger
than that of I1Pv4), and sends themto | Pv6 networks. \Wen receiving
| Pv6 packets fromthe I Pv6 networks, it works symretrically to the
previ ous case, except that there is no need to fragnent the packets.

2.2 Extensi on Nane Resol ver

It returns a "proper" answer in response to the |IPv4 application’s
request.

The application typically sends a query to a nane server to resolve
"A records for the target host nane. It snoops the query, then
creates another query to resolve both A and ' AAAA" records for the
host name, and sends the query to the server. If the "A record is
resolved, it returns the *A record to the application as is. In the
case, there is no need for the IP conversion by the translator. |If
only the "AAAA" record is available, it requests the mapper to assign
an | Pv4 address corresponding to the | Pv6 address, then creates the
"A record for the assigned | Pv4 address, and returns the "A record
to the application.

NOTE: This action is simlar to that of the DNS ALG (Application
Layer Gateway) used in [NAT-PT]. See al so [ NAT-PT].

2.3 Address nmapper

It maintains an | Pv4 address spool. The spool, for exanple, consists
of private addresses [PRIVATE]. Also, it maintains a table which
consists of pairs of an | Pv4 address and an | Pv6 address.

Wien the resolver or the translator requests it to assign an |Pv4
address corresponding to an | Pv6 address, it selects and returns an
| Pv4 address out of the spool, and registers a new entry into the
tabl e dynamically. The registration occurs in the follow ng 2 cases:

(1) When the resolver gets only an ' AAAA'" record for the target host
nane and there is not a mapping entry for the | Pv6 address.

(2) When the translator receives an | Pv6 packet and there is not a
mappi ng entry for the I Pv6 source address.
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NOTE: There is only one exception. Wen initializing the table, it
registers a pair of its own IPv4 address and | Pv6 address into the
table statically.

3. Action Exanpl es

This section describes action of the proposed dual stack host called
"dual stack," which comrunicates with an | Pv6 host called "host6"
using an | Pv4 application.

3.1 Oiginator behavior

Thi s subsection describes the originator behavior of "dual stack."
The comuni cation is triggered by "dual stack."

The application sends a query to its nane server to resolve 'A
records for "host6."

The resol ver snoops the query, then creates another query to resolve
both "A and ' AAAA" records for the host name, and sends it to the
server. In this case, only the ' AAAA" record is resolved, so the
resol ver requests the mapper to assign an | Pv4 address correspondi ng
to the | Pv6 address.

NOTE: In the case of conmmunication with an | Pv4 host, the "A record
is resolved and then the resolver returns it to the application as
is. There is no need for the | P conversion as shown | ater.

The mapper selects an | Pv4 address out of the spool and returns it to
t he resol ver.

The resolver creates the "A record for the assigned | Pv4 address and
returns it to the application

NOTE: See subsection 4.3 about the influence on other hosts caused by
an | Pv4 address assigned here.

The application sends an | Pv4 packet to "host6."

The | Pv4 packet reaches the translator. The translator tries to
translate the |1 Pv4 packet into an | Pv6 packet but does not know how
to translate the | Pv4 destination address and the | Pv4 source
address. So the translator requests the mapper to provide mapping
entries for them
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The mapper checks its mapping table and finds entries for each of
them and then returns the | Pv6 destinati on address and the | Pv6
source address to the transl ator

NOTE: The mapper will register its own |Pv4 address and | Pv6 address
into the tabl e beforehand. See subsection 2. 3.

The transl ator translates the | Pv4d packet into an | Pv6 packet then
fragments the | Pv6 packet if necessary and sends it to an |IPv6
net wor k.

The | Pv6 packet reaches "host6." Then "host6" sends a new | Pv6 packet
to "dual stack."

The | Pv6 packet reaches the translator in "dual stack."

The transl ator gets mapping entries for the I Pv6 destination address
and the I Pv6 source address fromthe napper in the same way as

bef ore.

Then the translator translates the I Pv6 packet into an | Pv4 packet
and tosses it up to the application.
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The followi ng diagramillustrates the action described above:
"dual stack" "host 6"
| Pv4 TCP/ extension address translator |Pv6

appli- [1Pv4d nane mapper

cation resol ver

<<Resol ve an | Pv4 address for "host6".>>

I

|
[------ [------ > Query of "A records for "host6". Nane

I

Ser ver

I

I

| [EEREEEey

| Reply only with ' AAAA'" record. |
I I I I
| <<Only * AAAA' record is resolved. >> |
I I

| Request one | Pv4 address |
| corresponding to the |IPv6 address.
I I I I
| <<Assi gn one | Pv4 address.>> |
I

I

I

I

I I I

| <-------- | Reply with the |Pv4 address.
I

| <<Create "A record for the | Pv4 address. >>
I

I
I
I
I
I
I
I
I
I
I |-------- >
I
I
I
I
I
I
I
I

I I I I
P | ------- | Reply with the 'A record. | |

I I I I I I
Figure 2 Action of the originator (1/2)
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"dual stack" "host 6"
| Pv4 TCP/ extension address translator |Pv6

appli- [1Pv4d nane mapper

cation resol ver

| | | | | | |
<<Send an | Pv4 packet to "host6".>>| | |
| | | | |
| ====== ======>| An | Pv4 packet. |

<------ | Request |Pv6 addresses
| corresponding to the |IPv4
| addresses. |

I I

| Reply with the |Pv6|

| addresses. |
I

I

I

I I
<<Translate IPv4 into | Pv6.>>

I
I
I I I I
| <<Reply an | Pv6 packet to
| "dual stack".>> |
I

|

| | |
:::::::::l :::::::l An | Pv4 paCket . |

| | | |

Figure 2 Action of the originator (2/2)
3.2 Reci pi ent behavi or

Thi s subsection describes the recipient behavior of "dual stack."
The comuni cation is triggered by "host6."

"host 6" resolves the ' AAAA record for "dual stack" through its name
server, and then sends an | Pv6 packet to the | Pv6 address.

The | Pv6 packet reaches the translator in "dual stack."
The translator tries to translate the | Pv6 packet into an | Pv4 packet
but does not know how to translate the | Pv6 destination address and

the I Pv6 source address. So the translator requests the napper to
provi de napping entries for them
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The mapper checks its nmapping table with each of themand finds a
mappi ng entry for the | Pv6 destination address.

NOTE: The mapper will register its own |Pv4 address and | Pv6 address
into the tabl e beforehand. See subsection 2. 3.

But there is not a nmapping entry for the I Pv6 source address, so the
mapper selects an | Pv4 address out of the spool for it, and then
returns the I Pv4 destination address and the | Pv4 source address to
the transl ator.

NOTE: See subsection 4.3 about the influence on other hosts caused by
an | Pv4 address assigned here.

The translator translates the | Pv6 packet into an | Pv4 packet and
tosses it up to the application

The application sends a new | Pv4 packet to "host6."

The followi ng behavior is the same as that described in subsection
3. 1.
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The followi ng diagramillustrates the action described above:
"dual stack" "host 6"
| Pv4 TCP/ extension address translator |Pv6

appli- [1Pv4d nane mapper

cation resol ver

<<Recei ve data from "host6".>>

I I
| An | Pv6 packet.

<Z=—=—===—=—=== :::::::::l
I I
| <------ | Request |Pv4 addresses
| corresponding to the | Pv6
addr esses. |

addr esses. |

<<Transl ate |IPv6 into | Pv4.>>

L—=———=—| ===—=———=| = ===—=—=—=—=—=

I
I
I
I
I
I
I
I
I
I
I
I I

| =======| An | Pv4 packet.
I

I

I

I I

I I

I I I I
| | ------ > Reply with the |Pv4|
I I

I I

I I

I I

I

I

I

I

I I I
<<Reply an | Pv4 packet to "host6".>> | |
I I I I
““““““““ I I
I I

I

|
::::::>| An | Pv4 packet.

| <<Translate I Pv4 into | Pv6.>>

| | | |
An | Pv6 packet_ |:::::::::::|::::::::>

Figure 3 Action of the recipient

4. Consi derations
This section considers sone issues of the proposed dual stack hosts.
4.1 | P conversion
In conmon with NAT [ NAT], | P conversion needs to translate IP
addr esses enbedded in application |layer protocols, which are
typically found in FTP [FTP]. So it is hard to translate all such
applications conpletely.

4.2 | Pv4 address spool and mappi ng table

The spool, for exanple, consists of private addresses [PRIVATE]. So a
| arge address space can be used for the spool. Nonethel ess, |Pv4
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addresses in the spool will be exhausted and cannot be assigned to
| Pv6 target hosts, if the host conmunicates with a great nunber of
other 1 Pv6 hosts and the mapper never frees entries registered into
t he mappi ng table once. To solve the problem for exanple, it is
desirable for the mapper to free the oldest entry in the mapping
table and re-use the IPv4 address for creating a new entry.

4.3 Internally assigned | Pv4 addresses

| Pv4 addresses, which are internally assigned to | Pv6 target hosts
out of the spool, never flow out fromthe host, and so do not
negatively affect other hosts.

5. Applicability and Limtations

This section considers applicability and limtations of the proposed
dual stack hosts.

5.1 Applicability

The mechani sm can be useful for users in the especially initial stage
where sonme applications not nodified into |Pv6 remain. And it can

al so hel p users who cannot upgrade their certain applications for
some reason after all applications have been nodified. The reason is
that it allows hosts to comunicate with IPv6 hosts using existing

| Pv4 applications, and that they can get connectivity for both |IPv4
and I Pv6 even if they do not have I Pv6 applications as a result.

Note that it can also work in conjunction with a conplete |IPv6 stack
They can communi cate with both I Pv4 hosts and | Pv6 hosts using | Pv4
applications via the nmechanism and can al so comunicate with | Pv6
hosts using | Pv6 applications via the conplete | Pv6 stack.

5.2 Limtations

The mechanismis valid only for unicast comunication, but invalid
for multicast conmuni cation. Multicast conmuni cati on needs anot her
mechani sm

It allows hosts to conmunicate with | Pv6 hosts using existing |Pv4d
applications, but this can not be applied to | Pv4 applications which
use any I Pv4 option since it is inpossible to translate |IPv4 options
into IPv6. Sinmilarly it is inpossible to translate any | Pv6 option
headers into | Pv4, except for fragnment headers and routing headers.
So | Pv6 i nbound comruni cati on having the option headers may be

rej ected.

Tsuchiya, et al. | nf or mat i onal [ Page 10]



RFC 2767 Dual Stack Hosts using BI'S February 2000

In common with NAT [ NAT], |IP conversion needs to translate IP
addresses enbedded in application | ayer protocols, which are
typically found in FTP [FTP]. So it is hard to translate all such
applications conpletely.

It may be inpossible that the hosts using the mechanismutilize the
security above network | ayer since the data may carry | P addresses.

Finally it can not conmbine with secure DNS since the extension name
resol ver can not handl e the protocol

Security Considerations
This section considers security of the proposed dual stack hosts.

The hosts can utilize the security of all layers like ordinary |Pv4
conmuni cati on when they communi cate with |1 Pv4 hosts using | Pv4d
applications via the mechani sm Likew se they can utilize the
security of all layers like ordinary |IPv6 conmunication when they
comuni cate with 1 Pv6 hosts using | Pv6 applications via the conplete
| Pv6 stack. However, unfortunately, they can not utilize the security
above network | ayer when they comuni cate with | Pv6 hosts using | Pv4
applications via the mechanism The reason is that when the protoco
data with which I P addresses are enbedded is encrypted, or when the
protocol data is encrypted using | P addresses as keys, it is

i npossi ble for the mechanismto translate the IPv4 data into | Pv6 and
vice versa. Therefore it is highly desirable to upgrade to the
applications nodified into |Pv6 for utilizing the security at

comuni cation with | Pv6 hosts.
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