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Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

Thi s docunent was subrmitted to the IETF IPng area in response to RFC
1550 Publication of this docunent does not inply acceptance by the

| Png area of any ideas expressed within. Conments shoul d be
submitted to the big-internet @unnari.oz.au mailing list.

Executive Sunmary

Thi s paper describes a common architecture for the network |ayer
protocol. The Comon Architecture for Next Generation |nternet
Protocol (CATNI P) provides a conpressed formof the existing network
| ayer protocols. Each conpression is defined so that the resulting
network protocol data units are identical in format. The fixed part
of the conpressed format is 16 bytes in length, and may often be the
only part transmitted on the subnetwork.

Wth sone attention paid to details, it is possible for a transport

| ayer protocol (such as TCP) to operate properly with one end system
usi ng one network layer (e.g. IP version 4) and the other using sone
ot her network protocol, such as CLNP. Using the CATNI P definitions,
all the existing transport |ayer protocols used on connectionless
network services will operate over any existing network |ayer

pr ot ocol .

The CATNI P uses cache handl es to provide both rapid identification of
the next hop in high performance routing as well as abbreviation of
the network header by pernmitting the addresses to be onitted when a
valid cache handle is available. The fixed part of the network |ayer
header carries the cache handl es.
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The cache handl es are either provided by feedback fromthe downstream
router in response to offered traffic, or explicitly provided as part
of the establishnent of a circuit or flow through the network. Wen
used for flows, the handle is the locally significant flow
identifier.

Wien used for circuits, the handle is the | ayer 3 peer-to-peer

| ogi cal channel identifier, and permits a full inplenentation of

net wor k- | ayer connection-oriented service if the routers along the
path provide sufficient features. At the sanme tine, the packet fornmat
of the connectionless service is retained, and hop by hop fully

addr essed dat agranms can be used at the sane tinme. Any internediate
nodel between the connection oriented and the connectionl ess service
can thus be provided over cooperating routers.

CATNI P Obj ecti ves

The first objective of the CATNIP is a practical recognition of the
exi sting state of internetworking, and an understandi ng that any
approach nmust enconpass the entire problem Wile it is comon in the
IP Internet to dismss the SO w th various anusing phrases, it is
hardly realistic. As the Internet noves into the real mof providing
real commercial infrastructure, for tel ephone, cable television, and
the nyriad other nmundane uses, conpliance with internationa

standards is an inperative.

The argument that the I ETF need not (or should not) follow existing
| SO standards will not hold. The 1SOis the |egal standards

organi zation for the planet. Every other industry devel ops and
follows | SO standards. There is (no |onger) anything special about
conputer software or data networKking

| SO convergence is both necessary and sufficient to gain
i nternational acceptance and depl oynent of |Png. Non-convergence will
effectively preclude depl oynent.

The CATNIP integrates CLNP, I P, and |IPX. The CATNI P design provides
for any of the transport layer protocols in use, for exanple TP4,
CLTP, TCP, UDP, IPX and SPX to run over any of the network |ayer
protocol formats: CLNP, IP (version 4), I1PX, and the CATN P.

Incremental Infrastructure Depl oynment
The best use of the CATNIP is to begin to build a conmon | nternet
i nfrastructure. The routers and ot her conponents of the combn system

are able to use a single consistent addressing nmethod, and conmon
terns of reference for other aspects of the system

McCGovern & U | mann [ Page 2]



RFC 1707 CATNI P Cct ober 1994

The CATNIP is designed to be increnentally deployable in the strong
sense: you can plop a CATNIP system down in place of any existing

net wor k conponent and continue to operate normally with no
reconfiguration. (Note: not "just a little". None at all. The nunber
of "little changes" suggested by sone proposals, and the utterly

enor mous anount of docunentation, training, and administrative effort
then required, astounds the present authors.) The vendors do all of

t he work.

There are al so no external requirenments; no "border routers”, no
requi rement that administrators apply specific restrictions to their
net wor k designs, define special tables, or add things to the DNS

When the end users and administrators fully understand the comnbi ned
system they will want to operate differently, but in no case will
they be forced. Not even in small ways. Networks and end user

organi zati ons operate under sufficient constraints on depl oynent of
systens anyway; they do not need a new network architecture adding to
the difficulty.

Typical ly deploynment will occur as part of normal upgrade revisions
of software, and due to the "swanping" of the existing base as the
network grows. (When the Internet grows by a factor of 5, at |east

80% wi Il then be "new' systems.) The users of the network may then

take advantage of the new capabilities. Some of the perfornmance

i nprovenents will be autonmatic, others may require somne

admi ni strative understanding to get to the best perfornance |evel.

The CATNI P definitions provide statel ess translation of network
datagrans to and from CATNIP and, by inplication, directly between
the other network I ayer protocols. A CATN P-capabl e system

i npl enenting the full set of definitions can interoperate with any
exi sting protocol. Various subsets of the full capability my be
provi ded by sone vendors.

No Address Transl ation

Note that there is no "address translation" in the CATNI P
specification. (Wiile it my seemodd to state a negative objective,
this is worth saying as people seemto assune the opposite.) There
are no "mappi ng tables", no magi c ways of digging translations out of
the DNS or X 500, no routers |ooking up translations or asking ot her
systens for them

Addresses are nodified wth a sinple algorithm c nmapping, a mapping
that is no nore than using specific prefixes for IP and I PX
addresses. Not a large set of prefixes; one prefix. The entire
existing I P version 4 network is mapped with one prefix and the |PX
gl obal network with one other prefix. (The IP mappi ng does provide
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for future assignnment of other | ANA/ I Pv4 donmins that are disjoint
fromthe existing one.)

This neans that there is no i nmedi ate effect on addresses enbedded in
hi gher | evel protocols.

H gher 1 evel protocols not using the full form (those native to IP
and IPX) will eventually be extended to use the full addressing to
extend their usability over all of the network |ayers.

Legacy Systens

The CATNI P | eaves no systens behind: with no reconfiguration, any
system presently capable of IP, CLNP, or IPX retains at |east the
connectivity it has now Wth sone adninistrative changes (such as
assigning | PX domain addresses to sone CLNP hosts for exanple) on

ot her systens, unnodified systens may gain significant connectivity.
| PX systens with regi stered network nunmbers may gain the nost.

Li mted Scope

4

The CATNI P defines a common network | ayer packet format and basic
architecture. It intentionally does not specify ES-1S nethods,
routing, nam ng systens, autoconfiguration and other subjects not
part of the core Internet wide architecture. The related probl ens and
their (many) solutions are not within the scope of the specification
of the basic common network | ayer.

i sting Addresses and Network Numbers

The Internet’s version 4 nunbering system has proven to be very
flexible, (nostly) expandable, and sinple. |In short: it works.
However, there are two problenms. Neither was considered serious when
the CATNIP was first developed in 1988 and 1989, but both are now of
maj or concern:

o The division into network, and then subnet, is insufficient.
Alnost all sites need a network assignment |arge enough to
subnet. At the top of the hierarchy, there is a need to assign
adm ni strative domains.

0 As bit-packing is done to acconplish the desired network
structure, the 32-bit limt causes nore and nore aggravation

Anot her mmj or addressing systemused in open internetworking is the
OGSl et hod of specifying Network Service Access Points (NSAPs). The
NSAP consi sts of an authority and format identifier, a nunber
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assigned to that authority, an address assigned by that authority,
and a selector identifying the next |ayer (transport |ayer) protocol.
This is actually a general nulti-level hierarchy, often obscured by
the details of specific profiles. (For exanple, CLNP doesn’t specify
20 octet NSAPs, it allows any length. But various GOSIPs profile the
NSAP as 20 octets, and IS 1S makes specific assunptions about the

| ast 1-8 octets. And so on.)

The NSAP does not directly correspond to an | P address, as the
selector in IP is separate fromthe address. The concept that does
correspond is the NSAP | ess the selector, called the Network Entity
Title or NET. (An unfortunate acronym but one we will use to avoid
repeating the full term) The usual definition of NET is an NSAP with
the selector set to O; the NET used here onmits the O selector.

There is also a network nunbering systemused by | PX, a product of
Novell, Inc. (referred to fromhere on as Novell) and other vendors
maki ng conpati bl e software. While IPX is not yet well connected into
a global network, it has a larger installed base than either of the
ot her network | ayers.

Net wor k Layer Address

The network | ayer address | ooks like:

The fields are named in the usual OSI term nol ogy although that |eads
to an oversupply of acronyns. Here are nore detail ed descriptions of
each field:

| engt h: the nunber of bytes (octets) in the remainder of the
addr ess.

AFl: the Authority and Fornmat Identifier. A single byte
value, froma set of well-known val ues regi stered by
| SO, that deternines the semantics of the ID field

IDI: the Initial Domain Identifier, a nunmber assigned by the
authority naned by the AFl, fornmatted according to the
semantics inplied by the AFl, that determnines the
authority for the remai nder of the address.

DSP: Domai n Specific Part, an address assigned by the
authority identified by the value of the ID.

McGovern & U | mann [ Page 5]



RFC 1707 CATNI P Cct ober 1994

Note that there are several levels of authority. SO for exanple,
identifies (wth the AFl) a set of nunbering authorities (like X 121
t he nunbering plan for the PSPDN, or E. 164, the nunbering plan for
the tel ephone system). Each authority nunmbers a set of organizations
or individuals or other entities. (For exanple, E. 164 assigns
16172477959 to ne as a tel ephone subscriber.)

The entity then is the authority for the remai nder of the address. |
can do what | please with the addresses starting with (AFI=E. 164)
(1Dl =16172477959). Note that this is a delegation of authority, and
not an enbeddi ng of a data-link address (the tel ephone nunber) in a
network | ayer address. The actual routing of the network | ayer
address has nothing to do with the authority nunbering.

The domai n-specific part is variable Iength, and can be allocated in
what ever way the authority identified by the AFl+I D desires.

Net wor k Layer Datagram

The common architecture format for network |ayer datagrans is

descri bed bel ow. The design is a bal ance between use on high
performance networks and routers, and a desire to mnimze the nunber
of bits in the fixed header. Using the current state of processor
technol ogy as a reference, the fixed header is all |oaded into CPU
registers on the first nenory cycle, and it all fits within the
operati on bandw dt h. The header |eaves the renmaining data aligned on
the header size (128 bits); with 64 bit addresses present and no
options it |leaves the transport header 256 bit aligned.

On very slow and | ow perfornmance networks, the fixed header is still
fairly small, and could be further conpressed by nethods similar to
those used with IP version 4 on links that consider every bit
precious. In between, it fits nicely into ATMcells and radio
packets, leaving sufficient space for the transport header and
appl i cation data.
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S S B S il pJSfE Sy +
| NLPID (70) | Header Size |DISIRRME MBZ | Tine to Live |
S S B S il pJSfE Sy +
| Forward Cache Identifier |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +
| Dat agram Lengt h |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +
| Transport Protocol | Checksum |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +
| Destinati on Address |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +
| Source Address ... |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +
| Opti ons |
o m o m o e o e e e e e e o e o e e e e e e e e e e e e e e e e e e e e e e ea— o +

NLPI D: The first byte (the network |ayer protocol identifier in CSl)
is an 8 bit constant 70 (hex). This corresponds to Internet
Version 7.

Header Length: The header length is a 8-bit count of the nunber of
32-bit words in the header. This allows the header to
be up to 1020 bytes in | ength.

Flags: This byte is a small set of flags determ ning the datagram
header format and the processing semantics. The last three bits
are reserved, and nust be set to zero. (Note that the
corresponding bits in CLNP version 1 are 001, since this byte
is the version field. This nmay be useful.)

Destination Address Onmitted: Wien the destination address onitted
(DAO) flag is zero, the destination address is present as shown
in the datagram format di agram Wen a datagramis sent with
an FCl that identifies the destination and the DAOflag is
set, the address does not appear in the datagram

Source Address Omtted: The source address onmitted (SAO flag is zero
when the source address is present in the datagram Wen
datagramis sent with an FCl that identifies the source and the
SAO flag is set, the source address is onitted fromthe
dat agram

Report Fragnmentation Done: Wen this bit (RFD) is set, an internedi ate
router that fragnents the datagram (because it is larger than
t he next subnetwork MIU) should report the event with an | CWP
Dat agram Too Bi g nessage. (Unlike IP version 4, which uses DF
for MIU discovery, the RFD flag allows the fragnented datagram
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to be delivered.)

Mandat ory Router Option: The mandatory router option (MO flag
i ndicates that routers forwardi ng the datagram nmust | ook at the
networ k header options. |If not set, an internedi ate router
shoul d not | ook at the header options. (But it may anyway;
this is a necessary consequence of transparent network |ayer
transl ati on, which may occur anywhere.)

The destination host, or an internediate router doing
transl ation, nust | ook at the header options regardl ess of
the setting of the MRO fl ag.

A router doing fragmentation will normally only use the F

flag in options to determ ne whether options should be copied
within the fragnentation code path. (It mght al so recognize
and elide null options.) If the MROflag is not set, the router
may not act on an option even though it copies it properly
during fragnentation.

If there are no options present, MRO should al ways be zero, so
that routers can follow the no-option profile path in their

i mpl enentation. (Renenber that the presence of options cannot
be divided fromthe header |ength, since the addresses are
variable length.)

Error Report Suppression: The ERS flag is set to suppress the sending
of error reports by any system (whet her host or router)
receiving or forwardi ng the datagram The system may | og the
error, increnent network managenent counters, and take any
simlar action, but ICVMP error nessages or CNLP error reports
must not be sent.

The ERS flag is normally set on | CMP nessages and ot her network
| ayer error reports. It does not suppress the normal response
to I CVP queries or simlar network |ayer queries (CNLP echo
request).

If both the RFD and ERS flags are set, the fragnentation report
is sent. (This definition allows a |arger range of
possibilities than sinply over-riding the RFD flag would; a
sender not desiring this behavior can see to it that RFD i s
clear.)

Time To Live: The tine to live is a 8-bit count, nominally in seconds.
Each hop is required to decrenent TTL by at |east one. A hop
that holds a datagram for an unusual anmount of time (nore than
2 seconds, a typical exanple being a wait for a subnetwork
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connection establishment) should subtract the entire waiting
time in seconds (rounded upward) fromthe TTL.

Forward Cache ldentifier: Each datagramcarries a 32 bit field, called
"forward cache identifier", that is updated (if the information
is available) at each hop. This field s value is derived from
| CMP nessages sent back by the next hop router, a routing
protocol (e.g., RAP), or sone other nmethod. The FCl is used to
expedite routing decisions by preserving know edge where
possi bl e between consecutive routers. It can also be used to
make datagrans stay within reserved flows, circuits, and nobile
host tunnels. If an FCl is not available, this field nust be
zero, the SAO and DAO flags nmust be clear, and both destination
and source addresses must appear in the datagram

Dat agram Lengt h: The 32-bit length of the entire datagramin octets.
A datagram can therefore be up to 4294967295 bytes in overal
length. Particular networks normally inpose lower linmts.

Transport Protocol: The transport |ayer protocol. For exanple, TCP is
6.

Checksum The checksumis a 16-bit checksum of the entire header,
using the fanmliar algorithmused in | P version 4.

Destination: The destination address, a count byte followed by the
destination NSAP with the zero selector omtted. This field is
present only if the DAOflag is zero. If the count field is not
3 nodulo 4 (the destination is not an integral multiple of
32-bit words) zero bytes are added to pad to the next nultiple
of 32 bits. These pad bytes are not required to be ignored:
routers nay rely on them being zero.

Source: The source address, in the sane format as the destination.
Present only if the SAOflag is zero. The source is padded in
the same way as destination to arrive at a 32-bit boundary.

Options: Options may follow They are variable length, and al ways
32-bit aligned. If the MROflag in the header is not set,
routers will usually not |ook at or take action on any option
regardl ess of the setting of the class field.

Mul ti casting
The multicast-enable option pernmits nulticast forwarding of the
CATNI P dat agram on subnetworks that directly support mnedia | ayer

mul ticasting. This is a vani shing species, even in 10 Mps Ethernet,
gi ven the increasing preval ence of switching hubs. It also (perhaps
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nmore usefully) permits a router to forward the datagramon nultiple
pat hs when a multicast routing al gorithm has established such paths.
There is no option data.

Note that there is no special address space for multicasting in the
CATNIP. Multicast destination addresses can be all ocated anywhere by
any administration or authority. This supports a nunber of differing
nodel s of addressing. It does require that the transport |ayer
protocol know that the destination is nmulticast; this is desirable in
any case. (For exanple, the transport will probably want to set the
ERS fl ag.)

On an | EEE 802.x (1SO 8802.x) type nedia, the last 23 bits of the
address (not including the O selector) are used in conbination with
the multicast group address assigned to the Internet to formthe
nmedi a address when forwarding a datagramwith the nulticast enable
option froma router to an attached network provided that the

dat agram was not received on that network with either nulticast or
broadcast nedi a addressing. A host may send a nulticast datagram
either to the nedia nmulticast address (the I P catenet nodel,) or
medi a unicast to a router which is expected to repeat it to the
mul ti cast address within the entire level | area or to repeat copies
to the appropriate end systens within the area on non-broadcast nedia
(the nore general CLNP nodel.)

Net wor k Layer Transl ation

The objective of translation is to be able to upgrade systens, both
hosts and routers, in whatever order desired by their owners.

Organi zations nust be able to upgrade any given system w t hout
reconfiguration or nodification of any other, and existing hosts nust
be able to interoperate essentially forever. (Non-CATNIP routers will
probably be effectively elinmnated at sone point, except where they
exist in their own renpte or isolated corners.)

Each CATNI P system whether host or router, nust be able to recognize
adj acent systens in the topology that are (only) |IP version 4, CLNP
or IPX and call the appropriate translation routine just before
sendi ng t he dat agram

oSl CNLP

The transl ati on between CLNP and the CATNI P conpressed form of the
datagrans is the sinplest case for CATNIP, since the addresses are
the same and need not be extended. The resulting CATNI P datagranms may
omit the source and destination addresses as expl ai ned previously,
and may be mi xed with unconpressed datagrans on the sane subnetwork
link. Alternatively, a subnetwork may operate entirely in the CATN P,
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converting all transit traffic to CATNI P datagrans, even if FCls that
woul d make the conpression effective are not avail abl e.

Simlarly, all network datagram formats with CATNI P mappi ngs nay be
conpressed into the comon form providing a uniformtransit network
service, with conmon routing protocols (such as 1S 1Y95)

| nt ernet Protocol

Al'l existing version 4 nunbers are defined as belonging to the
Internet by using a new AFl, to be assigned to | ANA by the 1SO This
docunent uses 192 at present for clarity in exanples; it is to be
replaced with the assigned AFl. The AFl specifies that the ID is two
bytes I ong, containing an administrative domai n nunber.

The AD (Administrative Domain), identifies an adm nistration which
may be an international authority (such as the existing InterNIC), a
national administration, or a large nulti-organization (e.g., a
government). The idea is that there should not be nore than a few
hundred of these at first, and eventually thousands or tens of

t housands at nost.

AD nunbers are assigned by IANA. Initially, the only assignnment is
t he nunber 0.0, assigned to the InterNIC, enconpassing the entire
exi sting version 4 Internet.

The mapping fromto version 4 | P addresses:

Fomm oo oo oo - NS, S o m e e e e e e oo +
| length |  AFl | 1Dl | DSP |
Fomm oo oo oo - NS, S o m e e e e e e oo +
| 7 | 192 | AD nunber | version 4 address |
Fomm oo oo oo - NS, S o m e e e e e e oo +

While the address (DSP) is initially always the 4 byte, version 4
address, it can be extended to arbitrary levels of subnetting within
the existing Internet nunbering plan. Hosts with DSPs | onger than 4
bytes will not be able to interoperate with version 4 hosts.

Novel | | PX

The | nternetwork Packet Exchange protocol, devel oped by Novell based
on the XNS protocol (Xerox Network System) has many of the same
capabilities as the Internet and OSI protocols. At first ook, it
appears to confuse the network and transport |ayers, as |PX includes
both the network | ayer service and the user datagram service of the
transport layer, while SPX (sequenced packet exchange) includes the
| PX network | ayer and provides service simlar to TCP or TP4. This
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turns out to be nostly a matter of the naming and ordering of fields
in the packets, rather than any architectural difference.

| PX uses a 32-bit LAN network nunber, inplicitly concatenated with
the 48-bit MAC | ayer address to forman Internet address. Initially,
the network nunmbers were not assigned by any central authority, and
thus were not useful for inter-organizational traffic wthout
substantial prior arrangenment. There is now an authority established
by Novell to assign unique 32-bit nunbers and bl ocks of nunbers to
organi zations that desire inter-organization networking with the IPX
pr ot ocol .

The Novel | /I PX nunbering plan uses an ICD, to be assigned, to

desi gnhate an address as an | PX address. This neans Novell uses the
authority (AFI=47)(1CD=Novell) and del egates assi gnnents of the
followng 32 bits.

An | PX address in the common form | ooks |ike:

Fomm oo oo oo - NS, S o m e e e e e e oo +
| length |  AFl | 1Dl | DSP |
Fomm oo oo oo - NS, S o m e e e e e e oo +
| 13 | 47 (hex) | Novell ICD | network+MAC address
Fomm oo oo oo - NS, S o m e e e e e e oo +
This will always be followed by two bytes of zero paddi ng when it

appears in a common network |ayer datagram Note that the socket
nunbers included in the native form I PX address are part of the
transport | ayer.

SI PP

It may seema little odd to describe the interaction with SIPP-16
(version 6 of IP) which is another proposed candi date for the next
generation of network |ayer protocols. However, if SIPP-16 is

depl oyed, whether or not as the protocol of choice for replacenent of
| P version 4, there will then be four network protocols to
accommopdate. It is prudent to investigate how SIPP-16 could then be
integrated into the comopn addressing plan and dat agram f or mat.

S| PP- 16 defines 128 bit addresses, which are included in the NSAP
addressing plan under the Internet AFl as AD nunber 0.1. It is not
clear at this tine what admnistration will hold the authority for
the SIPP-16 nunbering plan. This produces a 20 byte NSAPA, with the
system ID field positioned exactly as expected by (e.g.) IS IS
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Fomm oo oo oo - NS, S o m e e e e e e oo +
| length |  AFl | 1Dl | DSP |
Fomm oo oo oo - NS, S o m e e e e e e oo +
| 19 | 192 | AD (0.1) | S| PP- 16 address |
Fomm oo oo oo - NS, S o m e e e e e e oo +

The SIPP-16 addressing nethod (the definition of the 128 bits) wll
not be described here.

The SI PP proposal also includes an encapsul at ed-tunnel proposal
called I PAE, to address sone of the issues that are designed into
CATNI P. The CATNI P direct translation does not use the SIPP-1PAE
packet formats. |PAE also specifies a "mapping table" for prefixes.
This table is kept up-to-date by periodic FTP transfers froma
"central site." The CATNIP definitions | eave the problem of prefix
sel ecti on when converting into SIPP firmy within the scope of the
S| PP- | PAE proposal, and possi bl e nmethods are not described here.

In translating fromSIPP (IPv6) to CATNIP (I Pv7), the only unusual
aspect is that SIPP defines some things that are nornally considered
options to be "payl oads" overl oaded onto the transport protocol
nunbering space. Fortunately, the only one that need be consi dered
is fragnmentation; a fragnented SIPP datagram may need to be
reassenbl ed prior to conversion. Oher "payloads" such as routing
are ignored (translated verbatin and will normally sinply fail to
achi eve the desired effect.

Translation to SIPP is sinple, except for the difficult problem of
inventing the "prefix" if an inplenmentati on wants to support
translating Internet AD 0.0 nunbers into the Sl PP addressi ng domai n.

I nternet DNS

CATNI P addresses are represented in the DNS with the NSAP RR The
data in the resource record is the NSAP, including the zero sel ector
at the end. The zone file syntax for the data is a string of
hexadecinal digits, with a period "." inserted between any two octets
where desired for readability. For exanple:

The inverse (PTR) zone is .NSAP.INT, with the CATNI P address
(reversed). That is, like .I N ADDR ARPA, but with . NSAP.INT instead.
The ni bbl es are represented as hexadeci nal digits.

This respects the difference in actual authority: the 1ANA is the
authority for the entire space rooted in .1 N ADDR ARPA. in the
version 4 Internet, while in the new Internet it holds the authority
only for 0.C NSAP.INT. (Follow ng the exanple of 192 as the AFI

val ue.) The domain 0.0.0.0.0.C.NSAP.INT is to be delegated by IANA to
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the InterNIC. (Understanding that in present practice the InterNICis
t he operator of the authoritative root.)

Security Considerations

The CATNI P design permits the direct use of the present proposals for
network | ayer security being devel oped in the | PSEC W5 of the | ETF.
There are a nunber of detailed requirenents; the nost rel evant being
that network | ayer datagramtranslation nmust not affect (cannot
affect) the transport |ayers, since the TPDU is nostly inaccessible
to the router. For exanple, the translation into IPXw Il only work
if the port nunbers are shadowed into the plaintext security header.
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