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Abstract

Differentiated services enhancenents to the Internet protocol are
i ntended to enabl e scal abl e service discrimnation in the |Internet
wi t hout the need for per-flow state and signaling at every hop. A
variety of services may be built froma small, well-defined set of
bui I di ng bl ocks whi ch are depl oyed in network nodes. The services
may be either end-to-end or intra-domain; they include both those
that can satisfy quantitative performance requirenents (e.g., peak
bandwi dt h) and those based on relative performance (e.g., "class"
differentiation). Services can be constructed by a conbi nati on of:

- setting bits in an I P header field at network boundaries
(aut ononmous system boundaries, internal adninistrative boundari es,
or hosts),

- using those bits to determ ne how packets are forwarded by the
nodes inside the network, and

- conditioning the marked packets at network boundaries in accordance
with the requirenments or rules of each service.
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The requirements or rules of each service nust be set through

admi ni strative policy nechani sms which are outside the scope of this
docunment. A differentiated services-conpliant network node includes
a classifier that selects packets based on the value of the DS field,
al ong with buffer nanagenent and packet schedul i ng mechani sns capabl e
of delivering the specific packet forwarding treatnent indicated by
the DS field value. Setting of the DS field and conditioning of the
tenmporal behavi or of marked packets need only be perfornmed at network
boundaries and may vary in conplexity.

Thi s docunent defines the IP header field, called the DS (for
differentiated services) field. In IPv4, it defines the I ayout of
the TOS octet; in IPv6, the Traffic Cass octet. |In addition, a base
set of packet forwarding treatnents, or per-hop behaviors, is

defi ned.

For a nore conpl ete understanding of differentiated services, see
also the differentiated services architecture [ ARCH|
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1

| nt roducti on

Differentiated services are intended to provide a framework and
bui I di ng bl ocks to enabl e depl oynent of scal abl e service
discrimnation in the Internet. The differentiated services approach
aims to speed depl oynent by separating the architecture into two
maj or conponents, one of which is fairly well-understood and the

ot her of which is just beginning to be understood. 1In this, we are
gui ded by the original design of the Internet where the decision was
made to separate the forwarding and routing conponents. Packet
forwarding is the relatively sinple task that needs to be perforned
on a per-packet basis as quickly as possible. Forwarding uses the
packet header to find an entry in a routing table that determnines the
packet’s output interface. Routing sets the entries in that table
and may need to reflect a range of transit and other policies as well
as to keep track of route failures. Routing tables are naintained as
a background process to the forwarding task. Further, routing is the
nore conplex task and it has continued to evol ve over the past 20
years.

Anal ogously, the differentiated services architecture contains two
mai n conponents. One is the fairly well-understood behavior in the
forwarding path and the other is the nore conplex and still energing
background policy and allocation conponent that configures paraneters
used in the forwarding path. The forwardi ng path behavi ors include
the differential treatnent an individual packet receives, as

i npl enented by queue service disciplines and/ or queue nmanagenent

di sciplines. These per-hop behaviors are useful and required in
network nodes to deliver differentiated treatnment of packets no
matter how we construct end-to-end or intra-domain services. CQur
focus is on the general senantics of the behaviors rather than the
speci fic mechani snms used to i nplenent them since these behaviors wll
evol ve less rapidly than the nechani sns.

Per - hop behavi ors and mechani sns to sel ect them on a per-packet basis
can be deployed in network nodes today and it is this aspect of the
differentiated services architecture that is being addressed first.
In addition, the forwarding path may require that some nonitoring,
policing, and shaping be done on the network traffic designated for
"special" treatnment in order to enforce requirenents associated with
the delivery of the special treatnment. Mechanisns for this kind of
traffic conditioning are also fairly well-understood. The w de

depl oynment of such traffic conditioners is also inportant to enable
the construction of services, though their actual use in constructing
servi ces may evol ve over tine.
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The configuration of network el enents with respect to which packets
get special treatnment and what kinds of rules are to be applied to
the use of resources is nuch | ess well-understood. Nevertheless, it
is possible to deploy useful differentiated services in networks by
using sinple policies and static configurations. As described in

[ ARCH], there are a nunber of ways to conpose per-hop behaviors and
traffic conditioners to create services. |n the process, additiona
experience is gained that will guide nore conplex policies and

al l ocations. The basic behaviors in the forwarding path can remain
the same while this conponent of the architecture evol ves.

Experi ences with the construction of such services will continue for
some tinme, thus we avoid standardizing this construction as it is
premature. Further, much of the details of service construction are
covered by | egal agreenents between different business entities and
we avoid this as it is very nuch outside the scope of the | ETF.

Thi s docunent concentrates on the forwardi ng path conponent. In the
packet forwarding path, differentiated services are realized by
mappi ng the codepoint contained in a field in the I P packet header to
a particular forwarding treatnent, or per-hop behavior (PHB), at each
network node along its path. The codepoints may be chosen froma set
of mandatory val ues defined later in this docunent, froma set of
reconmended val ues to be defined in future docunents, or nmay have
purely local meaning. PHBs are expected to be inplenmented by

enpl oyi ng a range of queue service and/ or gueue nmanagenent

di sciplines on a network node’s output interface queue: for exanple
wei ght ed round-robin (WRR) queue servicing or drop-preference queue
managenent .

Marking is perforned by traffic conditioners at network boundari es,
i ncludi ng the edges of the network (first-hop router or source host)
and admi nistrative boundaries. Traffic conditioners may include the
primtives of marking, netering, policing and shaping (these
nmechani sns are described in [ARCH ). Services are realized by the
use of particular packet classification and traffic conditioning
mechani sns at boundaries coupled with the concatenation of per-hop
behaviors along the transit path of the traffic. A goal of the
differentiated services architecture is to specify these buil ding

bl ocks for future extensibility, both of the nunber and type of the
bui I di ng bl ocks and of the services built fromthem

Terninology used in this nmeno is defined in Sec. 2. The
differentiated services field definition (DS field) is given in Sec.
3. In Sec. 4, we discuss the desire for partial backwards
conmpatibility with current use of the | Pv4 Precedence field. As a
solution, we introduce C ass Sel ector Codepoints and O ass Sel ect or
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Conpliant PHBs. Sec. 5 presents guidelines for per-hop behavior
standardi zati on. Sec. 6 discusses guidelines for allocation of
codepoints. Sec. 7 covers security considerations.

This docunent is a concise description of the DS field and its uses.
It is intended to be read along with the differentiated services
architecture [ ARCH .

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Terminology Used in This Docunent

Behavi or Aggregate: a collection of packets with the sane codepoint
crossing a link in a particular direction. The terns "aggregate" and
"behavi or aggregate" are used interchangeably in this docunent.

Classifier: an entity which sel ects packets based on the content of
packet headers according to defined rules.

Cl ass Sel ector Codepoint: any of the eight codepoints in the range
xxx000" (where 'x’ may equal 'O or "1'). Cass Sel ector Codepoints
are discussed in Sec. 4.2.2.

Cl ass Sel ector Conpliant PHB: a per-hop behavior satisfying the C ass
Sel ector PHB Requirenents specified in Sec. 4.2.2.2.

Codepoi nt: a specific value of the DSCP portion of the DS fi el d.
Reconmended codepoi nts SHOULD map to specific, standardized PHBs.
Mul ti pl e codepoints MAY map to the sanme PHB.

Differentiated Services Boundary: the edge of a DS domain, where
classifiers and traffic conditioners are likely to be deployed. A
differentiated services boundary can be further sub-divided into

i ngress and egress nodes, where the ingress/egress nodes are the
downst r eant upst ream nodes of a boundary link in a given traffic
direction. A differentiated services boundary typically is found at
the ingress to the first-hop differentiated servi ces-conpliant router
(or network node) that a host’s packets traverse, or at the egress of
the last-hop differentiated services-conpliant router or network node
t hat packets traverse before arriving at a host. This is sonetines
referred to as the boundary at a leaf router. A differentiated

servi ces boundary nay be co-located with a host, subject to |ocal
policy. Also DS boundary.

Differentiated Services-Conpliant: in conpliance with the
requirenments specified in this docunent. Also DS-conpliant.
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Differentiated Services Domai n: a contiguous portion of the Internet
over which a consistent set of differentiated services policies are
admini stered in a coordinated fashion. A differentiated services
domai n can represent different adninistrative donai ns or autononous
systens, different trust regions, different network technol ogies
(e.g., cell/frame), hosts and routers, etc. Al so DS donain.

Differentiated Services Field: the | Pv4 header TOS octet or the |IPv6
Traffic Cass octet when interpreted in conformance with the
definition given in this docunent. Also DS field.

Mechani sm  The inpl enentati on of one or nore per-hop behaviors
according to a particular algorithm

Mcroflow a single instance of an application-to-application flow of
packets which is identified by source address, destination address,
protocol id, and source port, destination port (where applicable).

Per-hop Behavior (PHB): a description of the externally observable
forwarding treatnent applied at a differentiated services-conpliant
node to a behavi or aggregate. The description of a PHB SHOULD be
sufficiently detailed to allow the construction of predictable
servi ces, as docunented in [ ARCH|

Per-hop Behavior G oup: a set of one or nore PHBs that can only be
meani ngful Iy specified and inplemented sinultaneously, due to a
comon constraint applying to all PHBs in the set such as a queue
servi ci ng or queue managenent policy. Al so PHB G oup.

Traffic Conditioning: control functions that can be applied to a
behavi or aggregate, application flow, or other operationally useful
subset of traffic, e.g., routing updates. These MAY i ncl ude
nmetering, policing, shaping, and packet marking. Traffic
conditioning is used to enforce agreenents between domains and to
condition traffic to receive a differentiated service within a donain
by marki ng packets with the appropriate codepoint in the DS field and
by monitoring and altering the tenporal characteristics of the
aggregat e where necessary. See [ARCH|

Traffic Conditioner: an entity that perforns traffic conditioning
functions and whi ch MAY contain neters, policers, shapers, and
markers. Traffic conditioners are typically deployed in DS boundary
nodes (i.e., not in interior nodes of a DS domain).

Service: a description of the overall treatnment of (a subset of) a
custoner’s traffic across a particular domain, across a set of

i nt erconnected DS domai ns, or end-to-end. Service descriptions are
covered by administrative policy and services are constructed by

Ni chols, et. al. St andar ds Track [ Page 6]



RFC 2474 Differentiated Services Field Decenber 1998

applying traffic conditioning to create behavi or aggregates which
experience a known PHB at each node within the DS domain. Miltiple
servi ces can be supported by a single per-hop behavior used in
concert with a range of traffic conditioners.

To sunmari ze, classifiers and traffic conditioners are used to sel ect
whi ch packets are to be added to behavi or aggregates. Aggregates
receive differentiated treatnment in a DS dormain and traffic
conditioners MAY alter the tenporal characteristics of the aggregate
to conformto sonme requirenents. A packet’'s DS field is used to

desi gnhate the packet’s behavi or aggregate and is subsequently used to
determ ne which forwarding treatnment the packet receives. A behavior
aggregate classifier which can select a PHB, for exanple a
differential output queue servicing discipline, based on the
codepoint in the DS field SHOULD be included in all network nodes in
a DS domain. The classifiers and traffic conditioners at DS
boundaries are configured in accordance with some service
specification, a matter of adninistrative policy outside the scope of
this docunent.

Additional differentiated services definitions are given in [ ARCH|
3. Differentiated Services Field Definition

A replacenent header field, called the DS field, is defined, which is
i ntended to supersede the existing definitions of the I Pv4 TOS oct et
[ RFC791] and the IPv6 Traffic Cass octet [IPv6].

Six bits of the DS field are used as a codepoint (DSCP) to select the
PHB a packet experiences at each node. A two-bit currently unused
(CU) field is reserved and its definition and interpretation are
outsi de the scope of this docunent. The value of the CU bits are

i gnored by differentiated services-conpliant nodes when deternining
the per-hop behavior to apply to a received packet.

The DS field structure is presented bel ow

0 1 2 3 4 5 6 7
S S

| DSCP | cCuU |
S A Y S

DSCP: differentiated services codepoi nt
CU: currently unused
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In a DSCP val ue notation ' xxxxxx’ (where 'x’ may equal "0 or '1")
used in this docunent, the left-nost bit signifies bit 0 of the DS
field (as shown above), and the right-nost bit signifies bit 5.

| mpl enentors should note that the DSCP field is six bits wide. DS
conpl i ant nodes MJUST sel ect PHBs by matching against the entire 6-bit
DSCP field, e.g., by treating the value of the field as a table index
which is used to select a particular packet handling mechani sm which
has been inplenented in that device. The value of the CU field MJST
be ignored by PHB selection. The DSCP field is defined as an
unstructured field to facilitate the definition of future per-hop
behavi ors.

Wth sone exceptions noted bel ow, the mappi ng of codepoints to PHBs
MUST be configurable. A DS-conpliant node MJST support the |ogical
equi val ent of a configurable nmapping table from codepoints to PHBs.
PHB specifications MJST include a reconmended default codepoint,

whi ch MUST be uni que for codepoints in the standard space (see Sec.
6). Inplenentations should support the reconmended codepoint-to-PHB
mappi ngs in their default configuration. Operators may choose to use
di fferent codepoints for a PHB, either in addition to or in place of
the recommended default. Note that if operators do so choose, re-
marking of DS fields may be necessary at adm nistrative boundaries
even if the same PHBs are inplenmented on both sides of the boundary.

See [ARCH] for further discussion of re-narking.

The exceptions to general configurability are for codepoints ' xxx000
and are noted in Secs. 4.2.2 and 4. 3.

Packets received with an unrecogni zed codepoi nt SHOULD be forwarded
as if they were narked for the Default behavior (see Sec. 4), and
their codepoi nts should not be changed. Such packets MJST NOT cause
the network node to mal function.

The structure of the DS field shown above is inconpatible with the
existing definition of the IPv4 TOS octet in [RFC791]. The
presunption is that DS domai ns protect thenselves by deploying re-
mar ki ng boundary nodes, as should networks using the RFC 791
Precedence designations. Correct operational procedure SHOULD foll ow
[ RFC791], which states: "If the actual use of these precedence
designations is of concern to a particular network, it is the
responsibility of that network to control the access to, and use of,
those precedence designations.” Validating the value of the DS field
at DS boundaries is sensible in any case since an upstream node can
easily set it to any arbitrary value. DS donmins that are not

i sol ated by suitably configured boundary nodes may deliver
unpredi ct abl e service.

Ni chols, et. al. St andar ds Track [ Page 8]



RFC 2474 Differentiated Services Field Decenber 1998

Nodes MAY rewite the DS field as needed to provide a desired | ocal

or end-to-end service. Specifications of DS field translations at DS
boundaries are the subject of service | evel agreenents between
providers and users, and are outside the scope of this docunent.

St andar di zed PHBs allow providers to build their services froma

wel | -known set of packet forwarding treatnments that can be expected
to be present in the equi pnent of many vendors.

4. Historical Codepoint Definitions and PHB Requirenents

The DS field will have a linited backwards conpatibility with current
practice, as described in this section. Backwards conpatibility is
addressed in two ways. First, there are per-hop behaviors that are
already in wi despread use (e.g., those satisfying the | Pv4 Precedence
queuei ng requi renents specified in [ RFC1812]), and we wish to pernit
their continued use in DS-conpliant nodes. |n addition, there are
some codepoints that correspond to historical use of the IP
Precedence field and we reserve these codepoints to map to PHBs t hat
nmeet the general requirenments specified in Sec. 4.2.2.2, though the
specific differentiated services PHBs mapped to by those codepoints
MAY have additional specifications.

No attenpt is made to mmintain backwards conpatibility with the "DIR'
or TOS bits of the IPv4 TCS octet, as defined in [RFC791].

4.1 A Default PHB

A "default" PHB MUST be available in a DS-conpliant node. This is

t he common, best-effort forwardi ng behavior available in existing
routers as standardi zed in [ RFC1812]. When no other agreenents are
in place, it is assunmed that packets belong to this aggregate. Such
packets MAY be sent into a network wi thout adhering to any particul ar
rules and the network will deliver as nmany of these packets as
possi bl e and as soon as possi ble, subject to other resource policy
constraints. A reasonable inplenentation of this PHB woul d be a
queuei ng di scipline that sends packets of this aggregate whenever the
output link is not required to satisfy another PHB. A reasonable
policy for constructing services would ensure that the aggregate was
not "starved". This could be enforced by a nechanismin each node
that reserves sonme mnimal resources (e.g, buffers, bandw dth) for
Def ault behavi or aggregates. This pernits senders that are not
differentiated services-aware to continue to use the network in the
same manner as today. The inpact of the introduction of
differentiated services into a domain on the service expectations of
its customers and peers is a conplex matter involving policy

deci sions by the domain and is outside the scope of this docunent.
The RECOMVENDED codepoint for the Default PHB is the bit pattern ’
000000’ ; the value '000000° MUST nap to a PHB that neets these
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specifications. The codepoint chosen for Default behavior is
conpatible with existing practice [RFC791]. Where a codepoint is not
mapped to a standardi zed or |ocal use PHB, it SHOULD be mapped to the
Def aul t PHB.

A packet initially marked for the Default behavior MAY be re-nmarked
wi th anot her codepoint as it passes a boundary into a DS domain so
that it will be forwarded using a different PHB within that domain,
possi bly subject to some negoti ated agreenent between the peering
domai ns.

4.2 Once and Future I P Precedence Field Use

4.

2.

W wish to maintain sone form of backward conpatibility with present
uses of the IP Precedence Field: bits 0-2 of the IPv4 TOS octet.
Routers exist that use the I P Precedence field to select different
per-hop forwarding treatnments in a simlar way to the use proposed
here for the DSCP field. Thus, a sinple prototype differentiated
services architecture can be quickly depl oyed by appropriately
configuring these routers. Further, |IP systens today understand the
| ocation of the IP Precedence field, and thus if these bits are used
in a simlar manner as DS-conpliant equi prent is depl oyed,
significant failures are not likely during early deploynment. In

ot her words, strict DS-conpliance need not be ubiquitous even within
a single service provider’'s network if bits 0-2 of the DSCP field are
enpl oyed in a nmanner similar to, or subsum ng, the deployed uses of
the I P Precedence field.

1 |P Precedence Hi story and Evolution in Brief

The I P Precedence field is sonmething of a forerunner of the DS field.
| P Precedence, and the |IP Precedence Field, were first defined in

[ RFC791]. The values that the three-bit I P Precedence Field m ght
take were assigned to various uses, including network control
traffic, routing traffic, and various levels of privilege. The |east

| evel of privilege was deened "routine traffic". |In [RFC791], the
noti on of Precedence was defined broadly as "An independent measure
of the inportance of this datagram"”™ Not all values of the IP

Precedence field were assunmed to have neani ng across boundaries, for
i nstance "The Network Control precedence designation is intended to
be used within a network only. The actual use and control of that
designation is up to each network." [RFC791]

Al t hough early BBN | MPs inpl enmented the Precedence feature, early
conmercial routers and UNI X I P forwardi ng code generally did not. As
net wor ks becane nore conpl ex and customer requirenments grew,
commerci al router vendors devel oped ways to inplenment various Kkinds
of queueing services including priority queueing, which were
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general ly based on policies encoded in filters in the routers, which
exam ned | P addresses, |P protocol nunbers, TCP or UDP ports, and

ot her header fields. |P Precedence was and is anong the options such
filters can exam ne

In short, I P Precedence is wi dely deployed and wi dely used, if not in
exactly the manner intended in [RFC791]. This was recognized in

[ RFC1122], which states that while the use of the IP Precedence field
is valid, the specific assignnment of the priorities in [RFC791] were
nmerely historical.

4.2.2 Subsuming |IP Precedence into C ass Sel ector Codepoints

A specification of the packet forwarding treatnments selected by the

| P Precedence field today would have to be quite general; probably
not specific enough to build predictable services fromin the
differentiated services franmework. To preserve partial backwards
conmpatibility with known current uses of the IP Precedence field

wi t hout sacrificing future flexibility, we have taken the approach of
descri bing mnimumrequirements on a set of PHBs that are conpatible
with nmost of the deployed forwarding treatnents selected by the IP
Precedence field. |In addition, we give a set of codepoints that MJST
map to PHBs neeting these mni mumrequirenents. The PHBs mapped to
by these codepoints MAY have a nore detailed Iist of specifications
in addition to the required ones stated here. Oher codepoints MAY
map to these same PHBs. W refer to this set of codepoints as the

Cl ass Sel ector Codepoints, and the m nimumrequirenments for PHBs that
these codepoints may map to are called the O ass Sel ector PHB

Requi rement s.

4.2.2.1 The O ass Sel ector Codepoints

A specification of the packet forwarding treatnments selected by the
The DS field values of ' xxx000| xx', or DSCP = 'xxx000" and CU
subfield unspecified, are reserved as a set of O ass Sel ector

Codepoi nts. PHBs which are mapped to by these codepoints MJST
satisfy the Class Selector PHB requirenents in addition to preserving
the Default PHB requirenent on codepoint 000000 (Sec. 4.1).

4.2.2.2 The dass Selector PHB Requirenents

W refer to a Cass Selector Codepoint with a larger nunerical value
t han another Cl ass Sel ector Codepoint as having a higher relative
order while a C ass Sel ector Codepoint with a smaller nunerical val ue
than another C ass Sel ector Codepoint is said to have a | ower
relative order. The set of PHBs nmapped to by the eight dass

Sel ect or Codepoints MUST yield at | east two i ndependently forwarded
classes of traffic, and PHBs selected by a C ass Sel ector Codepoi nt
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SHOULD gi ve packets a probability of tinmely forwarding that is not

| ower than that given to packets marked with a O ass Sel ector
codepoi nt of lower relative order, under reasonabl e operating
conditions and traffic | oads. A discarded packet is considered to be
an extreme case of untinmely forwarding. In addition, PHBs sel ected
by codepoints ’11x000° MJST gi ve packets a preferential forwarding
treatnent by conparison to the PHB sel ected by codepoint ' 000000’ to
preserve the common usage of I P Precedence values '110° and ' 111" for
routing traffic.

Further, PHBs sel ected by distinct Cass Sel ector Codepoi nts SHOULD
be i ndependently forwarded; that is, packets marked with different
Cl ass Sel ector Codepoints MAY be re-ordered. A network node MAY
enforce linmts on the amobunt of the node’'s resources that can be
utilized by each of these PHBs.

PHB groups whose specification satisfy these requirenents are
referred to as C ass Sel ector Conpliant PHBs.

The Cl ass Sel ector PHB Requirenents on codepoi nt ' 000000 are
conpatible with those listed for the Default PHB in Sec. 4.1

4.2.2.3 Using the C ass Sel ector PHB Requirenents for |P Precedence
Conpatibility

A DS-conpliant network node can be deployed with a set of one or nore
Cl ass Sel ector Conpliant PHB groups. This docunment states that the
set of codepoints 'xxx000" MJST map to such a set of PHBs. As it is
al so possible to map multiple codepoints to the sane PHB, the vendor
or the network adm nistrator MAY configure the network node to map
codepoints to PHBs irrespective of bits 3-5 of the DSCP field to
yield a network that is conpatible with historical |IP Precedence use.
Thus, for exanple, codepoint '011010° would map to the sane PHB as
codepoi nt ' 011000 .

4.2.2.4 Exanple Mechanisnms for |Inplenenting Cass Sel ector Conpliant
PHB G oups

Cl ass Sel ector Conpliant PHBs can be realized by a variety of
mechani sns, including strict priority queueing, weighted fair
queueing (WQ, WRR, or variants [RPS, HPFQA, DRR], or { ass-Based
Queuing [CBQ. The distinction between PHBs and nmechanisns is
described in nore detail in Sec. 5.

It is inportant to note that these nechanisnms might be avail abl e
t hrough ot her PHBs (standardi zed or not) that are available in a
particul ar vendor’s equi pnent. For exanple, future docunments may
standardize a Strict Priority Queueing PHB group for a set of
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recommended codepoints. A network adm nistrator m ght configure
those routers to select the Strict Priority Queueing PHBs with
codepoi nts ' xxx000" in conformance with the requirenents of this
docunent .

As a further exanple, another vendor night enploy a CBQ nechanismin
its routers. The CBQ mechani smcould be used to inplenent the Strict
Priority Queueing PHBs as well as a set of Class Sel ector Conpliant
PHBs with a wi der range of features than would be available in a set
of PHBs that did no nore than nmeet the m nimum C ass Sel ector PHB
requirenments.

4.3 Sunmary

Thi s docunent defines codepoints 'xxx000" as the O ass Sel ector
codepoi nts, where PHBs sel ected by these codepoints MJST neet the

Cl ass Sel ector PHB Requiremnments described in Sec. 4.2.2.2. This is
done to preserve a useful level of backward conpatibility with
current uses of the IP Precedence field in the Internet wthout
unduly limting future flexibility. In addition, codepoint 000000
is used as the Default PHB value for the Internet and, as such, is
not configurable. The remaining seven non-zero C ass Sel ector
codepoints are configurable only to the extent that they map to PHBs
that neet the requirenments in Sec. 4.2.2.2.

5. Per-Hop Behavi or Standardization Cuidelines

The behavi oral characteristics of a PHB are to be standardi zed, and
not the particular algorithnms or the nechanisnms used to inplement
them A node may have a (possibly large) set of paranmeters that can
be used to control how packets are schedul ed onto an output interface
(e.g., N separate queues with settable priorities, queue |engths,
round-robin weights, drop algorithm drop preference weights and
thresholds, etc). To illustrate the distinction between a PHB and a
mechani sm we point out that C ass Selector Conpliant PHBs ni ght be
i npl emrented by several nechanisns, including: strict priority

queuei ng, WFQ WRR, or variants [HPFQA, RPS, DRR], or CBQ[CBQ, in
i solation or in combination

PHBs may be specified individually, or as a group (a single PHB is a
speci al case of a PHB group). A PHB group usually consists of a set
of two or nore PHBs that can only be neaningfully specified and

i npl emrented sinul taneously, due to a comopn constraint applying to
each PHB within the group, such as a queue servicing or queue
managenment policy. A PHB group specification SHOULD descri be
condi ti ons under which a packet might be re-nmarked to sel ect anot her
PHB within the group. It is RECOMVENDED that PHB inpl enentations do
not introduce any packet re-ordering within a nmicroflow. PHB group
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speci fications MJST identify any possible packet re-ordering

i mplications which may occur for each individual PHB, and which may
occur if different packets within a microfl ow are narked for
different PHBs within the group.

Only those per-hop behaviors that are not described by an existing
PHB st andard, and have been i npl enmented, deployed, and shown to be
useful, SHOULD be standardized. Since current experience with
differentiated services is quite limted, it is premature to

hypot hesi ze the exact specification of these per-hop behaviors.

Each standardi zed PHB MJST have an associ at ed RECOMVENDED codepoi nt,
al l ocated out of a space of 32 codepoints (see Sec. 6). This
specification has left roomin the codepoint space to allow for

evol ution, thus the defined space ('xxx000') is intentionally sparse.

Net wor k equi pnent vendors are free to offer whatever paraneters and
capabilities are deenmed useful or marketable. When a particular,
standardi zed PHB is inplenented in a node, a vendor MAY use any
algorithmthat satisfies the definition of the PHB according to the
standard. The node’s capabilities and its particular configuration
determ ne the different ways that packets can be treated.

Service providers are not required to use the same node mechani sns or
configurations to enable service differentiation within their
networks, and are free to configure the node paraneters in whatever
way that is appropriate for their service offerings and traffic

engi neering objectives. Over time certain conmon per-hop behaviors
are likely to evolve (i.e., ones that are particularly useful for

i npl enenting end-to-end services) and these MAY be associated with
particul ar EXP/ LU PHB codepoints in the DS field, allow ng use across
domai n boundaries (see Sec. 6). These PHBs are candidates for future
st andar di zati on

It is RECOMENDED t hat standardi zed PHBs be specified in accordance
with the guidelines set out in [ ARCH|.

6. | ANA Consi derati ons

The DSCP field within the DS field is capable of conveying 64

di stinct codepoints. The codepoint space is divided into three pools
for the purpose of codepoint assignnent and managenent: a pool of 32
RECOVMENDED codepoi nts (Pool 1) to be assigned by Standards Action as
defined in [CONS], a pool of 16 codepoints (Pool 2) to be reserved
for experimental or Local Use (EXP/LU) as defined in [CONS], and a
pool of 16 codepoints (Pool 3) which are initially available for
experimental or |ocal use, but which should be preferentially
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utilized for standardized assignnments if Pool 1 is ever exhausted.
The pools are defined in the following table (where 'x' refers to
either 0" or '1'):

Pool Codepoi nt space Assi gnment Pol i cy
1 XXXXX0 St andar ds Acti on
2 XXXX11 EXP/ LU
3 xxxx01 EXP/ LU (*)

(*) may be utilized for future Standards Action allocations as
necessary

Thi s docunent assigns ei ght RECOMMENDED codepoi nts (' xxx000') which
are drawn from Pool 1 above. These codepoints MJST be mapped, not to
specific PHBs, but to PHBs that nmeet "at |east" the requirenments set
forth in Sec. 4.2.2.2 to provide a mninmal |evel of backwards
conmpatibility with | P Precedence as defined in [ RFC791] and as

depl oyed in some current equipnent.

7. Security Considerations

This section considers security issues raised by the introduction of
differentiated services, primarily the potential for denial-of-
service attacks, and the related potential for theft of service by
unaut hori zed traffic (Section 7.1). Section 7.2 addresses the
operation of differentiated services in the presence of |Psec
including its interaction with I Psec tunnel node and other tunnelling
protocols. See [ARCHl for nore extensive treatnment of the security
concerns raised by the overall differentiated services architecture.

7.1 Theft and Denial of Service

The primary goal of differentiated services is to allow different

| evel s of service to be provided for traffic streams on a common
network infrastructure. A variety of techniques may be used to
achieve this, but the end result will be that sone packets receive
different (e.g., better) service than others. The mapping of network
traffic to the specific behaviors that result in different (e.g.
better or worse) service is indicated primarily by the DS codepoi nt,
and hence an adversary may be able to obtain better service by

nodi fyi ng the codepoint to val ues indicating behaviors used for
enhanced services or by injecting packets with such codepoi nt val ues.
Taken to its Iimts, such theft-of-service becones a denial -of -
service attack when the nodified or injected traffic depletes the
resources available to forward it and other traffic streans.
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The defense against this class of theft- and denial -of -service
attacks consists of the conbination of traffic conditioning at DS
domai n boundaries with security and integrity of the network
infrastructure within a DS domain. DS domain boundary nodes MJST
ensure that all traffic entering the domain is nmarked wi th codepoi nt
val ues appropriate to the traffic and the domain, renmarking the
traffic with new codepoint values if necessary. These DS boundary
nodes are the primary line of defense against theft- and denial - of -
servi ce attacks based on nodified codepoints, as success of any such
attack indicates that the codepoints used by the attacking traffic
were inappropriate. An inportant instance of a boundary node is that
any traffic-originating node within a DS domain is the initial
boundary node for that traffic. Interior nodes in a DS domain rely
on DS codepoints to associate traffic with the forwardi ng PHBs, and
are NOT REQUI RED to check codepoint val ues before using them As a
result, the interior nodes depend on the correct operation of the DS
domai n boundary nodes to prevent the arrival of traffic with

i nappropriate codepoints or in excess of provisioned | evels that
woul d di srupt operation of the domain.

7.2 |Psec and Tunnelling Interactions

The | Psec protocol, as defined in [ESP, AH], does not include the IP
header’s DS field in any of its cryptographic calculations (in the
case of tunnel node, it is the outer IP header’s DS field that is not
included). Hence nodification of the DS field by a network node has
no effect on I Psec’s end-to-end security, because it cannot cause any
| Psec integrity check to fail. As a consequence, |Psec does not
provi de any defense against an adversary’'s nodification of the DS
field (i.e., a man-in-the-nmddle attack), as the adversary’'s

nmodi fication will also have no effect on IPsec’s end-to-end security.

| Psec’ s tunnel node provides security for the encapsul ated IP
header’s DS field. A tunnel node | Psec packet contains two IP
headers: an outer header supplied by the tunnel ingress node and an
encapsul ated i nner header supplied by the original source of the
packet. Wen an I Psec tunnel is hosted (in whole or in part) on a
differentiated services network, the internediate network nodes
operate on the DS field in the outer header. At the tunnel egress
node, |Psec processing includes renoving the outer header and
forwarding the packet (if required) using the inner header. The

| Psec protocol REQUI RES that the inner header’s DS field not be
changed by this decapsul ati on processing to ensure that nodifications
to the DS field cannot be used to |aunch theft- or denial-of-service
attacks across an | Psec tunnel endpoint. This docunment nakes no
change to that requirenent. |If the inner |IP header has not been
processed by a DS boundary node for the tunnel egress node's DS
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domai n, the tunnel egress node is the boundary node for traffic
exiting the tunnel, and hence MJST ensure that the resulting traffic
has appropriate DS codepoi nts.

When | Psec tunnel egress decapsul ati on processing includes a
sufficiently strong cryptographic integrity check of the encapsul ated
packet (where sufficiency is determ ned by |ocal security policy),
the tunnel egress node can safely assunme that the DS field in the

i nner header has the sane value as it had at the tunnel ingress node.
An inportant consequence is that otherw se insecure links within a DS
domai n can be secured by a sufficiently strong |IPsec tunnel. This
analysis and its inplications apply to any tunnelling protocol that
perforns integrity checks, but the | evel of assurance of the inner
header’s DS field depends on the strength of the integrity check
perfornmed by the tunnelling protocol. |In the absence of sufficient
assurance for a tunnel that may transit nodes outside the current DS
domain (or is otherw se vul nerable), the encapsul ated packet MJST be
treated as if it had arrived at a boundary from outside the DS
domai n.
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Ful I Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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