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Host Extensions for |IP Milticasting

STATUS OF TH S MEMO

This nenp specifies the extensions required of a host inplenmentation
of the Internet Protocol (IP) to support internetwork nulticasting.
Thi s specification supersedes that given in RFC- 966, and constitutes
a proposed protocol standard for IP nmulticasting in the
ARPA-Internet. The reader is directed to RFC-966 for a discussion of
the notivation and rationale behind the nulticasting extension
specified here. Distribution of this meno is unlinited.

I NTRODUCTI ON

P multicasting is defined as the transm ssion of an |IP datagramto a
"host group", a set of zero or nore hosts identified by a single IP
destination address. A nulticast datagramis delivered to al

menbers of its destination host group with the sanme "best-efforts”
reliability as regular unicast |IP datagrams, i.e. the datagramis not
guaranteed to arrive at all nenbers of the destination group or in
the sanme order relative to other datagrans.

The nmenbership of a host group is dynamic; that is, hosts nmay join
and | eave groups at any tinme. There is no restriction on the

| ocati on or nunber of nenbers in a host group, but nenbership in a
group may be restricted to only those hosts possessing a private
access key. A host may be a nmenber of nore than one group at a tine.
A host need not be a nenber of a group to send datagrans to it.

A host group may be permanent or transient. A permanent group has a
wel | - known, administratively assigned IP address. It is the address,
not the nenbership of the group, that is pernanent; at any tine a

per manent group may have any nunber of nenbers, even zero. A

transi ent group, on the other hand, is assigned an address
dynamically when the group is created, at the request of a host. A
transient group ceases to exist, and its address becones eligible for
reassi gnnent, when its nenbership drops to zero

The creation of transient groups and the naintenance of group
menbership information is the responsibility of "multicast agents",
entities that reside in internet gateways or other special-purpose
hosts. There is at |east one multicast agent directly attached to
every | P network or subnetwork that supports IP nulticasting. A host
requests the creation of new groups, and joins or |eaves existing
groups, by exchangi ng nessages with a nei ghboring agent.

Deeri ng [ Page 1]



RFC 988 July 1986
Host Extensions for |P Milticasting

Mul ticast agents are al so responsible for internetwork delivery of

mul ticast | P datagranms. Wen sending a nulticast |IP datagram a host
transmts it to a local network multicast address which identifies
al | nei ghboring nenbers of the destination host group. |[|f the group
has nenbers on other networks, a nulticast agent beconmes an

addi tional recipient of the local nmulticast and rel ays the datagram
to agents on each of those other networks, via the internet gateway
system Finally, the agents on the other networks each transnit the
datagramas a local nmulticast to their own nei ghboring menbers of the
desti nation group

This nenp specifies the extensions required of a host IP

i npl ementation to support IP nulticasting, where a "host" is any

i nternet host or gateway other than those serving as nulticast
agents. The algorithnms and protocols used within and between
mul ti cast agents are transparent to non-agent hosts and will be
specified in a separate docunent. This nmenpo al so does not specify
how | ocal network multicasting is acconplished for all types of
network, although it does specify the required service interface to
an arbitrary local network and gives an Ethernet specification as an
exanpl e. Specifications for other types of network will be the
subj ect of future nenos.

3. LEVELS OF CONFORVANCE
There are three levels of conformance to this specification
Level 0: no support for IP nulticasting.

There is, at this tine, no requirenent that all IP inplenentations
support IP nulticasting. Level O hosts will, in general, be
unaffected by nulticast activity. The only exception arises on
sonme types of local network, where the presence of level 1 or 2
hosts nmay cause msdelivery of nmulticast | P datagrans to |evel O
hosts. Such datagrans can easily be identified by the presence of
a class DIP address in their destination address field; they
shoul d be quietly discarded by hosts that do not support IP

nmul ticasting. Class D addresses are defined in section 4 of this
nmeno.
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4.

Level 1: support for sending but not receiving nulticast IP
dat agr ans.

Level 1 allows a host to partake of sone nulticast-based services,
such as resource location or status reporting, but it does not

all ow a host to create or join any host groups. An IP

i mpl ement ati on may be upgraded fromlevel 0 to level 1 very easily
and with little new code. Only sections 4, 5, and 6 of this neno
are applicable to level 1 inplenentations.

Level 2: full support for IP nulticasting.

Level 2 allows a host to create, join and | eave host groups, as
well as send | P datagranms to host groups. It requires

i mpl ementati on of the Internet G oup Managenent Protocol (I1GW)
and extension of the IP and | ocal network service interfaces
within the host. Al of the follow ng sections of this nenp are
applicable to level 2 inplenentations.

HOST GROUP ADDRESSES

Host groups are identified by class D IP addresses, i.e. those with
"1110" as their high-order four bits. The remaining 28 bits are
unstructured as far as hosts are concerned. The addresses of

wel | - known, pernanent groups are to be published in "Assigned
Nunbers". Cass E | P addresses, i.e. those with "1111" as their

hi gh-order four bits, are reserved for future addressi ng nodes.

Appendi x Il contains some background di scussi on of several issues
related to host group addresses.
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5.

MODEL OF A HOST | P | MPLEMENTATI ON

The nulticast extensions to a host IP inplenmentation are specified in
ternms of the layered nodel illustrated below. In this nodel, |CWP
and (for level 2 hosts) IGW are considered to be inplenmented within
the I P nodul e, and the mapping of |IP addresses to | ocal network
addresses is considered to be the responsibility of |ocal network
nmodul es. This nodel is for expository purposes only, and shoul d not
be construed as constraining an actual inplenentation.

| Upper - Layer Protocol Mdul es |

--------------------- |P Service Interface -----------------------

| . o | e |
I | P I I I
| Modul e |
I I
I I

---------------- Local Network Service Interface -----------------

I
Local | I'P-to-local address mappi ng
Net wor k | (e.g. ARP)
Modul es |

(e.g. Ethernet)

To support level 2 IP nulticasting, a host IP inplenentation mnust
provi de three new services: (1) sending nmulticast |IP datagrans, (2)
receiving nulticast |P datagranms, and (3) nanagi ng group nenbership.
Only the first service need be provided in level 1 hosts. Each of
these services is described in a separate section, below. For each
service, extensions are specified for the IP service interface, the

| P nodul e, the local network service interface, and an Ethernet | ocal
network nodule. Extensions to |ocal network nodul es other than

Et hernet are mentioned briefly, but are not specified in detail.
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6. SENDI NG MULTI CAST | P DATAGRANMS
6.1. Extensions to the IP Service Interface

No change to the IP service interface is required to support the
sending of nmulticast |IP datagrans. An upper-Ilayer protocol nodule
nerely specifies an | P host group destination, rather than an

i ndi vidual |IP destination, when it invokes the existing "Send |P"
operati on.

6.2. Extensions to the | P Mdul e

To support the sending of nulticast |P datagranms, the |IP nodul e
nmust be extended to recogni ze I P host group addresses when routing
out goi ng datagrans. Most |P inplenmentations include the follow ng
| ogi c:

if IP-destination is on the same |ocal network,
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo(l P-destinati on)

To allow nulticast transm ssions, the routing | ogic nust be
changed to:

if IP-destination is on the same |ocal network
or I P-destination is a host group,
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo(l P-destinati on)

If the sending host is itself a nenber of the destination group, a
copy of the outgoing datagram nust be | ooped-back for |oca
delivery if and only if |oopback was requested when the host
joined the group (see section 8.1). (This issue does not arise in
level 1 inplenmentations.)

On hosts attached to nore than one network, each multicast IP

dat agram nmust be transmitted via one network interface only,
leaving it to the nmulticast agents to effect delivery to any other
requi red networks.

A host group address should not be placed in the source address
field of an outgoing |IP datagram A host group address nay be
used in a source routing option as the |last el enent only.

It should be noted that a small IP time-to-live (TTL) val ue can
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prevent delivery to some nenbers of a destination group. Thus, a
| arge TTL val ue should be used to reach all nenbers. Conversely,
a small TTL val ue can be used to advantage to reach only "nearby"
nmenbers of a w dely-dispersed group. 1In clusters of |owdelay

| ocal area networks, the TTL field acts as a hop linit; thus, one
can perform expandi ng-ring searches by starting with a TTL of 1
and incrementing on each retransm ssion, up to sonme limt defined
by the dianeter of the cluster.

6.3. Extensions to the Local Network Service Interface

No change to the local network service interface is required to
support the sending of multicast |IP datagrans. The |IP nodul e
nerely specifies an | P host group destination, rather than an

i ndividual 1P destination, when it invokes the existing "Send
Local " operati on.

6.4. Extensions to an Ethernet Local Network Mdul e

The Ethernet directly supports the sending of local nulticast
packets by allowing nmulticast addresses in the destination field
of Ethernet packets. Al that is needed to support the sending of
nmul ticast | P datagranms is a procedure for mapping | P host group
addresses to Ethernet nulticast addresses.

An | P host group address is napped to an Ethernet multi cast
address by placing the | oworder 28-bits of the IP address into
the [oworder 28 bits of an Ethernet address. The high-order 20
bits of the Ethernet address are set to a well-known value, to be
published in "Assigned Nunbers"

[At tine of publication of this nmenpb, a bl ock of Ethernet
mul ti cast addresses with 28 unspecified bits had not yet been
obtained fromthe allocating authority. |If such a block of
addresses cannot be obtained, an alternative mapping schene wl |
be specified.]

6.5. Extensions to Local Network Mdul es other than Ethernet

O her networks that directly support nmulticasting, such as rings
or buses conforming to the | EEE 802.2 standard, can be handl ed the
same way as Ethernet for the purpose of sending nulticast IP
datagrams. For a network that supports broadcast but not

mul ticast, such as the Experinental Ethernet, all |P host group
addresses can be mapped to a single | ocal broadcast address (at
the cost of increased overhead on all |ocal hosts). For a

poi nt-to-point networks |ike the ARPANET or a public data network
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(X.25), all IP host group addresses ni ght be mapped to the

wel | -known | ocal address of an IP nulticast agent; an agent on
such a network would take responsibility for conpleting nulticast
delivery within the network as well as anobng networKks.

7. RECEI VI NG MULTI CAST | P DATAGRAMS
7.1. Extensions to the IP Service Interface

No change to the IP service interface is required to support the
reception of multicast |IP datagrams. Incom ng nulticast IP

dat agrans are delivered to upper-|ayer protocol nodul es using the
sanme "Receive |P" operation as normal, unicast datagrans.

7.2. Extensions to the | P Mdul e

To support the reception of nmulticast | P datagranms, the |IP nodul e
nmust be extended to recogni ze the addresses of | P host groups to

whi ch the host currently belongs, in addition to the host’s

i ndividual |IP address(es). An incom ng datagram destined to one

of those group addresses is processed exactly the sane way as

dat agranms destined to one of the host’s individual addresses.

I ncom ng datagrans destined to groups to which the host does not

bel ong are di scarded w thout generating any error report.

On hosts attached to nore than one network, if a datagram arrives
via one network interface, destined for a group to which the host
bel ongs only on a different interface, the datagramis quietly

di scarded. (This should occur only as a result of inadequate
nmul ti cast address filtering in the I ocal network nodule.)

An inconing datagramis not rejected for having an I P host group
address in its source address field or anywhere in a source
routing option.

An | CWP error message (Destination Unreachable, Tinme Exceeded,
Par anet er Problem Source Quench, or Redirect) is never generated
in response to a datagram destined to an |IP host group.

7.3. Extensions to the Local Network Service Interface
No change to the local network service interface is required to
support the reception of multicast |IP datagrams. |Incom ng | ocal

net wor k packets, whether nulticast or unicast, are delivered to
the I P nodul e using the sane "Receive Local" operation
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7.4. Extensions to an Ethernet Local Network Mdul e

To support the reception of nulticast |P datagrans, an Ethernet
nodul e must be able to receive packets addressed to the Ethernet
nmul ti cast addresses that correspond to the host’s | P host group
addresses. It is highly desirable to take advantage of any
address filtering capabilities that the Ethernet hardware
interface may have, so that the host only receives packets that
are destined to it.

Unfortunately, many current Ethernet interfaces have a small limt
on the nunber of addresses that the hardware can be configured to
recogni ze. However, an inplenentation nmust be capabl e of
listening on an arbitrary nunber of Ethernet nulticast addresses,
whi ch may mean "openi ng up" the address filter to accept al
nmul ti cast packets during those periods when the nunber of
addresses exceeds the limt of the filter.

For interfaces with i nadequate hardware address filtering, it may
be desirable (for performance reasons) to perform Et hernet address
filtering within the software of the Ethernet nodule. This is not
mandat ory, however, because the |IP nodule perfornms its own
filtering based on I P destination addresses.

7.5. Extensions to Local Network Mdul es ot her than Ethernet
O her nmulticast networks, such as | EEE 802. 2 networks, can be

handl ed the sane way as Ethernet for the purpose of receiving
nmul ti cast | P datagranms. For pure broadcast networks, such as the

Experinmental Ethernet, all incomi ng broadcast packets can be
accepted and passed to the IP nodule for IP-level filtering. On a
poi nt-to-point network, multicast |IP datagrans will arrive as

| ocal network unicasts, so no change to the |ocal network nodul e
shoul d be necessary.
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8. MANAG NG GROUP MEMBERSHI P
8.1. Extensions to the IP Service Interface

To al |l ow upper-1ayer protocol nodules to request that their host
create, join, or leave a host group, the IP service interface nust
be extended to offer the follow ng three new operations:

CreateGoup ( private, |oopback )
--> outcome, group-address, access-key

The CreateG oup operation requests the creation of a new,
transi ent host group, with this host as its only nenber. The
"private" argunent specifies if the group is to be private or
public. The "l oopback" argument specifies whether or not

dat agrams sent fromthis host to the group should be delivered
locally as well as to other nmenber hosts. The "outconme" result
i ndi cates whether the request is granted or denied. If it is
granted, a new 32-bit |IP host group address is returned, along
with a 64-bit access key which is zero for public groups and
non-zero for private groups. The request may be denied due to
| ack of response froma nulticast agent, or |ack of resources.

Joi nGroup ( group-address, access-key, |oopback ) --> outcone

The Joi nG oup operation requests that this host becone a nenber of
the host group identified by "group-address", with the specified
access key. The "l oopback" argunent specifies whether or not

dat agrams sent fromthis host to the group should be delivered
locally as well as to other nmenber hosts. The "outconme" result

i ndi cates whether the request is granted or denied. The request
may be denied due to |ack of response froma nulticast agent, |ack
of resources, an invalid group address, an incorrect access key,

or already being a nenber.

LeaveG oup ( group-address, access-key ) --> outcome

The LeaveG oup operation requests that this host give up its
menbership in the host group identified by "group-address”, with
the specified access key. The "outconme" result indicates whether
the request is granted or denied. The request may be deni ed due
to an invalid group address, an incorrect access key, or not
currently being a nmenber.

Each of these operations may take up to a minute or nore to
conpl et e, depending on the nunber of |GV retransmni ssions
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performed within the IP nmodule, and tinme required for a nulticast
agent to generate a reply. However, typical delays should be on
the order of a few seconds.

Besi des the LeaveG oup operation, a host loses its nenbership in a
group whenever the host or its IP nodule crashes, or, in rare

ci rcunstances, when a nulticast agent revokes its nmenmbership. The
| P service interface should provide sone neans of inform ng an
upper -l ayer nodul e when its nmenbership has been revoked.
Menber shi p nmay be revoked due to |lack of resources, deall ocation
of the group address, or the discovery of another host group using
the sane group address with a different access key. (See Appendi x
Il for discussion of address recycling issues.)

It is inportant to observe that I P group nmenbership is per-host,
rat her than per-process. An IP service interface should not all ow
nmul ti ple processes to invoke Joi nGoup operations for the sane
group as a way of achieving delivery to nore than process. The IP
nodul e delivers each incom ng datagram whether nulticast or

uni cast, to the single upper-layer protocol nodule identified by
the protocol field in the datagramis IP header; it is an

upper-| ayer issue whether or not to deliver incom ng datagranms to
nore than one process, perhaps using the concept of "process
groups" or "shared ports".

8.2. Extensions to the | P Mbdul e

Wthin the I P nodul e, the nenbershi p nanagenent operations are
supported by the Internet G oup Managenent Protocol (1GW),
specified in Appendix I. As well as having nessages correspondi ng
to each of the operations specified above, 1GW also specifies a
"deadman tiner" procedure whereby hosts periodically confirmtheir
nmenber ships with the nulticast agents.

The I P nodul e must maintain a data structure listing the IP
addresses of all host groups to which the host currently bel ongs,
al ong with each group’s | oopback policy, access key, and tiner
vari ables. This data structure is used by the IP multicast
transmni ssion service to know whi ch outgoing datagrans to | oop
back, and by the reception service to know whi ch inconing
datagrams to accept. The purpose of | GW and the nanagenent
interface operations is to maintain this data structure.

On hosts attached to nore than one network, each nenbership is
associated with a particular network interface. On such a host
t he managenent interface operations above may each require an
addi ti onal parameter specifying to which interface the create,
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join, or |leave request applies. The group nenbership data
structure nust also be extended to associate an interface with
each nenbership. |If a host joins the sane host group on nore than
one network interface, it can expect to receive nultiple copies of
each datagram sent to that group

8.3. Extensions to the Local Network Service Interface

To allow an I P nodule to control what packets should be accepted
by the I ocal network nodule, it is necessary to extend the | ocal
network service interface with the followi ng two new operations:

Accept Address ( group-address )
Rej ect Address ( group-address )

where "group-address” is an | P host group address. The

Accept Address operation requests the | ocal network nodule to
accept and deliver up subsequently arriving packets destined to
the local network address corresponding to "group-address". The
Rej ect Addr ess operation requests the | ocal network nodule to stop
delivering up packets destined to the |ocal network address
corresponding to "group-address".

Any local network nmodule is free to ignore Reject Address requests,
and may deliver up packets destined to nore addresses than just
those specified in Accept Address requests, if it is unable to
filter inconm ng packets adequately.

8.4. Extensions to an Ethernet Local Network Mdul e

An Et hernet nodul e responds to Accept Address operations by addi ng
the corresponding Ethernet nulticast address to its acceptance
filter for incom ng packets. A RejectAddress operation causes the
correspondi ng Ethernet address to be dropped fromthe filter. For
Et hernet interfaces with a limt on the nunber of addresses that
can be added to the filter, the Ethernet software nodul e nust
detect when that threshold is exceeded and open up the filter to
accept all rmulticast packets. It should also detect when the
nunber of addresses drops bel ow the threshold and revert to

i ndi vi dual address filtering.

8.5. Extensions to Local Network Mdul es other than Ethernet
O her nmulticast networks, such as | EEE 802. 2 networks, can be

handl ed the sane way as Ethernet for the purpose of controlling
address filtering. For a pure broadcast network or a
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poi nt -t o-poi nt network, the Accept Address and Rej ect Address
operations may have no effect; all incom ng packets could be
passed to the IP nodule for IP-level filtering.
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APPENDI X | .

| NTERNET GROUP MANAGEMENT PROTOCOL (| GVP)

The I nternet G oup Managenent Prot ocol

hosts and their inmedi ate nei ghbor
creation of transient groups,

(1GwP)

July 1986

is used between | P
nmul ti cast agents to support the
the addition and del eti on of nmenbers of

a group, and the periodic confirmation of group nenbership. IGW is
an asymmetric protocol and is specified here fromthe point of view
of a host, rather than a nulticast agent.

Like ICW, IGW is a integral part of IP. It is required to be

i nplemented in full by all hosts conforming to level 2 of the IP
mul ticasting specification. |GW nessages are encapsulated in I P
datagrans, with an | P protocol nunber of 2. Al |GW nessages have
the follow ng fornat:

0 1 3

01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

Type

| Code |

Checksum

T T S e i S S S e i S S e Tk S S

I dentifier

T T S T S S e T S S S e s S S

Group Address

T T S T S S e i Sl S S S S S A aaie S

I
+

I
+-

Type

There are eight types of

Deeri ng

1
2

Access Key

Create G oup Reqguest
Create Group Reply

Join G oup Request
Join Goup Reply

Leave G oup Request
Leave G oup Reply

Confirm Group Request
Confirm G oup Reply

| GWP nessage:

T S S T S S i T Sl S S S ik T o

I
+
I
+
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Code

In a Create Group Request nessage, the code field indicates if the
new host group is to be public or private:

0
1

public
private

In all other Request nessages, the code field contains zero.

In a Reply nessage, the Code field specifies the outconme of the

request:

0 = request granted

1 = request denied, no resources

2 = request denied, invalid code

3 = request denied, invalid group address

4 = request denied, invalid access key

5 - 255 = request pending, retry in this many seconds
Checksum

The checksumis the 16-bit one’s conplenent of the one’'s
conpl ement sum of the | GW nessage starting with the | GW Type.
For conputing the checksum the checksum field should be zero.

| dentifier

In a Confirm G oup Request nessage, the identifier field contains
zero.

In all other Request nessages, the identifier field contains a
val ue to distinguish the request from other requests by the sane
host .

In a Reply nessage, the identifier field contains the sane val ue
as in the correspondi ng Request nessage.
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Group Address

In a Create Goup Request nessage, the group address field
contains zero.

In all other Request nessages, the group address field contains a
host group address.

In a Create Goup Reply nessage, the group address field contains
either a newy allocated host group address (if the request is
granted) or zero (if denied).

In all other Reply nessages, the group address field contains the
same host group address as in the correspondi ng Request nessage.

Access Key

In a Create Goup Request nessage, the access key field contains
zero.

In all other Request nessages, the access key field contains the
access key assigned to the host group identified in the G oup
Address field (zero for public groups).

In a Create Group Reply nessage, the access key field contains
either a non-zero 64-bit nunber (if the request for a private
group is granted) or zero.

In all other Reply nmessages, the access key field contains the
same access key as in the correspondi ng Request.
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Pr ot ocol Rul es

Request nmessages are sent only by hosts. Reply nmessages are sent
only by nulticast agents. |If a host receives an | GW nessage of a
type other than the four Reply types specified above, the nessage
i s di scarded.

A Request nessage is sent with its IP destination field containing
the wel |l -known address of the Multicast Agent Group. The IP
time-to-live fieldis initialized by the sender to 1, in order to
linmt the scope of the request to i medi ate nei ghbor nulticast
agents only. The IP source address field contains the individua

| P address of the sending host.

A Reply nessage is sent only in response to a Request nessage.

Its I P destination address field contains the individual address
of the host that sent the correspondi ng Request. (A Confirm G oup
Reply may al so be sent to the host group address specified inits
correspondi ng Confirm G oup Request.) The |IP source address field
contains the individual |P address of the replying nmulticast

agent .

When a host sends a new Create Group, Join Group, or Leave G oup
Request nmessage, it supplies an arbitrary identifier that it has
not used within the last TO seconds. (It is usually sufficient
just to increnent the identifier for each new request.) The host
initializes a timer to Tl seconds and a retransmni ssion counter to
zero. |If a Reply nessage with a matching identifier is not
received before the timer expires, it is reset to Tl seconds and
the retransnission counter is incremented. |If the counter is |less
than N1, the host retransmits the Request nmessage with the same
identifier. |If the counter equals N1, the host gives up; if the
request was to create or join a group, it is deened to have
failed; if the request was to | eave a group, it is deened to have
succeeded.

If a "request pending" code is received in a matching reply to a
Create Group, Join Group, or Leave Goup Request, the tiner is
reset to the nunber of seconds specified by the code and the
retransm ssion counter is reset to zero. The new tinmer val ue
applies to one tineout interval only -- if the timer expires, it
is reset to Tl seconds, the counter is increnented, and the
request is retransmtted.

The first matching Reply to a Create Group, Join Goup, or Leave

Group Request containing a "request granted" or "request denied"
code deternines the outcone of the request. Any subsequent or
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non- mat chi ng Replies are discarded by the host. However, if a
host receives an affirmative Create Group Reply or Join G oup
Reply that neither matches an outstandi ng Request nor contains the
address of a group to which the host bel ongs, the host should

i Mmedi ately send a Leave G oup Request for the unexpected group
addr ess.

A "request granted" reply to a Create G oup Request inplies that,

as well as the group being created, the requesting host is granted
nmenbership in the group, i.e. there is no need to send a separate
Join Group Request.

Confirm Goup Request nmessages nust be sent periodically by hosts
to informthe nei ghboring nulticast agent(s) of the hosts’

continuing nenbership in the specified groups. |[|f an agent does
not receive a Confirm Group Request nessage for a particular group
within an agent-defined interval, it stops delivering datagrans

destined to that group.

For each group to which it belongs, a host mmintains a
confirmation tinmer and a variable t. The variable t is
initialized to T2 seconds. Wenever the host’s request to create
or join a group is granted, and whenever the host either sends a
Confirm G oup Request or receives a Confirm Goup Reply with a
"request granted" code for the group, the host sets the group’s
timer to a random nunber uniformy distributed between t and t +
T3 seconds. |If the host receives a a Confirm Goup Reply with a
"request pending" code, t is changed to the value of the code and
the tiner is reset to a random nunber between the newt and t +
T3. The variable t retains its value until another "request
pendi ng" code is received. \Wenever the tiner expires, the host
sends a Confirm G oup Request.

Even if a host fails to receive Confirm Goup Replies to its
Requests, it continues to consider itself a nmenber of the group,
because it may still be able to receive nulticast datagrans from
ot her hosts on the sanme local network. Only if a host receives a
"request denied" code in a Confirm G oup Reply does it stop

sendi ng Confirm G oup Requests and consider its menbership to be
revoked.

Mul ticast agents respond to Confirm G oup Request nessages by
sendi ng Confirm Group Reply nessages either to the individual
sender of the Request or to the host group address specified in
the Request. By sending back a Confirm Goup Reply to all

nei ghboring nenbers of a group, a nulticast agent is able to reset
every nenber’'s timer with a single packet. The randoni zation of
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the timers is intended to cause only the one nenber whose tiner
expires first to send a Confirm Group Request, stinulating a Reply
to reset all the tiners. The use of the "request pending" codes
allows the nmulticast agent to control the rate at which it
receives Confirm Group Requests.

Protocol Tinmng Constants

The following timng constants are specified for |GW. They are
subj ect to change as a result of operational experience.

TO = 300 seconds nininumrecycle tinme for identifiers

Tl = 2 seconds retrans. interval for Create/Join/Leave Requests
Nl =5 tries retrans. limt for Create/Join/lLeave Requests

T2 = 15 seconds initial value for Confirm Request variable t

T3 = 15 seconds random range for Confirm Request variable t
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APPENDI X I'l. HOST GROUP ADDRESS | SSUES

Thi s appendi x is not part of the IP nulticasting specification, but
provi des background di scussi on of several issues related to |IP host
group addresses.

G oup Address Binding

The binding of I P host group addresses to physical hosts may be
consi dered a generalization of the binding of |IP unicast
addresses. An | P unicast address is statically bound to a single
| ocal network interface on a single IP network. An |IP host group
address is dynamically bound to a set of local network interfaces
on a set of |P networks.

It is inportant to understand that an | P host group address is NOT
bound to a set of |IP unicast addresses. The nulticast agents do
not need to maintain a |list of individual nenbers of each host
group. For exanple, a nmulticast agent attached to an Ethernet
need associate only a single Ethernet nulticast address with each
host group having | ocal nmenbers, rather than a list of the
nmenbers’ individual |P or Ethernet addresses.

Group Addresses as Logical Addresses

Host group addresses have been defined specifically for use in the
destination address field of nmulticast |IP datagranms. However, the
fact that group addresses are | ocation-independent (they are not
statically bound to a single network interface) suggests possible
uses as nore general "logical addresses", both in the source as
wel|l as the destination address field of datagrams. For exanple,
a mobile I P host night have a host group address as its only
identity, used as the source of datagrans it sends. Wenever the
nobi | e host noved fromone network to another, it would join its
own group on the new network and depart fromthe group on the old
network. Ot her hosts comuni cating with the nobile one woul d deal
only with the group address and woul d be unaware of, and

unaf fected by, the changi ng network | ocation of the nobile host.

Host group addresses cannot, however, be used to solve al

probl ens of internetwork |ogical addressing, such as delivery to
the "nearest"” or the "l east |oaded" network interface of a

mul ti-honed host. Furthernore, there are hazards in using group
addresses in the source address field of datagrans when the group
actually contains nore than one host. For instance, the IP

dat agram reassenbly algorithmrelies on every host using a

di fferent source address. Also, errors in a datagramsent with a
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group source address may result in error reports being returned to
all menbers of the group, not just the sender. In view of these
hazards, this nmeno specifies the use of host group addresses only
as destinations of datagrams, either in the destination address
field or as the |last elenent of a source routing option. However,
it is recomended that datagrans with a group source address be
accepted without conplaint, thereby allow ng other inplenentations
to experinent with | ogical addressing applications of host group
addr esses.

Recycling of Transient Host G oup Addresses

Since host group addresses are of fixed, relatively small size,
transi ent group addresses nust be recycled to satisfy continuing
requests for creation of new groups. The nulticast agents nake an
effort to ensure that a group has no nenbers anywhere in the
internet before allocating its address to a new group. However,
under certain conditions of internetwork partitioning and
nmenbership migration, it is inpossible to guarantee uni que

al l ocation of an address wi thout seriously conpronising the
availability and robustness of host groups. Furthernore, hosts
that are unaware that a particul ar group has ceased to exi st may
send datagranms to it long after its address has been assigned to a
new group. Therefore, hosts should be prepared for the
possibility of misdelivery of multicast |IP datagranms to unintended
hosts, even in private groups. Such misdelivery can only be
detected at a | evel above IP, using higher-level identifiers or
aut hentication tokens. (The access key of a private group m ght
be used in sonme applications as such an identifier.) O course,
there are other threats to privacy of comrunication in the

i nternet, besides group address collision, such as untrustworthy
gat eways or unsecured networks. End-to-end encryption is an

ef fecti ve defense agai nst such threats.
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