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1. Introduction

The | ETF wor ki ng groups such as Integrated Services (called "int-
serv") and RSVP [ 1] have devel oped extensions to the IP architecture
and the best-effort service nodel so that applications or end users
can request specific quality (or levels) of service from an
internetwork in addition to the current |IP best-effort service.
Recent efforts in the Differentiated Services Wrking Group are al so
directed at the definition of mechani sms that support aggregate QS
services. The int-serv nodel for these new services requires explicit
signaling of the QoS (Quality of Service) requirements fromthe end
poi nts and provision of admission and traffic control at Integrated
Services routers. The proposed standards for RSVP [ RFC 2205] and

I ntegrated Services [RFC 2211, RFC 2212] are exanples of a new
reservation setup protocol and new service definitions respectively.
Under the int-serv nodel, certain data flows receive preferenti al
treatment over other flows; the adm ssion control conmponent only
takes into account the requester’s resource reservation request and
avail abl e capacity to deterni ne whether or not to accept a QS
request. However, the int-serv nmechani sns do not include an

i mportant aspect of adm ssion control: network nmanagers and service
providers nust be able to nonitor, control, and enforce use of
network resources and services based on policies derived from
criteria such as the identity of users and applications,
traffic/bandw dth requirenments, security considerations, and timne-
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of -day/week. Similarly, diff-serv mechanisns also need to take into
account policies that involve various criteria such as customer
identity, ingress points, and so on.

Thi s docunment is concerned with specifying a framework for providing
pol i cy-based control over admi ssion control decisions. In particular,
it focuses on policy-based control over adnission control using RSVP
as an exanple of the QS signaling nechanism Even though the focus
of the work is on RSVP-based adni ssion control, the docunent outlines
a framework that can provide policy-based adni ssion control in other
QS contexts. W argue that policy-based control nust be applicable
to different kinds and qualities of services offered in the sane
network and our goal is to consider such extensions whenever

possi bl e.

We begin with a list of definitions in Section 2. Section 3 lists the
requi rements and goal s of the mechani sns used to control and enforce
access to better QS. W then outline the architectural elenents of
the framework in Section 4 and describe the functionality assuned for
each conponent. Section 5 discusses exanpl e policies, possible
scenari os, and policy support needed for those scenarios. Section 6
specifies the requirenments for a client-server protocol for

conmuni cati on between a policy server (PDP) and its client (PEP) and
eval uates the suitability of some existing protocols for this

pur pose.

2. Term nol ogy
The following is a list of terns used in this docunent.

- Adm nistrative Donmain: A collection of networks under the same
admi ni strative control and grouped together for adm nistrative
pur poses.

- Network Element or Node: Routers, sw tches, hubs are exanpl es of
networ k nodes. They are the entities where resource allocation
deci sions have to be nmade and the decisions have to be enforced. A
RSVP router which allocates part of a |link capacity (or buffers)
to a particular flow and ensures that only the adnitted fl ows have
access to their reserved resources is an exanple of a network
el ement of interest in our context.

In this docunment, we use the terns router, network el enent, and
net wor k node i nterchangeably, but the should all be interpreted as
references to a network el enent.

- QS Signaling Protocol: A signaling protocol that carries an
adm ssion control request for a resource, e.g., RSVP.
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- Policy: The conbination of rules and services where rul es define
the criteria for resource access and usage.

- Policy control: The application of rules to deterni ne whether or
not access to a particular resource should be granted.

- Policy hject: Contains policy-related infornmation such as policy
elements and is carried in a request or response related to a
resource allocation decision

- Policy Elenment: Subdivision of policy objects; contains single
units of information necessary for the evaluation of policy rules.
A single policy elenent nmay carry an user or application
identification whereas another policy elenment may carry user
credentials or credit card information. The policy elenents
thensel ves are expected to be independent of which QS signaling
protocol is used.

- Policy Decision Point (PDP): The point where policy decisions are
made.

- Policy Enforcement Point (PEP): The point where the policy
deci sions are actual ly enforced.

- Policy Ignorant Node (PIN): A network el enent that does not
explicitly support policy control using the nechanisns defined in
thi s docunent.

- Resource: Sonmething of value in a network infrastructure to which
rules or policy criteria are first applied before access is
grant ed. Exanpl es of resources include the buffers in a router and
bandwi dth on an interface.

- Service Provider: Controls the network infrastructure and may be
responsi bl e for the charging and accounti ng of services.

- Soft State Model - Soft state is a formof the stateful nodel that
times out installed state at a PEP or PDP. It is an automatic way
to erase state in the presence of comrunication or network el enent
failures. For exanple, RSVP uses the soft state nodel for
installing reservation state at network el enments al ong the path of
a data flow

- Installed State: A new and uni que request made froma PEP to a PDP
that nmust be explicitly del eted.
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- Trusted Node: A node that is within the boundaries of an
admini strative domain (AD) and is trusted in the sense that the
adm ssion control requests fromsuch a node do not necessarily
need a PDP deci si on.

3. Policy-based Adm ssion Control: Goals and Requirements

In this section, we describe the goals and requirenments of mechani sns
and protocols designed to provide policy-based control over adm ssion
control decisions.

- Policies vs Mechanisnms: An inportant point to note is that the
framewor k does not include any discussion of any specific policy
behavi or or does not require use of specific policies. Instead,
the framework only outlines the architectural elenents and
nmechani sns needed to allow a wi de variety of possible policies to
be carried out.

- RSVP-specific: The nechanisnms nust be designed to neet the
policy-based control requirenments specific to the probl em of
bandw dth reservation using RSVP as the signaling protocol.
However, our goal is to allow for the application of this
framewor k for admission control involving other types of resources
and QoS services (e.g., Diff-Serv) as long as we do not diverge
fromour central goal

- Support for preenption: The nechani sns desi gned nust include
support for preenption. By preenption, we nmean an ability to
renmove a previously installed state in favor of accepting a new
admi ssion control request. For exanple, in the case of RSVP
preenption involves the ability to remove one or nore currently
installed reservations to make roomfor a new resource reservation
request.

- Support for many styles of policies: The mechani sns desi gned nust
i ncl ude support for many policies and policy configurations
including bi-lateral and nulti-lateral service agreenents and
pol i ci es based on the notion of relative priority. In general
the determ nation and configuration of viable policies are the
responsi bility of the service provider.

- Provision for Mnitoring and Accounting Information: The
nmechani sns nmust include support for nonitoring policy state,
resource usage, and provide access infornmation. In particular,
nmechani sns nmust be included to provide usage and access
i nformation that nmay be used for accounting and billing purposes.
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- Fault tolerance and recovery: The nechani sms desi gned on the basis
of this framework nust include provisions for fault tol erance and
recovery fromfailure cases such as failure of PDPs, disruption in
communi cation including network partitions (and subsequent
merging) that separate a PDP fromits associ ated PEPs.

- Support for Policy-Ignorant Nodes (PINs): Support for the
nmechani sns described in this docunent should not be mandatory for
every node in a network. Policy based adm ssion control could be
enforced at a subset of nodes, for exanpl e the boundary nodes
wi thin an administrative domain. These policy capabl e nodes woul d
function as trusted nodes fromthe point of view of the policy-

i gnorant nodes in that adm nistrative domain.

- Scalability: One of the inportant requirenents for the mechani sns
desi gned for policy control is scalability. The nechani sms nust
scale at least to the sane extent that RSVP scales in terns of
accommodating nultiple flows and network nodes in the path of a
flow In particular, scalability nust be considered when
speci fying default behavior for merging policy data objects and
nmergi ng should not result in duplicate policy elenents or objects.
There are several sensitive areas in terns of scalability for
policy control over RSVP. First, not every policy aware node in an
i nfrastructure should be expected to contact a renote PDP. This
woul d cause potentially long delays in verifying requests that
nmust travel up hop by hop. Secondly, RSVP is capable of setting up
resource reservations for nulticast flows. This inplies that the
policy control nodel nust be capable of servicing the special
requi rements of large nmulticast flows. Thus, the policy contro
architecture nust scale at |east as well as RSVP based on factors
such as the size of RSVP nessages, the tinme required for the
network to service an RSVP request, |ocal processing tine required
per node, and local menory consuned per node.

- Security and denial of service considerations: The policy contro
architecture nmust be secure as far as the follow ng aspects are
concerned. First, the nechani snms proposed under the framework mnust
m nimze theft and denial of service threats. Second, it nust be
ensured that the entities (such as PEPs and PDPs) involved in
policy control can verify each other’s identity and establish
necessary trust before comunicati ng.

4. Architectural Elements
The two main architectural elenents for policy control are the PEP
(Policy Enforcement Point) and the PDP (Policy Decision Point).

Figure 1 shows a sinple configuration involving these two el enents;
PEP is a conponent at a network node and PDP is a renote entity that
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may reside at a policy server. The PEP represents the conponent that
al ways runs on the policy aware node. It is the point at which policy
deci sions are actually enforced. Policy decisions are nade primarily
at the PDP. The PDP itself may nake use of additional nechani sns and
protocols to achieve additional functionality such as user

aut henti cation, accounting, policy information storage, etc. For
exanple, the PDP is likely to use an LDAP-based directory service for
storage and retrieval of policy information[6]. This docunment does
not include discussion of these additional mechani sns and protocols
and how they are used.

The basic interaction between the conponents begins with the PEP. The
PEP will receive a notification or a nmessage that requires a policy
deci sion. @Gven such an event, the PEP then fornul ates a request for
a policy decision and sends it to the PDP. The request for policy
control froma PEP to the PDP may contain one or nore policy elenents
(encapsul ated into one or nore policy objects) in addition to the
admi ssion control information (such as a fl owspec or anount of

bandwi dth requested) in the original message or event that triggered
the policy decision request. The PDP returns the policy decision and
the PEP then enforces the policy decision by appropriately accepting
or denying the request. The PDP nay al so return additional
information to the PEP which includes one or nore policy el enents.
This informati on need not be associated with an adm ssion control
decision. Rather, it can be used to fornulate an error nessage or

out goi ng/ f or war ded nessage.

Pol i cy server

|
Networ k Node | | e 5
_____ | | |  May use LDAP, SNMP,.. for accessing
| | | | | policy database, authentication,etc.
| PEP | <----- [ S| PDP [~-mmmmeenne >

Figure 1: A sinple configuration with the primary policy control
architecture conponents. PDP nay use additional nechani sns and
protocols for the purpose of accounting, authentication, policy
storage, etc.

The PDP might optionally contact other external servers, e.g., for
accessing configuration, user authentication, accounting and billing
dat abases. Protocols defined for network managenment (SNWP) or
directory access (LDAP) m ght be used for this comunication. Wile
the specific type of access and the protocols used may vary anong
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different inplenentations, some of these interactions will have
net wor k-wi de inplications and could inpact the interoperability of
di fferent devices.

O particular inmportance is the "l anguage" used to specify the
policies inplenented by the PDP. The nunber of policies applicable at
a network node might potentially be quite large. At the sane tine,
these policies will exhibit high conplexity, in terms of nunber of
fields used to arrive at a decision, and the wi de range of deci sions.
Furthermore, it is likely that several policies could be applicable
to the sane request profile. For exanple, a policy may prescribe the
treatnent of requests froma general user group (e.g., enployees of a
conmpany) as well as the treatnent of requests from specific nenbers
of that group (e.g., managers of the conpany). In this exanple, the
user profile "managers" falls within the specification of two
policies, one general and one nore specific.

In order to handle the conplexity of policy decisions and to ensure a
coherent and consistent application of policies network-w de, the
policy specification | anguage shoul d ensure unamnbi guous mappi hg of a
request profile to a policy action. It should also permt the

speci fication of the sequence in which different policy rules should
be applied and/or the priority associated with each one. Sone of
these issues are addressed in [6].

In some cases, the sinple configuration shown in Figure 1 may not be
sufficient as it mght be necessary to apply local policies (e.g.,
policies specified in access control lists) in addition to the
policies applied at the renote PDP. In addition, it is possible for
the PDP to be co-located with the PEP at the sanme network node.
Figure 2 shows the possible configurations.

The configurations shown in Figures 1 and 2 illustrate the
flexibility in division of |Iabor. On one hand, a centralized policy
server, which could be responsible for policy decisions on behalf of
mul tiple network nodes in an adm nistrative domain, mght be

i npl enenting policies of a wide scope, commpn across the AD. On the
ot her hand, policies which depend on information and conditions | ocal
to a particular router and which are nore dynamic, mght be better

i npl enented | ocally, at the router
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I
Pol i cy Server | Net wor kK Node |

I
I
I
I
I
I
I " I
I
I
I
I
I
I

Figure 2: Two ot her possible configurations of policy control
architecture conponents. The configuration on the left shows a | oca
deci sion point at a network node and the configuration on the right
shows PEP and PDP co-located at the sanme node.

If it is available, the PEP will first use the LPDP to reach a | oca
deci sion. This partial decision and the original policy request are
next sent to the PDP which renders a final decision (possibly,
overriding the LPDP). It nust be noted that the PDP acts as the fina
authority for the decision returned to the PEP and the PEP nust
enforce the decision rendered by the PDP. Finally, if a shared state
has been established for the request and response between the PEP and
PDP, it is the responsibility of the PEP to notify the PDP that the
original request is no |longer in use.

Unl ess ot herwi se specified, we will assune the configuration shown on
the left in Figure 2 in the rest of this document.

Under this policy control nodel, the PEP nodule at a network node
must use the follow ng steps to reach a policy decision

1. Wien a local event or nessage invokes PEP for a policy decision,
the PEP creates a request that includes information fromthe
nessage (or local state) that describes the adm ssion contro
request. In addition, the request includes appropriate policy
el ements as descri bed bel ow.

2. The PEP may consult a local configuration database to identify a
set of policy elements (called set A) that are to be eval uated
locally. The Il ocal configuration specifies the types of policy
el enents that are evaluated locally. The PEP passes the request
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with the set Ato the Local Decision point (LPDP) and collects the
result of the LPDP (called "partial result"” and referred to as

D(A) ).

3. The PEP then passes the request with ALL the policy el enents and
D(A) to the PDP. The PDP applies policies based on all the policy
el enents and the request and reaches a decision (let us call it
D(Q). It then conbines its result with the partial result D(A)
usi ng a conbination operation to reach a final decision.

4. The PDP returns the final policy decision (obtained fromthe
conbi nation operation) to the PEP.

Note that in the above nodel, the PEP MUST contact the PDP even if no
(or NULL) policy objects are received in the adm ssion control
request. This requirenment hel ps ensure that a request cannot bypass
policy control by onmitting policy elenments in a reservation request.

However, "short circuit" processing is permtted, i.e., if the result
of D(A), above, is "no", then there is no need to proceed with
further policy processing at the PDP. Still, the PDP nust be inforned

of the failure of local policy processing. The sanme applies to the
case when policy processing is successful but adm ssion control (at
the resource nmanagenent |evel due to unavail able capacity) fails;
again the PDP has to be infornmed of the failure.

It must also be noted that the PDP nmay, at any tine, send an
asynchronous notification to the PEP to change an earlier decision or
to generate a policy error/warni ng nmessage.

4.1. Example of a RSVP Router

In the case of a RSVP router, Figure 3 shows the interaction between
a PEP and other int-serv conponents within the router. For the
purpose of this discussion, we represent all the conmponents of RSVP-
rel ated processing by a single RSVP nodule, but a nore detailed

di scussion of the exact interaction and interfaces between RSVP and
the PEP is provided in a separate docunent [3].
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| Rout er |
| - -
I I I I I
| | RSWP |<------- > PEP | <--|---------- >| PDP |
I I____X___I | I I | I

| | Traffic control

I I I

| e I B

I | |capacity | | I

I | | ADMCTL | | I

I I || I

e R e I I

Dat a | PC| PS | |

I

I

I

I

Figure 3: Rel ationship between PEP and ot her int-serv conponents
within an RSVP router. PC -- Packet Cassifier, PS -- Packet
Schedul er

When a RSVP nessage arrives at the router (or an RSVP rel ated event
requires a policy decision), the RSVP nodule is expected to hand off
the request (corresponding to the event or nessage) to its PEP
nodul e. The PEP will use the PDP (and LPDP) to obtain the policy
deci sion and comuni cate it back to the RSVP nodul e.

4.2. Additional functionality at the PDP

Typically, PDP returns the final policy decision based on an

admi ssi on control request and the associated policy el ements.

However, it should be possible for the PDP to sonetimes ask the PEP
(or the admission control nodule at the network el enent where PEP
resides) to generate policy-related error nessages. For exanple, in
the case of RSVP, the PDP nay accept a request and allow installation
and forwarding of a reservation to a previous hop, but, at the sane
time, may wi sh to generate a warning/error nessage to a downstream
node (NHOP) to warn about conditions such as "your request nay have
to be torn down in 10 nins, etc." Basically, an ability to create
policy-related errors and/or warnings and to propagate them using the
nati ve QoS signaling protocol (such as RSVP) is needed. Such a policy
error returned by the PDP nust be able to al so specify whether the
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reservation request should still be accepted, installed, and
forwarded to allow continued normal RSVP processing. In particular,
when a PDP sends back an error, it specifies that:

1. the nmessage that generated the adnission control request shoul d
be processed further as usual, but an error nmessage (or warning)
be sent in the other direction and include the policy objects
supplied in that error nessage

2. or, specifies that an error be returned, but the RSVP nessage
shoul d not be forwarded as usual.

4.3. Interactions between PEP, LPDP, and PDP at a RSVP router

Al'l the details of RSVP nessage processing and associ at ed

i nteractions between different elenments at an RSVP router (PEP, LPDP)
and PDP are included in separate docunents [3,8]. In the followi ng, a
few, salient points related to the franework are |i sted:

* LPDP is optional and may be used for maki ng deci sions based on
policy elenments handled | ocally. The LPDP, in turn, may have to go
to external entities (such as a directory server or an
aut hentication server, etc.) for nmaking its deci sions.

* PDP is stateful and may make decisions even if no policy objects
are received (e.g., nake decisions based on information such as
fl owspecs and session object in the RSVP nessages). The PDP may
consult other PDPs, but discussion of inter-PDP comunication and
coordination is outside the scope of this docunent.

* PDP sends asynchronous notifications to PEP whenever necessary to
change earlier decisions, generate errors etc.

* PDP exports the information useful for usage nonitoring and
accounting purposes. An exanple of a useful nmechanismfor this
purpose is a MB or a relational database. However, this docunent
does not specify any particul ar mechani smfor this purpose and
di scussi on of such nechanisnms is out of the scope of this
docunent .

4.4. Placenment of Policy Elenments in a Network

By allow ng division of |abor between an LPDP and a PDP, the policy
control architecture all ows staged depl oynent by enabling routers of
varyi ng degrees of sophistication, as far as policy control is
concerned, to conmunicate with policy servers. Figure 4 depicts an
exanpl e set of nodes belonging to three different adninistrative
domai ns (AD) (Each AD could correspond to a different service
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provider in this case). Nodes A, B and C belong to adm nistrative
domain AD-1, advised by PDP PS-1, while D and E belong to AD-2 and

AD- 3, respectively. E conmunicates with PDP PS-2. In general, it is
expected that there will be at |east one PDP per administrative
domai n.

Pol i cy capabl e network nodes could range fromvery unsophi sti cated,
such as E, which have no LPDP, and thus have to rely on an external
PDP for every policy processing operation, to self-sufficient, such
as D, which essentially enconpasses both an LPDP and a PDP | ocally,
at the router.

AD- 1 AD- 2 AD- 3
/\ AV AV
{ P } { }
A B C D E
Fomm e - + o ----- + Fomm e - + S S + Fomm e - +
| RSVP | | RSVP| | RSVP | | RSVP | | RSVP |
R EEREEEE RS I EEEEEEE N EEEEEES I EEEEEEE |
| SLI--] P| LJ|--] | ===l P] L|----] P| Pl--ac] P | 4-o-ox
+----+ | E| D| #----+ | E|D| | E|D|] | E |- R
| PP | PIPL T PIPL | P | 4o
Fomm e - + Fomm e - + S S + Fomm e - +
N N N
I I I
I I I
| | S R +
I I | PDP |
I +o--- - + I |------- I
S S, > PDP | <------ + | |
| ------ | S R +
| | PS- 2
Fo-m oo - +
PS-1

Figure 4: Placenent of Policy Elements in an internet
5. Exanpl e Policies, Scenarios, and Policy Support

In the followi ng, we present exanples of desired policies and
scenari os requiring policy control that the policy control framework
shoul d be able to support. In sone cases, possible approach(es) for
achieving the desired goals are also outlined with a list of open

i ssues to be resol ved.

5.1. Admi ssion control policies based on factors such as Ti ne-of - Day,
User ldentity, or credentials.
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Policy control nust be able to express and enforce rules with
tenporal dependenci es. For exanple, a group of users mght be all owed
to make reservations at certain levels only during off-peak hours.

In addition, the policy control nust also support policies that take
into account identity or credentials of users requesting a particul ar
service or resource. For exanple, an RSVP reservation request may be
deni ed or accepted based on the credentials or identity supplied in

t he request.

5.2. Bilateral agreements between service providers

Until recently, usage agreenents between service providers for
traffic crossing their boundaries have been quite sinple. For
exanple, two I SPs night agree to accept all traffic fromeach other,
often without perform ng any accounting or billing for the "foreign"
traffic carried. However, with the availability of QoS nechanisns
based on Integrated and Differentiated Services, traffic
differentiation and quality of service guarantees are bei ng phased
into the Internet. As ISPs start to sell their custoners different
grades of service and can differentiate anong different sources of
traffic, they will also seek mechani sns for chargi ng each other for
traffic (and reservations) transiting their networks. One additional
incentive in establishing such nechanisnms is the potential asymetry
in terns of the custoner base that different providers will exhibit:
| SPs focused on servicing corporate traffic are likely to experience
much hi gher demand for reserved services than those that service the
consuner market. Lack of sophisticated accounting schenes for inter-
ISP traffic could lead to inefficient allocation of costs anpng

di fferent service providers.

Bil ateral agreenents could fall into two broad categories; |ocal or
global. Due to the conplexity of the problem it is expected that
initially only the former will be deployed. In these, providers which

manage a network cloud or administrative domain contract with their

cl osest point of contact (neighbor) to establish ground rules and
arrangenents for access control and accounting. These contracts are
nmostly local and do not rely on gl obal agreenents; consequently, a
policy node maintains information about its neighboring nodes only.
Referring to Figure 4, this nodel inplies that provider AD-1 has
establ i shed arrangenents with AD-2, but not with AD-3, for usage of
each other’s network. Provider AD-2, in turn, has in place agreenents
with AD-3 and so on. Thus, when forwarding a reservation request to
AD-2, provider AD-2 will charge AD-1 for use of all resources beyond
AD-1's network. This information is obtained by recursively applying
the bilateral agreements at every boundary between (nei ghboring)
providers, until the recipient of the reservation request is reached.
To inmplenment this schene under the policy control architecture,
boundary nodes have to add an appropriate policy object to the RSVP
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nmessage before forwarding it to a neighboring provider’s network.
This policy object will contain information such as the identity of
the provider that generated them and the equival ent of an account
nunber where charges can be accumnul ated. Since agreenents only hold
anong nei ghbori ng nodes, policy objects have to be rewitten as RSVP
nmessages cross the boundaries of adm nistrative domains or provider’s
net wor ks.

5.3. Priority based adm ssion control policies

In many settings, it is useful to distinguish between reservations on
the basis of sone level of "inportance". For exanple, this can be
useful to avoid that the first reservation being granted the use of
some resources, be able to hog those resources for sonme indefinite
period of tine. Simlarly, this my be useful to allow energency
calls to go through even during periods of congestion. Such
functionality can be supported by associating priorities with
reservation requests, and conveying this priority information
together with other policy information.

Inits basic form the priority associated with a reservation
directly determ nes a reservation’s rights to the resources it
requests. For exanple, assuming that priorities are expressed
through integers in the range 0 to 32 with 32 being the highest

priority, a reservation of priority, say, 10, will always be
accepted, if the anopunt of resources held by lower priority
reservations is sufficient to satisfy its requirenents. In other

words, in case there are not enough free resources (bandw dth,
buffers, etc.) at a node to accommbdate the priority 10 request, the
node will attenpt to free up the necessary resources by preenpting
existing lower priority reservations.

There are a nunber of requirenments associated with the support of
priority and their proper operation. First, traffic control in the
router needs to be aware of priorities, i.e., classify existing
reservations according to their priority, so that it is capable of
determ ni ng how nany and whi ch ones to preenpt, when required to
accommopdate a higher priority reservation request. Second, it is

i nportant that preenption be nade consistently at different nodes, in
order to avoid transient instabilities. Third and possibly nost

i nportant, nerging of priorities needs to be carefully architected
and its inpact clearly understood as part of the associated policy
definition.

O the three above requirements, nerging of priority information is
the nmore conpl ex and deserves additional discussions. The conplexity
of merging priority information arises fromthe fact that this
merging is to be perforned in addition to the nmerging of reservation
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informati on. \Wen reservation (FLOASPEC) information is identical,

i .e., honbgeneous reservations, merging only needs to consider
priority information, and the sinple rule of keeping the highest
priority provides an adequate answer. However, in the case of

het er ogeneous reservations, the *two-di nmensional nature* of the
(FLOWSPEC, priority) pair nmakes their ordering, and therefore
merging, difficult. A description of the handling of different cases
of RSVP priority objects is presented in [7].

5.4. Pre-paid calling card or Tokens

A nodel of increasing popularity in the tel ephone network is that of
the pre-paid calling card. This concept could also be applied to the
I nternet; users purchase "tokens" which can be redeened at a | ater
time for access to network services. Wien a user nmakes a reservation
request through, say, an RSVP RESV nessage, the user supplies a

uni que identification nunber of the "token", enbedded in a policy
obj ect. Processing of this object at policy capable routers results
in decrenenting the value, or nunmber of remaining units of service,
of this token

Referring to Figure 4, suppose receiver RL in the adm nistrative
domain AD3 wants to request a reservation for a service originating
in AD1. Rl generates a policy data object of type PD(prc, CID), where
"prc" denotes pre-paid card and CIDis the card identification
nunber. Along with other policy objects carried in the RESV nessage,
this object is received by node E, which forwards it to its PEP,
PEP_E, which, in turn, contacts PDP PS-3. PS-3 either nmaintains
locally, or has renpte access to, a database of pre-paid card
nunbers. If the anobunt of remaining credit in CIDis sufficient, the
PDP accepts the reservation and the policy object is returned to
PEP_E. Two i ssues have to be resol ved here:

* What is the scope of these charges?

*  \When are charges (in the formof decrenenting the remaining
credit) first applied?

The answer to the first question is related to the bilateral
agreenent nodel in place. If, on the one hand, provider AD 3 has
establ i shed agreements with both AD-2 and AD-1, it could charge for
the cost of the conplete reservation up to sender S1. In this case
PS-2 rempoves the PD(prc,ClD) object fromthe outgoi ng RESV nessage.

On the other hand, if AD-3 has no bilateral agreements in place, it
will sinmply charge CID for the cost of the reservation within AD 3
and then forward PD(prc,CID) in the outgoing RESV nessage. Subsequent
PDPs in other adm nistrative domains will charge CID for their
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respective reservations. Since nmultiple entities are both reading
(remaining credit) and witing (decrenenting credit) to the same

dat abase, sone coordi nation and concurrency control m ght be needed.
The issues related to | ocation, nmanagenent, coordination of credit
card (or simlar) databases is outside the scope of this docunent.

Anot her problemin this scenario is determ ning when the credit is
exhausted. The PDPs shoul d contact the database periodically to
submt a charge against the CID; if the remaining credit reaches
zero, there nust be a nechanismto detect that and to cause
revocation or termination of privileges granted based on the credit.

Regarding the issue of when to initiate charging, ideally that should
happen only after the reservati on request has succeeded. In the case
of local charges, that could be comuni cated by the router to the
PDP.

5.5. Sender Specified Restrictions on Receiver Reservations

The ability of senders to specify restrictions on reservations, based
on receiver identity, nunber of receivers or reservation cost m ght
be useful in future network applications. An exanple could be any
application in which the sender pays for service delivered to
receivers. In such a case, the sender nmight be willing to assune the
cost of a reservation, as long as it satisfies certain criteria, for
exanmple, it originates froma receiver who belongs to an access
control list (ACL) and satisfies a limt on cost. (Notice that this
could allow formation of "closed" multicast groups).

In the policy based adm ssion control franmework such a scheme coul d
be achi eved by having the sender generate appropriate policy objects,
carried in a PATH nessage, which install state in routers on the path
to receivers. In accepting reservations, the routers would have to
conpare the RESV requests to the installed state.

A nunber of different solutions can be built to address this
scenari o; precise description of a solution is beyond the scope of
this docunent.

6. Interaction Between the Policy Enforcenment Point (PEP) and the Policy
Deci si on Poi nt (PDP)

In the case of an external PDP, the need for a commrunication protocol
between the PEP and PDP arises. In order to allow for
interoperability between different vendors networking el enents and
(external) policy servers, this protocol should be standardized.
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6. 1.

PEP to PDP Protocol Requirenents

This section describes a set of general requirenents for the
comuni cati on protocol between the PEP and an external PDP

*

Reliability: The sensitivity of policy control information
necessitates reliable operation. Undetected |oss of policy queries
or responses may |l ead to inconsistent network control operation
and are clearly unacceptable for actions such as billing and
accounting. One option for providing reliability is the re-use of
the TCP as the transport protocol.

Smal | delays: The timng requirenments of policy decisions related
to QoS signaling protocols are expected to be quite strict. The
PEP to PDP protocol should add small anobunt of delay to the
response del ay experienced by queries placed by the PEP to the
PDP.

Ability to carry opaque objects: The protocol should allow for
delivery of self-identifying, opaque objects, of variable |ength,
such as RSVP nessages, RSVP policy objects and other objects that
nm ght be defined as new policies are introduced. The protocol
shoul d not have to be changed every tinme a new object has to be
exchanged.

Support for PEP-initiated, two-way Transactions: The protocol
nmust allow for two-way transactions (request-response exchanges)
between a PEP and a PDP. In particular, PEPs nust be able to
initiate requests for policy decision, re-negotiation of
previously made policy decision, and exchange of policy
information. To sonme extent, this requirement is closely tied to
the goal of neeting the requirements of RSVP-specific, policy-
based adm ssion control. RSVP signaling events such as arrival of
RESV refresh nessages, state timeout, and nergi ng of reservations
require that a PEP (such as an RSVP router) request a policy
decision fromPDP at any tinme. Simlarly, PEP nust be able to
report nonitoring informati on and policy state changes to PDP at
any tine.

Support for asynchronous notification: This is required in order
to allow both the policy server and client to notify each other in
the case of an asynchronous change in state, i.e., a change that
is not triggered by a signaling nessage. For exanple, the server
woul d need to notify the client if a particular reservation has to
be term nated due to expiration of a user’s credentials or account
bal ance. Likewi se, the client has to informthe server of a
reservation rejection which is due to adm ssion control failure.
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* Handling of nmulticast groups: The protocol should provision for
handl i ng of policy decisions related to nulticast groups.

* QoS Specification: The protocol should allow for precise
specification of level of service requirenents in the PEP requests
forwarded to the PDP

7. Security Considerations

The comuni cati on tunnel between policy clients and policy servers
shoul d be secured by the use of an I PSEC [4] channel. It is advisable
that this tunnel makes use of both the AH (Authentication Header) and
ESP (Encapsul ating Security Payl oad) protocols, in order to provide
confidentiality, data origin authentication, integrity and replay
preventi on.

In the case of the RSVP signaling mechanism RSVP MD5 [2] nessage
aut hentication can be used to secure conmuni cati ons between network
el enent s.
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