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Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

This meno describes errors often found in both the operation of
Donai n Name System (DNS) servers, and in the data that these DNS
servers contain. This menpo tries to summari ze current |nternet
requirements as well as comopn practice in the operation and
configuration of the DNS. This nmeno also tries to sumari ze or
expand upon issues raised in [ RFC 1537].

1. Introduction

Runni ng a naneserver is not a trivial task. There are nany things
that can go wong, and many deci si ons have to be made about what data
to put in the DNS and how to set up servers. This nmenp attenpts to
address many of the conmmon nistakes and pitfalls that are nade in DNS
data as well as in the operation of nameservers. Discussions are

al so nmade regardi ng sone other rel evant issues such as server or

resol ver bugs, and a few political issues with respect to the
operation of DNS on the Internet.

2. DNS Dat a

This section discusses problens people typically have with the DNS
data in their naneserver, as found in the zone data files that the
naneserver |oads into nenory.

2.1 Inconsistent, Mssing, or Bad Data
Every Internet-reachabl e host should have a nane. The consequences
of this are becom ng nore and nore obvious. Mny services avail able

on the Internet will not talk to you if you aren’t correctly
regi stered in the DNS.

Barr I nf or mat i onal [ Page 1]



RFC 1912 Conmmon DNS Errors February 1996

Make sure your PTR and A records match. For every |P address, there
should be a matching PTR record in the in-addr.arpa domain. |If a
host is nulti-honed, (rmore than one |IP address) nake sure that all IP
addresses have a corresponding PTR record (not just the first one).
Failure to have matching PTR and A records can cause | oss of I|nternet

services simlar to not being registered in the DNS at all. Al so,
PTR records nust point back to a valid A record, not a alias defined
by a CNAME. It is highly recormended that you use sone software

whi ch automates this checking, or generate your DNS data from a
dat abase which automatically creates consistent data.

DNS domai n nanes consi st of "labels" separated by single dots. The
DNS is very liberal inits rules for the allowable characters in a
domai n nane. However, if a domain nane is used to nanme a host, it
should follow rules restricting host nanes. Further if a nanme is
used for mail, it nmust follow the naming rules for nanmes in nai

addr esses.

Al'l owabl e characters in a | abel for a host nane are only ASCII
letters, digits, and the ‘-’ character. Labels may not be al

nunbers, but may have a leading digit (e.g., 3comcon. Labels nust
end and begin only with a letter or digit. See [RFC 1035] and [ RFC
1123]. (Labels were initially restricted in [RFC 1035] to start with
a letter, and sone ol der hosts still reportedly have problens with
the relaxation in [RFC 1123].) Note there are sone Internet

host nanes which violate this rule (411.org, 1776.com. The presence
of underscores in a label is allowed in [RFC 1033], except [RFC 1033]
is informational only and was not defining a standard. There is at

| east one popular TCP/IP inplenmentation which currently refuses to
talk to hosts nanmed with underscores in them It nust be noted that
the language in [1035] is such that these rules are voluntary -- they
are there for those who wish to mninmize problens. Note that the
rules for Internet host names al so apply to hosts and addresses used
in SMIP (See RFC 821).

If a donain nanme is to be used for mail (not involving SMIP), it mnust
follow the rules for mail in [RFC 822], which is actually nore

i beral than the above rules. Labels for nail can be any ASCII
character except "specials", control characters, and whitespace
characters. "Specials" are specific synbols used in the parsing of
addresses. They are the characters "()<>@;:\".[]". (The "I"
character wasn’t in [RFC 822], however it also shouldn’'t be used due
to the conflict with UUCP nail as defined in RFC 976) However, since
today al nost all nanmes which are used for mail on the Internet are

al so nanes used for hostnames, one rarely sees addresses using these
rel axed standard, but mail software should be nade |iberal and robust
enough to accept them
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You should al so be careful to not have addresses which are valid

alternate syntaxes to the inet_ntoa() library call. For exanple Oxe
is avalid name, but if you were to type "telnet Oxe", it would try
to connect to IP address 0.0.0.14. It is also runored that there

exi sts sone broken inet_ntoa() routines that treat an address like
x400 as an | P address.

Certain operating systens have limtations on the length of their own
hostnane. While not strictly of issue to the DNS, you should be
awar e of your operating systenmis length linmits before choosing the
nane of a host.

Renenber that many resource records (abbreviated RR) take on nore

than one argunent. H NFO requires two argunents, as does RP. If you
don’t supply enough argunents, servers sonetinme return garbage for
the mssing fields. |If you need to include whitespace wthin any

data, you nust put the string in quotes.
2.2 SOA records

In the SOA record of every zone, renmenber to fill in the e-mai
address that will get to the person who nmaintains the DNS at your
site (commonly referred to as "hostnmaster”). The ‘@ in the e-nail
nmust be replaced by a .’ first. Do not try to put an ‘@ sign in
this address. |If the local part of the address already contains a
.’ (e.g., John.Smth@\ dget.xx), then you need to quote the by
preceding it with *\' character. (e.g., to becone

John\. Snith. widget.xx) Alternately (and preferred), you can just use
the generic nanme ‘hostmaster’, and use a mail alias to redirect it to
the appropriate persons. There exists software which uses this field
to autonmatically generate the e-mail address for the zone contact.
This software will break if this field is inproperly fornmatted. It
is inperative that this address get to one or nore real persons,
because it is often used for everything fromreporting bad DNS data
to reporting security incidents.

Even though some BIND versions allow you to use a decimal in a serial
nunber, don’t. A decimal serial number is converted to an unsigned
32-bit integer internally anyway. The formula for a n.mserial
nunber is n*10"(3+int(0.9+l 0gl0(nm)) + mwhich translates to
somet hi ng rat her unexpected. For exanple it’'s routinely possible
with a decinmal serial nunber (perhaps automatically generated by
SCCS) to be increnented such that it is nunmerically larger, but after
t he above conversion yield a serial number which is LOAER t han
before. Decimal serial nunbers have been officially deprecated in
recent BIND versions. The recomended syntax is YYYYMvVDDNnn
(YYYY=year, MVEnonth, DD=day, nn=revision nunber. This won't
overflow until the year 4294.

Barr I nf or mat i onal [ Page 3]



RFC 1912

Conmmon DNS Errors February 1996

Choose | ogical values for the timer values in the SOA record (note
val ues bel ow nust be expressed as seconds in the zone data):

Barr

Refresh: How often a secondary will poll the primary server to see

if the serial nunber for the zone has increased (so it knows
to request a new copy of the data for the zone). Set this to
how | ong your secondaries can confortably contain out-of-date
data. You can keep it short (20 nmins to 2 hours) if you
aren’t worried about a small increase in bandw dth used, or

| onger (2-12 hours) if your Internet connection is slowor is
started on demand. Recent BIND versions (4.9.3) have optional
code to autonmatically notify secondaries that data has
changed, allowi ng you to set this TTL to a | ong val ue (one
day, or nore).

Retry: If a secondary was unable to contact the prinmary at the

Expi

M n

| ast refresh, wait the retry value before trying again. This
value isn’t as inportant as others, unless the secondary is on
a distant network fromthe primary or the primary is nore

prone to outages. It’'s typically sone fraction of the refresh
i nterval
re: How |l ong a secondary will still treat its copy of the zone

data as valid if it can't contact the primary. This value
shoul d be greater than how | ong a maj or outage would typically
| ast, and nust be greater than the mininmumand retry
intervals, to avoid having a secondary expire the data before
it gets a chance to get a new copy. After a zone is expired a
secondary will still continue to try to contact the primary,
but it will no | onger provide naneservice for the zone. 2-4
weeks are suggested val ues.

mum The default TTL (time-to-live) for resource records --
how | ong data will renain in other nanmeservers’ cache. ([RFC
1035] defines this to be the m nimum val ue, but servers seem
to always inplenent this as the default value) This is by far
the nost inportant tiner. Set this as large as is confortable
gi ven how often you update your naneserver. |f you plan to
nmake maj or changes, it’'s a good idea to turn this val ue down
tenporarily beforehand. Then wait the previous mni mum val ue,
make your changes, verify their correctness, and turn this

val ue back up. 1-5 days are typical values. Renmenber this
val ue can be overridden on individual resource records.
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As you can see, the typical values above for the tiners vary widely.
Popul ar docunentation like [RFC 1033] recomended a day for the

m ni nrum TTL, which is now considered too | ow except for zones with
data that vary regularly. Once a DNS stabilizes, values on the order
of 3 or nore days are recommended. It is also reconmended that you
individually override the TTL on certain RRs which are often
referenced and don’t often change to have very |large values (1-2
weeks). Good exanples of this are the MX, A and PTR records of your
mai | host(s), the NS records of your zone, and the A records of your
nameser vers.

2.3 due A Records

A ue records are A records that are associated with NS records to
provi de "bootstrapping” information to the nanmeserver. For exanple:

podunk. xx. in ns nsl. podunk. xx.
in ns ns2. podunk. xx.

nsl. podunk. xx. in a 1.2.3.4

ns2. podunk. xx. in a 1.2.3.5

Here, the A records are referred to as "d ue records”

G ue records are required only in forward zone files for naneservers
that are located in the subdormain of the current zone that is being
del egated. You shouldn’t have any A records in an in-addr.arpa zone
file (unless you' re using RFC 1101-styl e encodi ng of subnet masks).

I f your nameserver is nulti-honed (has nore than one | P address), you
must list all of its addresses in the glue to avoid cache

i nconsi stency due to differing TTL val ues, causing sone | ookups to
not find all addresses for your naneserver.

Sone people get in the bad habit of putting in a glue record whenever

they add an NS record "just to make sure". Having duplicate glue
records in your zone files just makes it harder when a naneserver
noves to a new | P address, or is removed. You'll spend hours trying
to figure out why random people still see the old IP address for sone
host, because soneone forgot to change or renobve a glue record in
sone other file. Newer BIND versions will ignore these extra glue

records in local zone files.

O der BIND versions (4.8.3 and previous) have a problemwhere it
inserts these extra glue records in the zone transfer data to
secondaries. |If one of these glues is wong, the error can be
propagated to other naneservers. |If two naneservers are secondaries
for other zones of each other, it's possible for one to continually
pass ol d glue records back to the other. The only way to get rid of
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the old data is to kill both of them renove the saved backup files,
and restart them Conbined with that those sanme versions also tend
to becone infected nore easily with bogus data found in other non-
secondary naneservers (like the root zone data).

2.4 CNAME records

A CNAME record is not allowed to coexist with any other data. In

ot her words, if suzy.podunk.xx is an alias for sue.podunk.xx, you
can’t al so have an MX record for suzy.podunk.edu, or an A record, or
even a TXT record. Especially do not try to conbine CNAMEs and NS
records |ike this!:

podunk. xx. I'N NS nsl

I'N NS ns2

I'N CNAME nmary
mary I'N A 1.2.3.4

This is often attenpted by i nexperienced adm ni strators as an obvi ous
way to all ow your domain nanme to also be a host. However, DNS
servers like BIND will see the CNAME and refuse to add any ot her
resources for that nane. Since no other records are allowed to
coexist with a CNAME, the NS entries are ignored. Therefore all the
hosts in the podunk.xx domain are ignored as well!

If you want to have your domain al so be a host, do the follow ng:

podunk. xXx. I'N NS nsl

I'N NS ns2

I N A 1.2.3.4
mary I'N A 1.2.3.4

Don’t go overboard with CNAMEsS. Use them when renamnmi ng hosts, but
plan to get rid of them (and informyour users). However CNAMEsS are
useful (and encouraged) for generalized nanes for servers -- ‘ftp
for your ftp server, ‘ww for your Wb server, ‘gopher’ for your
Gopher server, ‘news’ for your Usenet news server, etc.

Don't forget to delete the CNAMEs associated with a host if you

delete the host it is an alias for. Such "stale CNAMES" are a waste
of resources.
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Don’'t use CNAMES in conbination with RRs which point to other nanes
like MX, CNAME, PTR and NS. (PTR is an exception if you want to

i npl ement cl assl ess in-addr del egation.) For exanple, this is
strongly di scouraged:

podunk. xx. I N MX mai | host
mai | host I N CNAME  nary
mary I'N A 1.2.3.4

[ RFC 1034] in section 3.6.2 says this should not be done, and [RFC
974] explicitly states that MX records shall not point to an alias
defined by a CNAME. This results in unnecessary indirection in
accessing the data, and DNS resolvers and servers need to work nore
to get the answer. If you really want to do this, you can acconplish
the sanme thing by using a preprocessor such as m4 on your host files.

Al so, having chai ned records such as CNAMEs pointing to CNAMES may
make administration issues easier, but is known to tickle bugs in
some resolvers that fail to check | oops correctly. As a result some
hosts nay not be able to resolve such nanes.

Havi ng NS records pointing to a CNAME i s bad and nay conflict badly
with current BIND servers. 1In fact, current BIND i npl enentations
will ignore such records, possibly leading to a | ame del egation

There is a certain anmount of security checking done in BIND to
prevent spoofing DNS NS records. Also, older BIND servers reportedly
will get caught in an infinite query loop trying to figure out the
address for the aliased naneserver, causing a continuous stream of
DNS requests to be sent.

2.5 MX records

It is a good idea to give every host an MX record, even if it points
to itself! Some mailers will cache MX records, but wll always need
to check for an MX before sending mail. |If a site does not have an
MX, then every piece of mail may result in one nore resolver query,
since the answer to the MX query often also contains the | P addresses
of the MX hosts. Internet SMIP nailers are required by [RFC 1123] to
support the MX mechani sm

Put MX records even on hosts that aren’t intended to send or receive
e-mail. |If there is a security probleminvolving one of these hosts,
some people will mistakenly send nail to postmaster or root at the
site without checking first to see if it is a "real"” host or just a
termi nal or personal conputer that’s not set up to accept e-nmail. |If
you give it an MX record, then the e-nmail can be redirected to a rea
person. Oherwise nail can just sit in a queue for hours or days
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until the nailer gives up trying to send it.

Don't forget that whenever you add an MX record, you need to inform
the target mailer if it is to treat the first host as "local". (The
"Cw' flag in sendnmail, for exanple)

If you add an MX record which points to an external host (e.g., for

t he purposes of backup mail routing) be sure to ask permi ssion from
that site first. Oherwise that site could get rather upset and take
action (like throw your mail away, or appeal to higher authorities

i ke your parent DNS adninistrator or network provider.)

2.6 O her Resource Records
2.6.1 WS

VKS records are deprecated in [ RFC 1123]. They serve no known usef ul
function, except internally anong LISP nmachines. Don’t use them

2.6.2 H NFO

On the issue HI NFO records, some will argue that these is a security
probl em (by broadcasting what vendor hardware and operating system
you so people can run systematic attacks on known vendor security
holes). |If you do use them you should keep up to date with known
vendor security problens. However, they serve a useful purpose.
Don't forget that H NFO requires two argunents, the hardware type,
and the operating system

H NFO i s sonetines abused to provide other information. The record
is meant to provide specific informati on about the machine itself.
If you need to express other information about the host in the DNS
use TXT.

2.6.3 TXT

TXT records have no specific definition. You can put nobst anything
in them Sone use it for a generic description of the host, sone put
specific information like its location, primary user, or maybe even a
phone nunber.

2.6.4 RP
RP records are relatively new They are used to specify an e-mai
address (see first paragraph of section 2.2) of the "Responsible

Person” of the host, and the nanme of a TXT record where you can get
nore information. See [RFC 1183].
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2.7 Wldcard records

Wldcard MXs are useful nostly for non I P-connected sites. A common

mstake is thinking that a wildcard MX for a zone will apply to al
hosts in the zone. A wildcard MK will apply only to names in the
zone which aren’'t listed in the DNS at all. e.g.,

podunk. xx. I'N NS nsl

I'N NS ns2

mary I'N A 1.2.3.4

* . podunk. xx. I'N VX 5 sue
Mai | for mary. podunk.xx will be sent to itself for delivery. Only
mai | for jane.podunk.xx or any hosts you don't see above will be sent
to the MX. For nost Internet sites, wildcard MX records are not
useful. You need to put explicit MX records on every host.

Wl dcard MXs can be bad, because they make sone operations succeed
when they should fail instead. Consider the case where soneone in
the domain "w dget.cont tries to send mail to "joe@arry". |If the
host "larry" doesn’'t actually exist, the mail should in fact bounce
i mredi ately. But because of domain searching the address gets
resolved to "larry.w dget.cont', and because of the wildcard MX this
is a valid address according to DNS. O perhaps soneone sinply made
a typo in the hostnane portion of the address. The mail nessage then
gets routed to the mail host, which then rejects the mail wth
strange error nessages like "I refuse to talk to nyself" or "Loca
configuration error".

Wl dcard MX records are good for when you have a | arge nunber of
hosts which are not directly Internet-connected (for exanple, behind
afirewall) and for adm nistrative or political reasons it is too
difficult to have individual MX records for every host, or to force
all e-mail addresses to be "hidden" behind one or nore domai n namnes.
In that case, you mnust divide your DNS into two parts, an interna

DNS, and an external DNS. The external DNS will have only a few
hosts and explicit MX records, and one or nore wildcard MXs for each
internal domain. Internally the DNS will be conplete, with al

explicit MX records and no wildcards.

Wl dcard As and CNAMEs are possible too, and are really confusing to
users, and a potential nightrmare if used without thinking first. It
could result (due again to domain searching) in any telnet/ftp
attenpts fromw thin the domain to unknown hosts to be directed to
one address. One such wildcard CNAME (in *.edu.con) caused
Internet-w de | oss of services and potential security nightmares due
to unexpected interactions with domain searching. It resulted in
swift fixes, and even an RFC ([ RFC 1535]) docunenting the problem
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2.8 Authority and Del egation Errors (NS records)

You are required to have at |east two nanmeservers for every donmain,
though nore is preferred. Have secondaries outside your network. If
the secondary isn’'t under your control, periodically check up on them
and make sure they' re getting current zone data fromyou. Queries to
their nanmeserver about your hosts should always result in an
"authoritative" response. If not, this is called a "lane

del egation". A |lane del egati ons exists when a naneserver is

del egated responsibility for providing naneservice for a zone (via NS
records) but is not perform ng naneservice for that zone (usually
because it is not set up as a primary or secondary for the zone).

The "cl assic" |ame del egation can be illustrated in this exanple:
podunk. xx. I'N NS nsl. podunk. xx.
I N NS ns0. wi dget. com

"podunk. xx" is a new domai n which has recently been created, and
"nsl. podunk. xx" has been set up to perform naneservice for the zone.
They haven't quite finished everything yet and haven’'t made sure that
the hostmaster at "nsO.w dget.com' has set up to be a proper
secondary, and thus has no information about the podunk.xx domain,
even though the DNS says it is supposed to. Various things can
happen dependi ng on whi ch naneserver is used. At best, extra DNS
traffic will result froma |lanme del egation. At worst, you can get
unresol ved hosts and bounced e-nai l

Al so, sometinmes a nanmeserver is noved to another host or renoved from
the list of secondaries. Unfortunately due to caching of NS records,
many sites will still think that a host is a secondary after that

host has stopped providi ng naneservice. |In order to prevent |ane

del egations while the cache is being aged, continue to provide
naneservi ce on the old naneserver for the length of the maxi mum of
the mnimumplus refresh tines for the zone and the parent zone.

(See section 2.2)

Whenever a primary or secondary is renmpved or changed, it takes a
fair amount of human coordi nation anong the parties involved. (The
site itself, it’s parent, and the site hosting the secondary) Wen a
primary noves, make sure all secondaries have their named. boot files
updated and their servers rel oaded. Wen a secondary noves, make
sure the address records at both the primary and parent |evel are
changed.

It’s al so been reported that sone distant sites |like to pick popul ar

naneservers like "ns.uu.net" and just add it to their list of NS
records in hopes that they will magically perform additiona
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naneservice for them This is an even worse form of |anme del egati on,
since this adds traffic to an already busy naneserver. Pl ease
contact the hostmasters of sites which have | ame del egati ons.

Various tools can be used to detect or actively find | ane

del egations. See the list of contributed software in the BIND

di stribution.

Make sure your parent domain has the same NS records for your zone as
you do. (Don’t forget your in-addr.arpa zones too!). Do not |ist
too many (7 is the recommended mexi mun), as this just nakes things
harder to manage and is only really necessary for very popul ar top-

| evel or root zones. You also run the risk of overflow ng the 512-
byte limt of a UDP packet in the response to an NS query. |If this
happens, resolvers will "fall back" to using TCP requests, resulting
in increased | oad on your naneserver.

It’s inmportant when picking geographic |ocations for secondary
naneservers to mnimze latency as well as increase reliability.

Keep in m nd network topol ogies. For exanple if your site is on the
other end of a slow local or international |ink, consider a secondary
on the other side of the link to decrease average | atency. Contact
your Internet service provider or parent domain contact for nore

i nformati on about secondaries which nmay be available to you.

3. BIND operation

This section di scusses comopn probl ens people have in the actua
operation of the naneserver (specifically, BIND). Not only nust the
data be correct as expl ai ned above, but the naneserver must be
operated correctly for the data to be nade avail abl e.

3.1 Serial nunbers

Each zone has a serial nunber associated with it. Its use is for
keepi ng track of who has the nbst current data. |If and only if the
primary’ s serial nunber of the zone is greater will the secondary ask
the primary for a copy of the new zone data (see special case bel ow).

Don't forget to change the serial nunber when you change data! |If
you don’'t, your secondaries will not transfer the new zone
information. Automating the increnenting of the serial nunmber with
software is also a good idea.

If you make a mistake and increnment the serial nunber too high, and

you want to reset the serial nunmber to a | ower value, use the
foll ow ng procedure:
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Take the ‘incorrect’ serial nunber and add 2147483647 to it. |If
t he nunber exceeds 4294967296, subtract 4294967296. Load the
resulting nunber. Then wait 2 refresh periods to allow the zone
to propagate to all servers.

Repeat above until the resulting serial nunber is less than the
target serial nunber.

Up the serial nunber to the target serial nunber.

This procedure won’t work if one of your secondaries is running an
old version of BIND (4.8.3 or earlier). |In this case you'll have to
contact the hostmaster for that secondary and have themkill the
secondary servers, renove the saved backup file, and restart the
server. Be careful when editing the serial nunber -- DNS adm ns
don’t like to kill and restart naneservers because you lose all that
cached dat a.

3.2 Zone file style guide

Here are sone useful tips in structuring your zone files. Follow ng
these will help you spot nistakes, and avoid nmaki ng nore.

Be consistent with the style of entries in your DNS files. If your
$ORIA N i s podunk.xx., try not to wite entries |ike

mary I'N A 1.2.3.1
sue. podunk. xx. IN A 1.2.3.2
or:
bobbi I N A 1.2.3.2
I'N VX mary. podunk. xx.

Either use all FQDNs (Fully Qualified Domai n Nanes) everywhere or
used unqual ified nanmes everywhere. O have FQDNs all on the right-
hand side but unqualified nanes on the left. Above all, be

consi stent.

Use tabs between fields, and try to keep colums lined up. It nakes
it easier to spot mssing fields (note sone fields such as "IN' are
inherited fromthe previous record and may be left out in certain

ci rcunst ances.)
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Renenber you don’'t need to repeat the nane of the host when you are
defining nultiple records for one host. Be sure also to keep al

records associated with a host together in the file. It will make
things nore straightforward when it cones tine to renove or renane a
host .

Al ways renmenber your $ORIGN. |If you don’t put a ‘.’ at the end of
an FQDN, it’'s not recognized as an FQDN. If it is not an FQDN, then
t he nanmeserver will append $ORIG@ N to the nane. Double check, triple

check, those trailing dots, especially in in-addr.arpa zone files,
where they are needed the nost.

Be careful with the syntax of the SOA and VWKS records (the records
whi ch use parentheses). BIND is not very flexible in howit parses
these records. See the docunentation for Bl ND.

3.3 Verifying data
Verify the data you just entered or changed by querying the resol ver

with dig (or your favorite DNS tool, many are included in the BIND
distribution) after a change. A few seconds spent doubl e checking

can save hours of trouble, lost mail, and general headaches. Also be
sure to check sysl og output when you reload the naneserver. |If you
have grievous errors in your DNS data or boot file, named will report

it via syslog.
It is also highly reconmended that you autonate this checking, either
with software which runs sanity checks on the data files before they
are |l oaded into the naneserver, or with software which checks the
data already | oaded in the naneserver. Sone contributed software to
do this is included in the BIND distribution.

4. M scel | aneous Topi cs

4.1 Boot file setup

Certain zones should al ways be present in naneserver configurations:

primary | ocal host | ocal host
primary 0.0.127.in-addr. arpa 127.0
primary 255. i n-addr. ar pa 255
primary 0.in-addr. arpa 0

These are set up to either provide naneservice for "special”
addresses, or to help elimnate accidental queries for broadcast or

| ocal address to be sent off to the root nanmeservers. Al of these
files will contain NS and SQA records just |ike the other zone files
you mai ntain, the exception being that you can probably nake the SOA
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timers very long, since this data will never change.

The "l ocal host" address is a "special" address which always refers to
the local host. It should contain the follow ng line:

| ocal host . I N A 127.0.0.1
The "127.0" file should contain the |ine:
1 PTR | ocal host .

There has been sone extensive di scussion about whether or not to
append the local domain to it. The conclusion is that "local host."
woul d be the best solution. The reasons given include:

"l ocal host" by itself is used and expected to work in sone
syst ens.

Translating 127.0.0.1 into "l ocal host.dom ai n" can cause sone
software to connect back to the | oopback interface when it didn't
want to because "local host" is not equal to "I ocal host.dom ai n".

The "255" and "0" files should not contain any additional data beyond
the NS and SOA records.

Note that future BIND versions may include all or some of this data
automatically w thout additional configuration.

4.2 O her Resolver and Server bugs

Very old versions of the DNS resol ver have a bug that cause queries
for names that look Iike | P addresses to go out, because the user
supplied an I P address and the software didn't realize that it didn't
need to be resolved. This has been fixed but occasionally it still
pops up. It’s inportant because this bug neans that these queries
will be sent directly to the root naneservers, adding to an already
heavy DNS | oad.

Wil e running a secondary nameserver off another secondary naneserver
is possible, it is not recommended unl ess necessary due to network
topol ogi es. There are known cases where it has led to problens |ike
bogus TTL values. Wiile this may be caused by ol der or flawed DNS

i npl ement ati ons, you shoul d not chain secondaries off of one another
since this builds up additional reliability dependencies as well as
adds additional delays in updates of new zone data.
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4.3 Server issues

DNS operates primarily via UDP (User Datagram Protocol) nessages.
Sonme UNI X operating systens, in an effort to save CPU cycles, run
with UDP checksums turned off. The relative nmerits of this have |ong
been debated. However, with the increase in CPU speeds, the

per f ormance consi derations becone | ess and less inportant. It is
strongly encouraged that you turn on UDP checksunming to avoid
corrupted data not only with DNS but with other services that use UDP
(like NFS). Check with your operating system docunentation to verify
that UDP checksunmi ng i s enabl ed.
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5. Security Considerations

Security issues are not discussed in this neno.
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