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This menp is a report on a neeting. No conclusions, decisions, or
policy statenents are docunmented in this note.

| NTRODUCTI ON

This nenp is a report on the Gateway Special Interest G oup Meeting
that was held at ISl in Marina del Rey, California on 28 and 29
February 1984. Robert Hi nden of BBNCC chaired, and Jon Postel of ISl
hosted the conference. Approxinmately 35 gateway desi gners and

i npl emrentors attended. These notes are based on the recollections of
Jon Postel and M ke Miuss. Under each topic area are Jon Postel’s
brief notes, and additional details from M ke Miuss.

The rest of this menp has three sections: the agenda, notes on the
tal ks, and the attendees list.

VEETI NG AGENDA
Tuesday, February 28

9: 00 Opening Remarks -- BBN - Hinden

9:15 Opening Remarks -- 1Sl - Postel

9:30 The MT C Gateway -- MT - Mrtin

10: 00 The Butterfly Gateway -- BBN - Hi nden

10: 30 Break

11: 00 The EGP C Gateway -- ISl - Kirton

11: 20 The BRL Gateway -- BRL - Natalie

11: 40 The CMJ Gateway -- CMJ - Accetta

12: 00 Lunch

:30 The Wsconsin BI TNET/ CSNET Gateway -- UWsc - Sol onon
:00 LANto X 25 Gateway -- Conputer Gateways Inc. - Buhr
20 1SI-UC Gateway -- UCI - Rose

40 FACC Gateway -- FACC - Hol kenbri nk

:00 Break

:30 Lincoln IP/ST Gateway -- LL - Forgie/Kantrowtz

:50 Mnimal Stub Gateways -- M TRE - Nabi el sky

:10 Discussion
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Wednesday, February 29

9: 00 Opening Remarks -- BBN - Hi nden

9:10 SPF routing -- BBN - Seanpnson

9:35 Miltiple Constraint Routing -- SRI - Shacham

10: 00 FACC Multinet Gateway Routing -- FACC - Cook

10: 30 Break

11: 00 Metanet Gateway -- SRl - Denny

11: 20 Address Mapping and Translation -- UCL - Crowcroft
11: 40 Design of the FACC Multinet Gateway -- FACC - Cook
12: 00 Lunch

1:30 SAC Gateway -- SRI - Su/lLew s

2:00 EGP -- Linkabit - MIlIs

2: 30 Congestion Control -- FACC - Nagle

3: 00 Break

3:30 A Gateway Congestion Control Policy--NWSystens - N znik
4: 00 Discussion

NOTES ON THE MEETI NG
The MT C Gateway -- MT - Martin

Postel: A description of the gateway inplenmented at MT. The
gateway was first devel oped by Noel Chiappa. It is witten in C
The M T environment has 32 internal networks which are treated as
subnets of the MTNET on the Internet. The MT gateways then do
subnet routing in their interior protocol. The subnet routing
scheme is simlar to G&. Liza has added an EGP i nplenentation to
thi s gateway.

Muuss:

Campus networ k/ proj ect At hena
Dynam ¢ routing

Congestion control - grad student
S +---+
Class A net : | 18| subnet]|res]|host|
S +---+

"Bridges" forward between subnets.

Campus Networ k and Project Athena 65 VAX 750s, 200 |BM PCs.
Hosts: Now = 400, 1986 = 3,000, 1990 = 10, 000

Subnets: Now = 42, 1985 = 60, 1990 = 200, (4 subnets/buil ding)

Protocols: |Internet, DECnet, Chaosnet
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Fi ber Opti c spine between canpus buil di ngs.
M T gat eways:

11/03s and 11/ 23s
68000 on Abus
6800 on Multibus (Bridge comruni cations)

MT C gateway -
Runs under MOS, bridge OGS, homegrown OS. Multiple protocols,
multiple interfaces.

11/03 - 100 packet s/ sec.
11/ 23 - 180 packet s/ sec.

GGP - GwW Gw
EGP - Exterior Gw
|GP - Interior Gw

EGP: Aut ononobus systens

EGP:
Nei ghbor acqui sition
Hel 1 o/1 heard you
Net reachability pol
Net reachability nessage

MT | GP:

| P header on EGP pr ot ocol
Dest: net nunber, subnet nunber, 0, 0377 (broadcast address)

| GP header:

Aut ononpus system nunber
Sequence nunber
Tasks:
Propagate exterior and subnet routing.

Packet s
Ext route request, and update Routing server
Def aul t gat eway
Excepti onal gateways
Nets reached

MT - Gw broadcasts initial routings when it cones up, and again

on each change, net is flooded on each change several tinmes. Each
bri dge can ask for help.
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Future: Wdeband net gateway from BBN will also sit on net 18,
and an MT routing server to acquire routing information. Trick -
BBN-Gv wi Il be on an Ethernet, and a nodified ARP will be used by
the bridges to "fool" the BBN gateway into acquiring the routes.

Subnet Routing - inspired by PUP and CHAGCS
Nei ghbor Bri dge
Net I/F
Bri dge address
Lat est seq nunber
Agi ng val ue
Route to subnet
Di st ance

Packet s
Request
" mup

Rout e update
Di stance vector (256 bytes)

0 - Direct
1 -127 - hop count
128-255 - "Interface used for next hop" to subnet

and hop count
255 - Unreachabl e

Probl em -
Many nei ghbors --> too nuch tinme and traffic needed for
processi ng.

3 level addressing and routing strategy
Ext Ow

Routing server

Default Gw
Subnet routing

Smal | but rich subnet routing updates.

The Butterfly Gateway -- BBN - Hinden

Postel: A description of the butterfly hardware and a di scussion
of the plans for the new gateway software to be inplenented on it.
The butterfly machine is a multiprocessor (MZ68000’s)

i nterconnected with a funny switch. The new software will

i ncorporate the so called "Shortest Path First" or SPF routing

al gorithm
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Muuss:

Repl acenent for existing 30 PDP-11 "core" gateways.
Probl ems to be sol ved.

0 Replace GGP
- Routing updates filling up
- Nei ghbor probes (N*2)
- Few buffers

0 Present GGP updates only hold 70 net nunbers, repacking
data will increase that to approximately 100 nets, but
this is just short term

Features of Butterfly -
0 1000’s of nets
Partitioned nets
Type of service routing, access control
FIl ow contro
Large and snall gateway configurations

O O0OO0Oo

New functions -

Rout i ng

Nei ghbor di scovery

Reduce nei ghbor pi ngi ng

Access/ departure nodel

Connect gateways with point-to-point |ines

O O0OO0OO0O0

Routing -
0 SPF - shortest path first
0 Gateway based routing (opposed to network routing)
0 Routing updates
Gv I D
<nets directly connected>
<nei ghbor, distance>
0 Updates flooded to other gateways

Next - door - Nei ghbors
0 Nei ghbor gateways cl osest to gateway
0o Ping next-door-nei ghbors only
o For up/down acquisition, partition into rings. Reduces

pi ngi ng.
Access/ departure nodel

First Gw (entrance) picks exit gateway
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First Gv adds Gwv - Gw header
Butterfly gateway
Processor nodes and swi tch nodes

4-1egged switch nodes, decision is sinply UP or DOMN.
i nputs
and 2 out puts.

Processor: MC 68000

Menory nmanagenent Uni t

Processor node controller - 2901 bit slice
PVC is the nmenory controller.

Butterfly -
32 M bps/path
Bandwi t h: approximately N - speed
Si ze: approxi mately N2 log N2

Butterfly will support nultibus interface; 1822, HDLC,
Et hernet, Ring

Ternminal and | oad device will be a personal conputer
Small Gw for ARPA is approxi mately $20K
New Gw processor structure

Buf f er Managenent
0 Scatter/gather buffers mininmum size and extensions
0 Buf f er pool on processors with I/0O
0 Primary and secondary coll ections per device
==> guaranteed m ni num servi ce per device
(i mpl enented w counts)

The EGP C Gateway -- ISl - Kirton

1984

Postel: A user process was installed in Berkeley 4.2 Unix to do
EGP protocol functions |eaving the normal router kernel function
in charge of forwarding datagrams. The EGP user process nay do
systemcalls to update the kernel routing data. Based on the work

of Liza Martin.
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Muuss:
EGP under 4.2
El i mi nati on of nonrouting gateways

Desi gn -
Forwar di ng done in kernel
Kernel does not send redirects
EGP user process for route updates
Witten in C
EGP based on Liza Martin’'s code

Routi ng Tabl es
o] Ker nel
o] EGP Process

EGP Process Table -
0 Ext ernal updates
0 Internal information

Facilities -

Configuration file-
o] Trusted nei ghbors
0 I nternal non - routing gateways

Acqui sition -
o] Predet ermi ned nunmber of core gateways are EGP'd to
o] Only accept fromtrusted nei ghbors
o] Cannot acquire nei ghbors indirectly, for now

Uni x Interfaces -
Reuse | P socket (problemwi th protocol nunber)
Listening to ICVWP for redirects
Systemcalls for -
o] Rout e updat es
o] | /F config reading
o] |/ F status check

Per f or mance -
o] 60 ms/ packet pair (CPU tine)
o] Typically 1% of CPU for 1 nminute polling

Protocol function going
Routi ng updat es bei ng inpl ement ed

Should be all going in April.
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The BRL Gateway -- BRL - Natalie

Postel: This was a description of the BRL dunb gateway. More
i nteresting was the description of the BRL conpl ex and the

i nt econnecti ons between machi nes. The gateway is witten in C
(and derived fromthe MT C Gateway) and based on a sinple

mul ti process operating systemcalled LGCS.

Miuss:
BRL hi story

LCS design
Message passi ng
Menory Managenent
No copyi ng of data, buffer size

The CMJ Gateway -- CMJ - Accetta
Postel: This was a description of the CMJ dunb gat eway.
Muuss:

H story -
0 "Logi cal -Host" rmul tipl exor (March 81)
0 Gateway (Cct 82) renpte debugger and nonitor
0 Router (Cct 83)
- Modul ar devi ce and protocol support
- Stub I P dynam c routing
- Local inter-network cable routing.
o Wittenin"C

Uses | ow nenory for buffers (maxi mum 32K)!
(aut oboot of 3M bps Et hernet)

Aut o- confi gurati on of devices

I ndi vi dual stack contents

Round-r obi n schedul er

Dynami ¢ nenory all ocation

Devi ce driver
Network interfaces
Auxi liary support devices
Does I P, |1 CVP, UDP
Splicing through of PUP and CHACS on chaos net, uses ARP.

Configuration testing protocol (as in Ethernet Spec).
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| P Processing-

Consi st ency checks

Redi rects does not forward m srouted packets
Fragnentation - | CVWP dest unreach |f DF Set
Access list for who can pass through

(e} elNelNe]

No GGP, no EGP, Uses known gateways
Ordinary devices and PDP-10 and PDP-20
The W sconsin BI TNET/ CSNET Gateway -- UWsc - Sol onon

Postel: This was a discussion of a mail relay between the
Internet and BI TNET to be installed at W sconsin.

Muuss:
WSC I BM (192.5.2.24) will connect to BI TNET
Mai | gat eway, BI TNET uses RFC 822 headers!

LAN to X. 25 Gateway -- Conputer Gateways Inc. - Buhr

Postel: This was a description of a protocol translation device

between an X. 25 world and the DATAPO NT ARCNET wor | d.
Muuss:
ARCNET to X. 25 Bridge
ARCNET - from Dat apoi nt,
Baseband coax, 2.5 nbps
Token passi ng
Reserve/ send/ wai t/ ack protocol
RIMchip inmplenments this

"The OSlI nodels seem | ess clear than the |Internet nodel s,
because they are | ess well devel oped.”

W aps the subnetwork in an enhanced subnetwork | ayer.

Every pair of subnetworks nust be connected in this design
a bridge not a gateway.

Bridge is a network | ayer RELAY.

ARCNET address is sent as X. 25 data
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I SI-UCI Gateway -- UCI - Rose

Postel: This was a description of the UCI dunb gateway. This one
is made up of two hosts (VAX 750s) 50 niles apart. The VAXs are
connected via a 9.6 Kbs leased line. One is interfaced to the

I SI-NET (an Ethernet) and the other to UCIICS net (also an

Et hernet). The VAXs run Berkeley Unix 4.1. These VAXs run as
regul ar hosts too.

Muuss:

MIU is 512. Effective bandw dth of approximtely 6000 baud over
9600 baud Ii ne.

FACC Gateway -- FACC - Hol kenbri nk

Postel: A description of a gateway designed by Ford. The gateway
is based on a MC68000 multiprocessor and a VME bus. An

i nteresting question that came up during this presentation was
"What is the least information a host (or gateway) mnust have when
it comes up, and how can it acquire the rest of what it needs to
go into full operation fromthe environnent?"

Muuss:

I nter-segnent Processor. M68000 CPU with various co-processors.
68000 |1 OPS, 1822, |1 OP Ethernet 10OP. 1 cpu does |IP, routing.
Mul ti-cpu version of MOS

Lincoln IP/ST Gateway -- LL - Forgie/Kantrowtz

Postel: This was a discussion of the design of the Lincoln

gat eways used primarily in the WBCNET for speech transm ssion
research. This gateway uses special I/Ointerfaces to pronpte a
hi gh packet processing rate. The gateway inplenents both the
regular IP, and the ST protocol which pernmits resource
reservations to mnimze the variation in transnission del ay.
These gat eways can, of course, act as regular internet gateways,
and have achi eved very good performance in terns of datagrans per
second.

Muuss:
Packet voice experinents, w deband SATNET. Concentrate traffic
fromlocal nets to trunk net. Needed enough performance to | oad

WBSATNET. 11/44 and ACC I F11 (Z-80). T1 trunk protocol converter.
(voice Tl <--> datagram
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| P problens -
0 Congesti on
0 H gh packet header overhead
0 No support for conference cal

ST -
0 Virtual circuit
0 Know capacity in advance, schedul e channel
0 Abbr evi at ed header

11/44 - 900 to 1000 pkts/sec.

Port processor:

Sync | ow speed: 600K bi ts/sec.

Packet processing: 500 pkts/sec. average
20-tal ker LPC voice |oop, 28 data

byt es/ pkt, 50% duty cycle

Dat a handl i ng
4 pcmvoice streamloop 64K bps
184 data bytes/pkt, 100% duty cycle

Di spat cher Requirenents
o Tinely do ST
o Uilize rest of circuit for IP
o Performance neasurenent

Reservations on the SATNET: Each host nakes a reservation for
Nbytes of M nessages every | NTERVAL. Reservations are absol ute.

ST and | P for each distant run = MPP nul ti purpose packets.
12,000 lines of C code in 11/44 portion.

M nimal Stub Gateways -- M TRE - Nabi el sky

Postel: This was a nore abstract discussion of how stub gateways
could interact and acquire informati on about the topol ogy of the
I nternet.

Muuss:

Et hernet stub to Internet

| nexpensi ve, single-band |SBC 186/51 Intel @ $3000
Hi gh performance. EGP?

128K byt es/ board

The I nternet forest
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Alternative to ARP using Milticast
SPF routing -- BBN - Seanonson

Postel: This was a fine presentation of the principles of the
"Shortest Path First" (SPF) routing procedures with sonme renarks
on howit is tailored to the Internet gateway situation. One
poi nt that was inpressed on nme was that when using SPF in a set of
gat eways (say, the core autononous systemnm) the procedure will do
routing to an "exit" gateway. Sonmehow | had not thought about it
in those terns before, but (obviously) just as there is a source
and a destination IMP in the ARPANET there will be an entrance and
an exit gateway in an SPF autononous system

Muuss:

Features -
Metric, update procedures, path cal cul ation, forwarding

Current GGP problens -
0 Counting to infinity
0 Not enough topology information in each Gwv
0 Updates potentially very |arge

SPF i n ARPANET
0 Single path (not optimal) - no split of flow
0 Del ay based, to mninize del ay
0 A obal know edge of connection topol ogy and del ays

Metric used -
0 Del ay, delay of each packet averaged
(queuei ng plus transm ssion plus propagation)
arrival-to-arrival tine.
0 Average delay on each trunk conputed every 9.6 seconds.
Report | arge changes in delay, fast

Updat e procedure -

0 Updat es report delay to each nei ghbor

0 Update triggered by topol ogy change, significant del ay
change, or 1 tinme/m nute.
Decay of threshold to direct to send update
Sequence nunbers
Fl ooding on all trunks sent out on all lines
Recei pt of echo is acknow edgenent
Ret ransni ssi on
Aging of information
Updat es are 2*n*| packet growh. n = nunber inps,
I = nunber lines

O O0OO0O0OO0Oo
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- Wien lines goes up, rather than dunping routing
table,just waits one minute until all updates have
been heard.

Pat h cal cul ati on
o] Dijkstras Al gorithm

20
A F
I\
3/ \10\15
/ Vo
B 5 \D\E
\ I
\ [
1\ [/ I5
\/
C/
1. A B(A, 3), D(A 10), E(A 15). F(A, 20)
2. A B, 4), DB, 8), E(A 15), F(A 20)
I
B
4. A E(C, 9), F(A 20)
I
B
I\
C D
5 A
I
B
I
C

Then tree is inverted into a "go here to get to this destination."
For Internet -

Simlar algorithm needs special packet header to
indicate "exit" gateway to get to destination network.

Updat e procedure -
Nei ghbor interface, neighbors, and delay to neighbor.
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"Next door neighbors"™ for mnimzing traffic.
Ability to package multiple updates in one average
explicit Acks.

Path cal cul ation -
o] Possible to build different trees based on type of
servi ce.

Forwardi ng -
o] Exit Gw
o] Consi st ent dat abases are inportant.

Mul tiple Constraint Routing -- SRl - Shacham

Postel: This was a clear presentation of some of the consequences
of the idea of type of service routing. The level of conplexity
of the routing procedure is determ ned to depend on how many
catagories of service there are and how many sel ections there are
in each catagory. A few exanples were discussed including the
current type of service paraneters of IP

Muuss:

Both current and proposed ARPANET al gorithns provide "best" path
under single constraint (nunmber of hops, delay).

Internet will have diverse characteristics, it would be nice to
consi der nore than one constraint.

Determ ne a set of measures.

Represent each neasure as a single nunber.

Det ermi ne range of values. (conplexity O(c**n) range of n)
Define path neasure as a function of nmeasure of |ength.

sum (del ay, cost)

m n/ capacity, |length, security)

(e} elNelNe]

If just one cost is used, then SPF (or whatever) can be used for
each cost. However, under nultiple constraints there is a nore
difficult problem e.g.: mninmumdelay with packet size of at

| east 1000 byt es.

RUMC has been shown to be in the NP conplete famly.

RUMC needs bigger tables, nore processing and routing overhead.
Its not awful for 2-choice TGOS, like in IP.

Tabl e size is random we have to be prepared for the worst case.

Possi bl e strategies: flood a "search packet," dropped when
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constraints are not net, see if it makes it though. Good only for
virtual circuit. Wighted sum (VC only) works only with some
probability.

TOS is needed for Internet, but the algorithms are costly.
Compl exity for providing TOS IP style is not too high.

FACC Mul tinet Gateway Routing -- FACC - Cook

Postel: This approach considered hop count to be an inadequate
nmetric for routing decsions in a systemof different types of
networks (e.g., Ethernets, ARPANETs, 2.4Kb lines). Delay was
selected as the netric to use. There are some interesting issues
in the measurenent of delay for sone types of networks. Also, the
desi gn considers the use of nmultiple paths when they are avai abl e,
and routing to provide connectivty between the parts of
partitioned networKks.

Muuss:

Routing with a single constraint.
A network of gateways Access, Transport, or Dual networKks.
Sone networks are used as backbones between gateways only.

Rout i ng updat es
Vari abl e I ength
Br oadcast routing updates

Unitary ends - A- Gv - B - Rest
Routing for Ais really just routing to B
Nei ghbor Gas, nets
Lots and lots of tables

Met anet Gateway -- SRl - Denny

Postel: This is a project to invent several new addressing
features for gateways. In particular, there is a schene to use an
option nmuch |ike the source route option to do rnulti-addressing of
| P datagranms. It seens as if the gateways that inplenent this
option will have to know whi ch other gateways do and don’t
implement it. Also, there was discussion of a gateway to a
network that is in radio silence, and how to keep TCP connecti ons
going with hosts that can't talk. This project is also concerned
about network reconstitution, security, survivability, congestion
control, and supporting rmultinedia data (voice, bitmaps, etc.) in
applications. A gateway is being devel oped in ADA for a M68000
machine (SUN), and the initial version of the gateway is to be up
in May 84.
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Muuss:

Navy i nternet
Mul timedia mail and conf.
Radi o sil ence (EMCON)
Security and Survivability.

EMCON - Causes special problens for EGP and | G°P one way nonTCP
mai | delivery. No Acks. Uses nanme screen to redirect mail to
speci al one-way mail catcher, who then forwards using ordinary
nmet hods.

Security and survivability
Access control - "capability" - 32/64 bit key whi ch changes
frequently (every hour or so)

Reconstitution - Partitioning, coalescing, nobile host
Test and nonitoring - HW

Gateway target - 68000 in ADA. Tel esoft conpiler
Addr ess Mappi ng and Translation -- UCL - Crowcroft
Postel: This was a discussion of sone of the issues in
i nterconnecting networks of different types including the |Internet
and networks in England such as the Universe network. The
Uni verse network is made up of Canbridge R ngs at several sites
linked via a satellite channel
Muuss:

ARPA - SATNET - NULLNET - UCLNET UNI VERSE Satellite, 3 UCL rings

SAM -
0 IP switch to several 1822 hosts
0 | P/ uni verse mapper, overlays UCLNET on universe

o] Mask and nmtch
128. 11. code. host

Three types:
1. Direct: code --> subnet
2. Redirect: 2nd | ookup (for rmultihom ng)
3. Logical: Logical address into a table of universe
names.
Nane | ookups gi ve addresses and routes.

| P tunnel s through X 25

H nden, Postel, Miuss, & Reynol ds [ Page 16]



RFC 898 April 1984
Gateway SI G Meeting Notes

BBN Van gateway PSS - | PSS -Telenet - for hosts that can't use
SATNET.

SAM does access control and nultihomng. Cever Miltihom ng gives
host a second address and sends an | CMP/ Redirect to force TCP
connection to go through a different route, but wnd up at sane
pl ace!!!

Wote EGP in ADA. It didn't help at all.
Design of the FACC Multinet Gateway -- FACC - Cook

Postel: This is a distributed nultiprocessor machine using a
speci al bus network for the interprocessor conmmuni cation. The
softaware is witten in C.  The gateways is in an early test
phase.

Muuss:
RADC pr ogram

Started with AUTODIN Il, switched to DDN.
Small to |large switching devices.
DoD uses of PDNs, and partitioned network problens.

Di stributed processing architecture -
Paral |l el contention, 90M bps bus, 22 wires. Each node has cpu
menory, optimal commline. Wre - OR presentati on of address,
contention happens each time bus becones free, all requestors

put out type of msg, pri, and address. Reads back wire - OR of
result, and highest gw wns, sorted by (pri, type, higher
addr) .

Bus was originally designed for our FAA fail-soft application
Z-800l w/ MVU. Not binary addressing, but unitary (basel)

One el ement resol ved per bus transaction.

Boards may be plugged in while running.

I nherent parallelismin |ayered protocols.

Interface connector clues board to nodem | evels and date rate. Up
to 100K bps now, soon up to T1 rate.

Mul ti processor approach allows routing calculation to take place
out - of -band from the neasurenent of delay and traffic, and all ows
use of nore conpute power for routing.

Mostly witten in C, with sone assenbler. Miltiprocessor
operating system designed from scratch
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SAC Gateway -- SRl - Su/lLew s

Postel: This was a presentation of the design for the gateways to
be used in the advanced SAC denp experiments on networKk
partitioning and reconstitution, and communi cati on between
intermngiling nobile networks. Mich of these denpnstrations wll
be done with packet radio units and networks. Some of the ideas
are to use a gateway-centered type of addressi ng and doubl e
encapsul ation (i.e., an extra |P header) to route datagrans.

Muuss:

Net wor kK dynami cs due to conponent nobility or failure.
Mobi | e host, reconstitution, partitioning.

HW 11/23

SIW Sone "C' gateway

Cs: VMOS (SRI)

Gat eway- cent ered addressing, rather than network.
Gwv host instead of net. host.
Doubl e encapsul ation: additional |IP header.
TCP uses addr as an ID, IP uses it as an ADDRESS (-> route)
Need to separate these dual uses of this address field.
Increnmental Routing (next-hop indication)

EGP -- Linkabit - MIls
Postel: A presentation of the EGP design. EGP has three nmjor
aspects, neighbor acquisition, neighbor reachability, and network
reachability. The autononbus system concept was di scussed.
Muuss:

Background, | nplenentation, Experience, Disparagi ng Remarks

Desi gn goal s -
o] Est abl i shed demarcati ons

0 Decoupl e i npl ement ati ons
0 Confine routing | oops
0 Exchange reachability i nformation
0 Provide flow control for connectivity information
0 Mediumtermlifetine
Non goal s Not trying to do these!
0 Flexibility of topol ogy
0 Rapi d response Very sl ow update
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0 Adaptive routing
0 Common routing metric No agreenent at al
0 Load sharing or splitting

"Good news travels fast and bad news travels forever."
Not for routing, but only provides reachability

RFC827 initial nbpde, RFC888 stub protoco

Nei ghbor acqui sition protoco
o] 2-way shake
o] Flow - rates
o] Explicit acquisition/cause

Nei ghbor reachability protocol
o] Peri odic polling
o] Parasitic information
o] Reachability al gorithm Network reachability
pr ot ocol
Periodic pulling
Renote i nformation
Direct and indirect nei ghbors
Indirect internal and indirect externa
nei ghbor s
o] Di stance i nformation

O O0OO0Oo

EGP nei ghbors do not need to peer with nore than one
CORE gat eway, but you may peer with anybody you wi sh.

Short com ngs -
o] Sl ow reaction due polling
o] Tree-structured routing constraint
- Rigid topol ogy
- Administrative resistance to odering
- Lack of adaptive connectivity
o] Nei ghbor acqui sition inconpl ete.

Loops between autonompus systens will last a | ong
tinme, and are a real no-no.

System nodel s -

o] "Appropriate first hop" criterion
- Not useful for inplenentation
- Requires gl obal information
- I nadequate for verification

o] Graph nodel s
- N-graph shows net connectivity
- T-graph shows system connectivity
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- T-acycloc criterion insures |oop-free
o] Derived features
- Induces spanning tree
N- gr aph
Gl
A B
/I \ I\
x |/ \ &8 A/ V&
/ \ / \
CG----- D E----- F G5
ASl = &, &3, & A B
AS2 = Gl
AS3 =4, & ASLl ----- AS2 ----- AS3
T- gr aph
Test: to ensure that there are no cycles
Spanni ng subtree
Specification effort - Status report State machi ne desi gned
Remai ni ng i ssues -
0 Renove extra hop in core system
0 Expand t abl es
0 Test backdoor " GGP"
0 Resol ve specification issues
0 Resol ve full gateway configuration
- Back door connectivity guidance
- can only advertise 1 path at a tine.
- APF rul e gui dancee
- Self organization issues
0 | mpl ement and distribute for operational systens.
Congestion Control -- FACC - Nagle
Postel: This was a discussion of the situation |leading to the

1984

i deas presented in RFC 896, and how t he policies described there

i mproved overal |l perfornmance.
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Muuss:
First principle of congestion control:

DON' T DROP PACKETS (unl ess absol utely necessary)
Second pri nci pl e:

Hosts nust behave thensel ves (or el se)

Enem es |ist -

1. TOPS-20 TCP from DEC
2. VAX/'UNI X 4.2 from Berkel ey

Third principle:
Menory won't hel p (beyond a certain point).

The snal | packet problem Big packets are good, snall are bad
(big = 576).

Suggested fix: Rule: Wen the user wites to TCP, initiate a send
only if there are NO outstandi ng packets on the connection. [good
for TELNET, at least] (or if you fill a segnent). No change when
Acks conme back. Assunption is that there is a pipe-like buffer
bet ween the user and the TCP.

The source quench problem Rul e: When a TCP gets an | CMP Source
Quench, it mnust reduce the nunber of outstandi ng datagranms on
rel evant TCP connecti ons.

Rul e: When a gateway nears overload, before starting to drop
packets, send a Source Quench

Node capacity: Each node ought to have one buffer for each TCP
connection, plus sonme for overl oad.

Both fixes really need to be done together, although the first one
is often helpful by itself. Side effect: FTPs start off "slowy,"
until the first Ack comes back Dave MIls thinks this will

i ncrease the nmean delay for mediumsize interactions. This
probably will not work so well for SATNET.

Probl ens about propagation time of links biasing the validity of
this result!!

H nden, Postel, Miuss, & Reynol ds [ Page 21]



RFC 898 April 1984
Gateway SI G Meeting Notes

A Gateway Congestion Control Policy--NWSystens - Niznik

Postel: This talk was (for Postel) hard to follow. There were a
nunber of references to well known results in queuing theory etc,
but | could not follow how they were being used.

Muuss:

Repl acenents for | MP SPF

Topol ogi cal observations

Nodal congestion control policy
GWD - control application [from German networ K]
RPN - relational Petri net
DCT - dynami c congestion table

NCCP performance eval uation

Pl anned GCCP: Gateway congestion control policy

Lots of diagrans and figures.
Better throughput than SPF, but sonmewhat higher del ay.
Cubi c structure of table.

DI SCUSSI ON (Postel’s personal conments)

There was very little organized discussion during the nmeeting and
not really very nmuch question and answer interaction during the
presentation. There was a | ot of discussion during the breaks,
and at lunch tinme, and at the end of each day.

Sone things that occured to ne during the neeting that may have
been triggered by somethi ng sonmeone said (or nmaybe by the view out
the wi ndow) :

Don't design a protocol where you expect to get a |lot of
messages froma | ot of sources at the sane tine. For exanple,
don’t ask all the hosts on an Ethernet to send you an ack to a
br oadcast packet.

Has anyone worked out in detail the routing traffic costs for
the GG vs the SPF procedures for the actual case of the
I nternet?

How will the fact that thinking of the routing in the core

aut ononous systemis cast in ternms of an entry and an exit
gateway effect other things? WII there be special
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arrangenents between the entry and exit gateway? WII an
aut ononous system becone a circuit switch connecting pairs of
entry/exit gateways?

s TOS routing worth the cost?

Should we allow (as a new type of |ICVP nmessage) redirects to
Gat eways?

Does meking nenory larger ever hurt? |If a gateway’'s menory is
full of inappropriately retransmtted TCP segnents would it be
better if there were | ess nenory?

I's there sonething reasonable to do with source quench at the
TCP? Re: RFC-896

If there are links (or networks) of vastly differing delay and
t hruput characteristics what inpact would an I P | evel |oad
splitting (say by gateways) have on TCP connections (sonme of
the segnents of the connection go one path and others go a

di fferent path)?

Are any probl ens avoi ded (either way) by using double IP
headers vs a "source route like" |IP option to separate the IP
| evel addressing and routing function fromthe TCP | evel

end- poi nt nani ng function of the |IP addresses.

What bad things could happen fromthe proposed | P
mul tidestination routing option?
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