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Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

This meno di scusses Flow Attribute Notification Protocol (FANP)
which is a protocol between nei ghbor nodes for the nanagenent of

cut -t hrough packet forwarding functionalities. In cut-through packet
forwardi ng, a router doesn’t have to perform conventional |P packet
processing for received packets. FANP indicates mapping information
between a datalink connection and a packet flow to the nei ghbor node
and hel ps a pair of nodes manage the mapping information. By using
FANP, routers (e.g., CSR Cell Switch Router) can forward incom ng
packets based on their datalink-1evel connection identifiers,
bypassi ng usual |P packet processing. The design policy of the FANP
is;

(1) soft-state cut-through path (Dedi cated-VC) nanagenent
(2) protocol between nei ghbor nodes instead of end-to-end
(3) applicable to any connection oriented datalink platform

1. Background

Due to the scalability requirement, connection oriented (CO datalink
platforms, e.g., ATM and Frame Relay, are going to be used as well as
connection less (CL) datalink platforns, e.g., Ethernet and FDDI

One of the inportant features of the CO datalink is the presence of a
dat al i nk-1evel connection identifier. In the CO datalink, we can
establish multiple virtual connections (VCs) with their VC
identifiers anmong the nodes. When we aggregate packets that have the
same direction (e.g., having the sane destination IP address) into a
single VC, we can forward the packets in the VC without IP
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processing. Wth this configuration, routers can deci de whi ch node
is the next-hop for the packets based on the VCidentifier. CSRs [1]
can forward the incom ng packets using an ATM switch engi ne bypassi ng
t he conventional |P processing. According to the ingress VPI/VC
value with ingress interface information, CSR determ nes the egress
interface and egress VPI/VCl val ue.

In order to configure the cut-through packet forwarding state, a pair
of nei ghbor nodes have to share the mapping informati on between the
packet flow and the datalink VC. FANP (Flow Attribute Notification
Protocol) described in this neno is the protocol to configure and
manage the cut-through packet forwarding state.

2. Protocol Requirements and Future Enhancenent
2.1 Protocol Requirenents
The followi ngs are the protocol requirenents for FANP.
(1) Applicable to various types of CO datalink platfornms
(2) Available with various connection types (i.e., SVC, PVC, VP)

(3) Robust operation

The system shoul d operate correctly even under the follow ng
condi ti ons.

(a) VCfailure
Some systens can detect VC failure as the function of
datalink (e.g., OAMfunction in the ATM. However, we can
not assune all nodes in the system can detect VC failure.
The system has to operate correctly, assum ng that every
node can not detect VC failure.

(b) Message | oss
Control nessages in the FANP nay be |l ost. The systemhas to
operate correctly, even when sone control nessages are |ost.

(c Node failure
A node nay be down without any explicit notification to its
nei ghbors. The system has to operate correctly, even with
node fail ure.

Though FANP is not the protocol only for ATM the foll ow ng
di scussi on assunes that the datalink is an ATM networ k.
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2.2 Future Enhancenent
The followi ngs are the future enhancenents to be done.
(1) Aggregated flow

In this nmeno, we define the flow which contain source and
destination IP address. As this nay require many VC
resources, we also need a new definition of aggregated fl ow
whi ch includes several end-to-end flows. The concrete
definition of the aggregated flowis for future study.

(2) Providing nulticast service
(3) Supporting IP level QOS signaling |ike RSVP
(4) Supporting IPv6

3. Terminology and Definition

o VCID (Virtual Connection |Dentifier)
Since VPI/VCl values at the origination and the ternination points
of a VC (and VP) may not be the same, we need an identifier to
uni quely identify the datalink connection between nei ghbor nodes.
We define this identifier as a VCID. Currently, only one type of
VCID is defined. This VCID contains the ESI (End System
Identifier) of a source node and the unique identifier within a
sour ce node.

o Flow ID (Flow I Dentifier)
I P level packet flowis identified by sone paraneters in a packet.
Currently, only one type of flowID is defined. This flow ID
contains a source | P address and a destination |P address. Note
that flow ID used in this specification is not the same as the
flowid specified in | Pv6.

0 Cut-through packet forwarding
Packets are forwarded without any I P processing at the router
using the datalink level information (e.g.,VPI/VC).
Internetworking level information (e.g., destination |IP address)
is mapped to the correspondi ng datalink-1evel identifier by using
t he FANP.

0 Hop- by-Hop packet forwarding
Packets are forwarded using IP level information |ike conventional
routers. In ATM cells are re-assenbled into packets at the
router to analyze the | P header.
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0 Default-VC
Defaul t-VC is used for hop-by-hop packet forwarding. Cells
received fromthe Default-VC are reassenbled into | P packets.
Conventional |IP processing is perfornmed for these packets. The
encapsul ati on over the Default-VC is LLC for routed non-1ISO
protocol s defined by RFC1483 [3].

0 Dedi cat ed-VC
Dedi cated-VC is used for the specific |IP packet flow identified by
the flowID. Wen the flowID for an incom ng VC and an out goi ng
VC are the same at a CSR, it can forward the packets belonging to
the flow through the cut-through packet forwarding. The
encapsul ati on over the Dedicated-VC is LLC for routed non-1SO
protocol s defined by RFC1483 [3].

o Cut-through trigger
When a FANP capabl e node receives a trigger packet, it tries to
establ i sh Dedi cated-VC and to notify the mapping information
bet ween the Dedi cated-VC and the | P packet flow which the received
trigger packet belongs to. Trigger packets are defined by the
port-1D of TCP/UDP with the | ocal policy of each FANP capabl e

node. In general, they would be the port-1D s of sessions with a
long life-tinme and/or with | arge anount of packets; e.g., http,
ftp and nntp. Future inplenentation will include other triggers

such as an arrival of resource reservation request.
4. Protocol Overview

Figure 1 shows an operational overview of FANP. In the figure, a

cut -t hrough packet forwarding path is established fromhost 1 (Hl) to
host 2 (H2) using two Dedicated-VCs. Hl and H2 are connected to

Et hernets, and Rl, R2 and R3 are routers which can speak FANP. Rl
and R3 have both an ATMinterface and an Ethernet interface. R2 has
two ATM i nterfaces.

When R1 receives an I P packet fromHL, Rl analyzes the payl oad of the
received | P packet whether it is a trigger packet or not. Wen the
recei ved packet is a trigger packet, Rl fetches a Dedicated-VC to its
downst r eam nei ghbor (R2) and sends FANP nessages. FANP is effective
bet ween t he nei ghboring nodes only. The sanme procedure woul d be
perforned between R2 and R3 independently fromthe procedure between
Rl and R2. The flowID of the packet flowfromHL to H2 is
represented as id(HL,H2). Here, id(HL, H2) is the set of the IP
address of Hl and that of H2.
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The Dedicated-VC is rel eased when no packet is transferred on it for
a given period. W do not need to explicitly indicate rel ease of the
Dedi cated-VC to the nei ghbor node, since the state managenent in FANP
is of soft-state, rather than of hard-state.

+--+ Ethernet +--+ +----- + +- -+ +----- + +--+ Ethernet +--+

| HL - e |RL---| ATM|---|R2|---| ATM|---|R3|---------- | H2|

+- -+ +- -+ +- - - - - + +- -+ +-- - - + +- -+ +- -+
trigger pkt

| =ccmacaiaaaan > trigger packet

Dedi cat ed- VC
Figure 1. Trigger packet and FANP initiation
5. Protocol Sequence
FANP has the following five procedures, that are (1) Dedicated-VC
selection, (2) VCID negotiation, (3) flowlID notification, (4)
Dedi cat ed-VC refresh and (5) Dedicated-VC rel ease. Procedures (2),
(3) and (4) have nothing to do with the kind of the Dedicat ed-
VCi.e.,SVC,PVC or VP. On the contrary, the procedures (1) and (5)
with SVC are different fromthe procedures with PVC and with VP.
The detail ed procedures are described in the foll owi ng subsecti ons.
5.1 Dedi cated-VC Sel ecti on Procedure

A VCis picked up in order to use as a Dedicated-VC. The ways of
pi cking up the Dedicated-VC is either of the foll ow ngs.

(1) A nunber of VCs are prepared in advance, and registered into an
un-used VC list. Wen a Dedicated-VC is needed, one of themis
pi cked up fromthe un-used VC |ist.

(2) A new VC is established through ATM signaling on denmand.

Wth ATM PVC/ VP configuration, a Dedicated-VC is activated by the
procedure (1).
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Wth ATM SVC configuration, a Dedicated-VC is activated by the
procedure (1) or (2). Wen the procedure (1) is used, sone nunber of
VCs are prepared in advance through ATM signaling. These VCs are
regi stered into the un-used VC list. Wen a Dedicated-VC is needed,
a VCis picked up fromthe un-used VC list. Wen the procedure (2)
is used, a Dedicated-VC is established through ATM signaling each
time it is required.

The procedure (1) can decrease a tinme to activate a Dedi cat ed- VC.
But the necessary VC resource will increase as it need to prepare
addi ti onal VCs. Which procedure should be applied to is a matter of
| ocal decision in each node, taking the econom cal requirenment and
the system responsi veness into account.

A Dedicated-VC is used as a uni-directional VC, although it is
general ly bi-directional. This nmeans that packets are transferred
only from upstream node to downstream node in the Dedi cated-VC. The
packets from downstream node to upstream node are transferred through
the Defaul t-VC or through another Dedicated-VC

5.2 VCI D Negotiation Procedure

After the Dedicated-VC sel ection procedure, the upstream node
transmts the PROPOSE nessage to the downstream node through the
Dedi cat ed-VC. The PROPCSE nessage contains a VCID for the
Dedi cat ed-VC and | P address (target |P address) of downstream node.
When t he downstream node accepts the PROPOSE nessage, it transnits

t he PROPOSE ACK nmessage to the upstream node through the Default-VC
Wth this procedure, the upstream and the downstream nodes (both
end- poi nts of the Dedicated-VC) can share the sane indicator "VC D'
for the Dedicated-VC. Wen the downstream node can not accept the
proposal fromthe upstream node with sone reason (e.g., policy), the
downst r eam node sends an ERROR nessage to the upstream node through
t he Defaul t-VC

The procedure at the downstream node which has recei ved PROPCSE
nmessage is;

1. if(Target I P address of the PROPOSE nessage isn't equal to ny IP
addr ess)
then Goto end.

2. if(The PROPCSE nessage shoul d be refused)
then Send an ERROR(refuse by policy) nmessage. Go to end.

3. if(VvCD Type in the PROPOCSE nessage isn’'t known)
t hen Send an ERROR(unknown VCI D Type) nessage. Go to end.
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4. if(The VCID in the PROPCSE nessage is the sane as the VCI D which
has al ready been registered for another Dedicated-VC in the node)
then Delete the registered VC D
Rel ease the ol d Dedi cat ed- VC.

5. if(AVCIDis registered for the Dedi cated-VC which has received
t he PROPOSE nessage)
then Delete the registered VC D

6. Register the mapping between VCID and |/F, VPI, VCl for the
Dedi cat ed- VC.

7. if(The mapping is successful)
then Send a PROPOSE ACK.
el se Send an ERROR(resource unavail abl e).

The upstream node retransmts the PROPOSE nessage when it neither
recei ve PROPCSE ACK nmessage nor ERROR nessage. Wien the upstream
node has received neither of the nessages even with five

retransm ssions of the PROPCSE nessage, the Dedi cated-VC picked up
t hrough the Dedi cat ed- VC sel ecti on procedure should be rel eased.
Here, the nunber of retransm ssions (five in this specification)is
recommended val ue and can be nodified in the future.

The purpose of the VCI D negotiation procedure is not only to share
the VG D information regarding the Dedi cated-VC, but also to confirm
whet her the Dedicated-VC is avail abl e and whet her the nei ghbor node
operates correctly.

If the VCID negotiation procedure with a neighbor node always fails,
it is considered that the node may not be FANP-capabl e node.
Therefore the upstream node should not try the VCID negotiation
procedure to that node for a certain tine period.

5.3 FlowID Notification Procedure

After the VCID negotiation procedure, the upstream node transnmits an
OFFER nessage to the downstream node through the Default-VC.  The
OFFER nessage contains the VCID of the Dedicated-VC, the flow ID of
the packet flow transferred through the Dedicated-VC and the refresh
i nterval of a READY nessage.

When the downstream node receives the OFFER nessage fromthe upstream
node, it transmts the READY nessage to the upstream node through the
Default-VC in order to indicate that the OFFER nessage i ssued by the
upstream node is accepted. By the reception of the READY nessage,
the upstream node realizes that the downstream node can receive |IP
packets transferred through the Dedi cat ed- VC.
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The upstream node retransmts the OFFER nessage when it does not
recei ve a READY nessage fromthe downstream node. Wen the upstream
node has not receive a READY nessage even with five retransni ssions,
t he Dedi cated-VC should be rel eased. Here, the nunber of
retransmissions (i.e., five in this specification) is a recomended
val ue and may be nodified in the future.

The node transmits an ERROR nessage to its neighbor in the follow ng
cases. Wen the node receives the ERROR nessage, the Dedicated-VC
shoul d be rel eased.

(a) unknown VCID: The VCID in the nessage i s unknown.
(b) unknown VCID Type: The VCI D Type is unknown.
(c) unknown flowID Type: the flowID Type is unknown.

When t he downstream node accepts the OFFER nessage fromthe upstream
node, it nust send a READY nessage to the upstream node within the
refresh interval offered by the upstreamnode. |[If it can not, the
downstream node sends the ERROR nessage (this refresh interval is not
supported) to the upstream node. The downstream node shoul d accept
the refresh interval |arger than 120 seconds. Therefore the
downstream node shoul dn’t send the ERROR nessage (this refresh
interval is not supported) when the refresh interval in the OFFER
nmessage is larger than 120 seconds.

The foll owi ng describes the procedure of the node which has received
an OFFER nessage.

1. if(unknown version in the OFFER nessage)
then Discard the nmessage. Goto end.

2. if(unknown VCID Type in the OFFER nessage)
then Send an ERROR (unknown VCI D Type) nessage. Coto end.

3. if(vCGDin the OFFER nessage has not been registered)
then Send an ERROR (unknown VCI D) nessage. Goto end.

4. if(unknown Flow ID Type in the OFFER nmessage)
then Send an ERROR (unknown Flow I D Type) nessage. Coto end

5. if(refuse Flow ID in the OFFER nessage)
then Send an ERROR (refused by policy) nessage. Goto end.

6. if(refuse refresh interval in the OFFER nessage)

then Send an ERROR(This refresh interval is not supported)
nmessage. Goto end.
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7. if(the mapping between Flow I D and VCI D al ready exists and
Flow ID in the OFFER nessage is different fromthe registered
Flow I D for the correspondi ng VCI D)
then Do Flow I D renoval procedure. Goto end.
8. Do the procedure of receiving the OFFER nessage.
7. if(successful)
then Send a READY nessage.
el se Send an ERROR (resource unavail abl ) nessage.
8. end.
The procedure of the node which has received a READY nessage is
descri bed.
1. if(unknown version in the READY nessage)
then Discard the nessage. Goto end.
2. if(unknown VCID Type in the READY nessage)
then Send an ERROR (unknown VCID Type) nessage. Goto end.
3. if(VCDin the READY nessage has not been registered)
then Send an ERROR (unknown VCI D) nessage. Goto end.
4. if(unknown Flow I D Type in the READY nmessage)
then Send an ERROR (unknown Flow I D Type) nessage. Goto end
5. if((the mappi ng between Flow I D and VCI D doesn’t exist)]|
(the mappi ng between Flow I D and VCI D al ready exists and
Flow ID in the READY nessage is different fromregistered Fl ow
I D for the corresponding VCID))
then Send an ERROR (unknown VCI D) nessage. Goto end.
6. Do the procedure of receiving the READY nessage.
7. end.

5.4 Flow | D Refresh Procedure

Wil e the downstream node receives | P packets through the Dedi cated-

VC,

it should periodically (with a refresh interval) send the READY

nmessage to the upstream node. When the downstream node does not
receive any | P packet during the refresh interval, it does not send
t he READY nmessage to the upstream node.
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Wi | e the upstream node continues to recei ve READY nessages, it
realizes that it can transmit the | P packets through the Dedi cat ed-
VC. Wen it does not receive a READY nessage at all for a
predeternined period (dead interval), it renoves the nmappi ng between
the Flow IP and VO D. The dead interval is defined bel ow

When t he upstream node falls into failure without the Flow I D renoval
procedure for a Dedicated-VC, its mapping nust be renoved by the
downstream node. The downstream node renoves the napping between the
Flow I D and VCID for the Dedicated-VC when it does not receive any IP
packet for a "renoval period" (=refresh interval tinmes nj.

The refresh interval, the dead interval and the renoval period shoul d
satisfy the follow ng equation.

refresh interval < dead interval < renoval period (=refresh
interval times m

The recommended val ues are:
refresh interval = 2 mnutes
dead interval 6 mnutes (=refresh interval x 3)
removal period = 20 minutes (=refresh interval x 10)

5.5 Flow | D Renpval Procedure

When t he upstream node realizes that the Dedicated-VC is not used, it
perforns a Flow I D renpval procedure.

The Flow I D renoval procedure differs between the case of PVC VP
configuration and the case of SVC configuration.

Wth the PVC VP configuration, the upstream node i ssues a REMOVE
nmessage to the downstream node, and the downstream node sends back a
REMOVE ACK nessage to the upstream node. The upstream node
retransmts REMOVE nessages when it does not receive a REMOVE ACK
nmessage. The upstream node assunes that the downstream node is in
failure state when it dose not receive any REMOVE ACK nessage from

t he downstream node even with five REMOVE nessage retransm sSions.
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Wth SVC configuration, two procedures are possible. One is that the
mappi ng between the Flow ID and the VCID is renoved without the

rel ease of the ATM connection, which is the sane procedure as the
PVC/ VP configuration. The other procedure is that the mapping
between the Flow ID and the VCID is renoved by releasing the VC

t hrough ATM signaling. The former procedure can pronptly create and
del ete the mappi ng between Flow | D and VCI D, since the ATM signaling
does not have to be perfornmed each tine. However, an un-used ATM
connections have to be mmintained by the node. Wich procedure is
applied to is a nmatter of each CSR s |ocal decision, taking the VC
resource cost and responsi veness into account.

The downstream node nmay want to renove the mappi ng between the Fl ow
ID and the VCID. Wen the upstream node receives the REMOVE nessage,
it sends a REMOVE ACK nessage to the downstream node.

+- -+ +- -+

| RL| === - mmmmem s | Re|

+- -+ +- -+
| PROPOSE |

VCl D | [VCI D, target |P] |

negoti ati on | PROPOSE ACK |

| [vC D |

I I

| CFFER |

FlowID | [VCI D, flowlDj |

notification | READY |

| [VO D, flowlD |

I I

| READY |

Dedi cat ed- VC | [Va D, flowlD |

refresh | READY |
I

[VCI D, flowlDj |

Figure 2. Flow ID notification and refresh procedure
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+- -+ +- -+
| RL| == m e | R2|
+- -+ +- -+
I I
| REMOVE |
| [ VCI O] |
I I
| REMOVE ACK |
| [ VCI O] |

(a) Flow I D renoval (independent of ATM signaling)

+- -+ +- -+
| RL| == m e | R2|
+- -+ +- -+
| ATM si gnal i ng
(rel ease)

(b) Flow I D renoval through ATM signaling
Figure 3. Flow ID renoval procedure

6. Message For mat

Apri |

1997

FANP control procedure includes seven nessages described from6.2 to
6.8. Anong them a PROPCSE nessage used for VCID negotiation
procedure uses an extended ATM ARP nessage format defined in RFCL577

[2]. The other nessages are encapsul ated into | P packets.

The destination |IP address in the | P packet header signifies the

nei ghbor node’s | P address and the source |IP address signifies
sender’s | P address. Currently, the protocol ID for these nmessages
is 110(decimal). This protocol ID nust be registered by | ANA

The reserved field in the foll owi ng packet format nust be zero.
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6.1 Field Fornmat
6.1.1 VCDfield

VCI D type val ue decides VCID field format. Currently, only type "1"
is defined. The VCID field format of VCID type 1 is shown bel ow

0 1 2 3
01234567890123456789012345678901
B S S i S S s Tt S S e T sl S S S S ST S S
ESI of upstream node |
T s S S T T S S e S 3
I I
B T S i S S S S S Y S +
| D |
B S S i S S s Tt S S e T sl S S S S ST S S

s

ESI field: ESI of upstream node
| D . upstream node deci des uni que identifier

6.1.2 Flow ID field

Flow I D type value decides flowID field format. Currently, flowID
type "0" and "1" are defined. The flow ID type value "0" signifies
that the flow ID field is null. Wen flowID type value is "1", the
format shown bel ow i s used.

0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Source | P address |
T S T T s T T o S T o s st s U S S Y I o S S
| Destination | P address |
T S T T s T T o S T o s st s U S S Y I o S S

Source | P address : source | P address of flow
Destination | P address : destination |P address of fl ow

6. 2 PROPCSE nessage

PROPOSE nmessage uses the extended ATM ARP nessage format [2] to which
the VO D type and the VCID field are added. Type & Length fields are
set to zero, because the nessages don't need sender/target ATM
address. This nmessage is transferred fromthe upstream node to the
downstream node t hrough the Dedi cat ed- VC.

PROPCSE nessage is transferred fromthe upstream node to the
downstream node t hrough the Dedi cat ed- VC.
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0 1 2 3

01234567890123456789012345678901
B e o S T s i e o S o S o T s st SR S SR S S
Har dware Type = 0x13 | Protocol Type = 0x0800 |
B e o S T s i e o S o S o T s st SR S SR S S
Type&lLength 1 | Type&lLength 2 | Oper eation Code |
B s T e I ik s ST N S g I S SN U S S
Length 1 | Type&lLength 3 | Type&length 4 | Length 2 |
B e o S T s i e o S o S o T s st SR S SR S S
Sender | P Address |
B e o S T s i e o S o S o T s st SR S SR S S
Target | P Address |
B e o S T s i e o S o S o T s st SR S SR S S
VCI D Type | VCI D Length | Reserved |
B e o S T s i e o S o S o T s st SR S SR S S
VCl D I

/

B T T T S S T i S il A S S S S S

+

ST T T T T T o+

Type&length 1 ; Type & Length of sender ATM nunber = 0
Type&length 2 ; Type & Length of sender ATM subnunmber = 0
Type&length 3 ; Type & Length of sender ATM nunber = 0
Type&length 4 ; Type & Length of sender ATM subnunber =0
Length 1 ; Source | P address |ength

Length 2 ; Target |IP address |ength

Oper ati on code
0x10 = PROPGCSE

VCI D Type: Currently , VCID Type = 1 is defined.
VCI D Length: Length of VCID field
VCI D : VCI D descri bed previous

6.3 PROPOCSE ACK
PROPOSE ACK nessages is transferred through the Default-VC

0 1 2 3

01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| Version | Op code =1 | Checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| VCID type | Fl ow- 1 D type=0 | Reserved |
T S T T s T T o S T o s st s U S S Y I o S S
I VCl D |
/ /
+-

T S S T S S S T i S S s ai S S N S S
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Ver si on
This field indicates the version nunber of FANP. Currently,
Version =1

Oper ati on Code

This field indicates the operation code of the nessage. There
are five operation codes, bel ow.

operation code = 1 : PROPOSE ACK nessage

Checksum
This field is the 16 bits checksum for whol e body of FANP nessage.
The checksum algorithmis sane as the | P header

VCI D Type
This field indicates the VCID type. Currently, only "1" is
defi ned.

6.4 OFFER nessage

OFFER nessage is transferred froman upstream node to a downstream
node. The following is the nessage fornat.

0 1 2 3
O1234567890123456789012345678901

B i T i S S Tt w s i S S N S S Y S
Version = 1 | Cp Code = 2 | Checksum |
e T I R S i i e i i S S S S S S S S S S e e e e
VCI D type | Flow- I D type | Refresh I nterval |
e T I R S i i e i i S S S S S S S S S S e e e e

VCI D I

/

B e o S T s i e o S o S o T s st SR S SR S S
Fl ow1 D |

/

+
I
+
I
+
I
/
+
I
/
T S T T s T T o S T o s st s U S S Y I o S S
Refresh Interva

This field indicates the interval of refresh tiner. The refresh

interval is represented by second in integer. This fieldis

used only in OFFER nessage. Recommended value is 120 (second).
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6. 5 READY nessage

READY nessage is transfered from a downstream node to an upstream
node. This nessage is transferred when the downstream node receives
OFFER nmessage. And this nessage is transferred periodically in each
refresh interval. The following is the nmessage format.

0 1 2 3
O1234567890123456789012345678901

B i T i S S Tt w s i S S N S S Y S
Version = 1 | Cp Code = 3 | Checksum |
e T I R S i i e i i S S S S S S S S S S e e e e
VCI D type | Fl ow- I D type | Reserved |
e T I R S i i e i i S S S S S S S S S S e e e e

VCl D I

/

B e o S T s i e o S o S o T s st SR S SR S S
Fl ow1 D |

/

+
+
+
/
+
/
T S T T S e T S T S S S il A SH S SIS

6. 6 ERROR nessage

ERROR nessage is transfered froma downstream node to an upstream
node or from an upstream node to a downstream node. This nessage is
transferred when sonme of the fields in the receive nmessage i s unknown
or refused. When the receive nessage is the ERROR nessage, ERROR
nmessage isn't sent. VCDtype ,VCOD, FlowID Type and Flow ID field
in the ERROR nessage are filled with the sane field in the receive
nessage.

The following is the nessage format.

0 1 2 3
O1234567890123456789012345678901

B i T i S S Tt w s i S S N S S Y S
Version =1 | Cp Code = 4 | Checksum |
e T I R S i i e i i S S S S S S S S S S e e e e
VCI D type | Flow- I D type | Error code |
e T I R S i i e i i S S S S S S S S S S e e e e

VCI D I

/

B S S i S S s Tt S S e T sl S S S S ST S S
FIl ow 1 D |

/

+
+
+
/
+
/
T S T T S e T S T S S S il A SH S SIS

Nagam , et. al. | nf or mat i onal [ Page 16]



RFC 2129 FANP Speci fication April 1997

Error Code unknown VCI D type

unknown Flow I D type

unknown VCI D

resource i s unavail abl e

unavail able refresh interval is offered

refuse by policy

OO WNE

6. 7 REMOVE nessage

REMOVE nmessage is transfered froma downstream node to an upstream
node or vice versa. This nmessage is transferred to renove the

mappi ng rel ationship between the flow ID and and the VCI D. The node
whi ch recei ves REMOVE nessage nust send REMOVE ACK nessage, even when
VCID in the receive nessage isn't known .

The following is the nessage format.

0 1 2 3
O1234567890123456789012345678901

T i T R s s I T sl S ST Y S Y S S T S
| Version =1 | Op Code = 5 | Checksum |
B e s o T S S S S i i s S S S e e S S
| VCID type | Flow-I D type | Reserved |
B e s o T S S S S i i s S S S e e S S
I VCl D |
/ /
T S T T s T T o S T o s st s U S S Y I o S S

6. 8 REMOVE ACK nessage

REMOVE ACK nessage is transferred froma downstream node to an
upstream node or from an upstream node to a downstream node. The
followng is the nessage format.

0 1 2 3
O1234567890123456789012345678901

T i T R s s I T sl S ST Y S Y S S T S
| Version =1 | Op Code = 6 | Checksum |
B e s o T S S S S i i s S S S e e S S
| VCID type | Flow- I D type | Reserved |
B e s o T S S S S i i s S S S e e S S
I VCl D |
/ /
T S T T s T T o S T o s st s U S S Y I o S S
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7. Security Considerations
Security issues are not discussed in this neno.
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