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Abstract

This nenp describes a nodel for operational statistics in the
Internet. |t gives reconmendations for nmetrics, measurenents,

pol Iing periods and presentation formats and defines a format for the
exchange of operational statistics.
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1. Introduction

Many network adnini strations commonly coll ect and archi ve network
managenent netrics that indicate network utilization, growth and
reliability. The primary goals of this activity are to facilitate
near-term problemisolation and | onger-termnetwork planning within
the organi zation. There is also the broader goal of cooperative
probl emi sol ati on and network pl anni ng anong network adm ni strations.
This broader goal is likely to becone increasingly inportant as the
Internet continues to grow, particularly as the nunber of Internet
servi ce providers expands and the quality of service between

provi ders becones nore of a concern
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There exist a variety of network managenent tools for the collection
and presentation of network managenment netrics. However, different
ki nds of measurenent and presentation techniques nmake it difficult
to conpare data anong networks. In addition, there is not genera
agreenent on what netrics should be regularly collected or how t hey
shoul d be di spl ayed.

There needs to be an agreed-upon nodel for

1) A mnimal set of common network nanagenent netrics to satisfy
the goal s stated above,

2) Tools for collecting these netrics,

3) A comon interchange format to facilitate the usage of these
data by conmon presentation tools and

4) Common presentation fornmats.
Under this Qperational Statistics nodel, collection tools wll
collect and store data to be retrieved later in a given format by

presentation tools displaying the data in a predefined way. (See
figure bel ow.)
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The Operational Statistics Mdel

(Col I ection of comon netrics, by commonly available tools, stored in
a common format, displayed in comon formats by conmonly avail abl e
presentation tools.)
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This meno gives an overview of this nodel for conmon operational
statistics. The nodel defines the gathering, storing and presentation
of network operational statistics and classifies the types of

i nformation that should be avail abl e at each network operation center
(NOC) conformng to this nodel.

The nodel defines a nmininal set of netrics and di scusses how t hese
metrics should be gathered and stored. It gives reconmendations for
the content and | ayout of statistical reports which nmake possible the
easy conparison of network statistics anong NCCs.

The prinmary purpose of this nodel is to define nechanisnms by which
NOCs coul d share nost effectively their operational statistics. One
intent of this nodel is to specify a baseline capability that NOCs
conforming to the nodel may support with m ni mal devel opnent effort
and m ni mal ongoing effort.

2. The Mbdel

The nodel defines three areas of interest on which all underlying
concepts are based:

1) The definition of a minimal set of nmetrics to be gathered,

2) The definition of a format for storing collected statistical
data and

3) The definition of nmethods and formats for generating reports.

The nmodel indicates that old tools currently in use could be
retrofitted into the new paradigm This could be done by providing
conversion filters between old and new tools. In this sense this
nodel intends to advocate the devel opnent of freely redistributable
software for use by participating NOCs.

One basic idea of the nodel is that statistical data stored at one
pl ace could be retrieved and di spl ayed at sone ot her place.

2.1. Metrics and Polling Periods
Here the value is O.
The intent here is to define a mininmal set of metrics that could be
gathered easily using standard SNWVP-based network nanagenent t ool s.

Thus, these metrics should be avail able as variables in the |Internet
St andard M B.
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If the Internet Standard M B were changed, this mininmal set of
nmetrics should be reconsidered, as there are many netrics regarded
as inmportant, but not currently defined in the standard M B.

Sonme netrics which are highly desirable to collect are probably not
retrievabl e using SNVP. Therefore, tools and nethods for gathering
such netrics should be defined explicitly if such netrics are to be
considered. This is, however, outside of the scope of this menp.

2.2. Format for Storing Collected Data

A format for storing data is defined. The intent is to mninze
redundant information by using a single header structure wherein al
information relevant to a certain set of statistical data is stored.
Thi s header section will give information about when and where the
correspondi ng statistical data were coll ected.

2.3. Reports

Sone basic classes of reports are suggested, addressing different

vi ews of network behavior. Reports of total octets and packets over
some tinme period are regarded as essential to give an overall view of
the traffic flowin a network. Differentiation between applications
and protocols is regarded as needed to give ideas on which type of
traffic is dom nant. Reports on resource utilization are
recommended.

The time period which a report spans nay vary depending on its
intent. |n engineering and operations daily or weekly reports may be
sufficient, whereas for capacity planning there nay be a need for

| onger-termreports.

2.4. Security |ssues

There are legal, ethical and political concerns about data shari ng.
Peopl e, in particular Network Service Providers, are concerned about
showi ng data that may nake one of their networks | ook bad.

For this reason there is a need to insure integrity, conformty and
confidentiality of the shared data. To be useful, the sane data
shoul d be collected fromall involved sites and it shoul d be
collected at the sane interval.
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3. Categorization of Metrics
3.1. Overview

This section gives a classification of netrics with regard to scope
and ease of retrieval. A reconmendation of a miniml set of netrics
is given. This section also gives some hints on netrics to be

consi dered for future inclusion when available in the network
managenent environnment. Finally sonme thoughts on storage requirenents
are present ed.

3.2. Categorization of Metrics Based on Measurenent Areas

The nmetrics used in evaluating network traffic could be classified
into (at least) four nmjor categories:

o Uilization netrics
o Performance netrics
0 Availability metrics
o Stability netrics

3.2.1. Uilization Metrics

This category describes different aspects of the total traffic being
forwarded through the network. Possible nmetrics include:

o Total input and output packets and octets
o0 Various peak netrics
o Per protocol and per application netrics

3.2.2. Performance Metrics

These netrics relate to quality of service issues such as del ays and
congestion situations. Possible nmetrics include:

RTT netrics on different protocol |ayers
Nunber of collisions on a bus network
Nunber of | CMP Source Quench messages
Nunber of packets dropped

(e} elNelNe]
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3.2.3. Availability Metrics

These netrics could be viewed as gauging long termaccessibility on
di fferent protocol |ayers. Possible nmetrics include:

o Line availability as percentage uptine
0 Route availability
o Application availability

3.2.4. Stability Metrics

These netrics describe short-termfluctuations in the network which
degrade the service level. Changes in traffic patterns also could be
recogni zed using these netrics. Possible netrics include:

Nunmber of fast line status transitions

Nunmber of fast route changes (al so known as route flapping)
Nunber of routes per interface in the tables

Next hop count stability

Short term | CVMP behavi or

O O0OO0OO0Oo

3.3. Categorization Based on Availability of Metrics

To be able to retrieve netrics, the correspondi ng variabl es nust be
accessi bl e at every network object which is part of the managenent
domai n for which statistics are being coll ected.

Sone netrics are easily retrievabl e because they are defined as
variables in the Internet Standard MB. Oher netrics may be
retrievabl e because they are part of some vendor’s private enterprise
M B subtree. Finally, sone netrics are considered irretrievabl e,

ei ther because they are not possible to include in the SNMP concept
or because their measurenent would require extensive polling (loading
the network with managenent traffic).

The netrics categorized bel ow coul d each be judged as inportant in
eval uati ng network behavior. This list may serve as a basis for
revisiting the decisions on which netrics are to be regarded as
reasonabl e and desirable to collect. If the availability of the
nmetrics |isted bel ow changes, these decisions may change.

3.3.1. Per Interface Variables Already in Internet Standard M B (thus
easy to retrieve)

i flnUcast Pkts (uni cast packets in)

i fQut Ucast Pkts (uni cast packets out)

i flnNUcast Pkts (non-uni cast packets in

i f Qut NUcast Pkt s (non-uni cast packets out)
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iflnCctets (octets in)
ifQutCctets (octets out)

i f Qper St at us (l'i ne status)

Per Interface Variables in Internet Private Enterprise MB (thus
coul d sonetinmes be retrievabl e)

di scarded packets in
di scarded packets out
congestion events in
congestion events out
aggregate errors
interface resets

Per Interface Variables Needing H gh Resolution Polling (which
is hard due to resulting network | oad)

i nterface queue length
seconds missing stats

i nterface unavail abl e
rout e changes

i nterface next hop count

Per Interface Variables not in any Known M B (thus inpossible
to retrieve using SNWP but possible to include in a M B)

link | ayer packets in
link | ayer packets out
link | ayer octets in

link | ayer octets out
packet interarrival tinmes
packet size distribution

Per Node Variabl es (not categorized here)

per - protocol packets in
per - prot ocol packets out
per-protocol octets in
per - prot ocol octets out
packets discarded in
packets di scarded out
packet size distribution
system upti nme

pol|l delta tine

reboot count

I nf or mat i onal [ Page 9]



RFC 1857 Qperational Statistics Cct ober 1995

3.3.6. Metrics not Retrievable with SNW

del ays (RTTs) on different protocol |ayers
application layer availabilities
peak behavior netrics

3.4. Recommended Metrics

A | arge nunber of netrics could be considered for collection in the
process of doing network statistics. To facilitate general consensus
for this nodel, there is a need to define a mniml set of netrics
that are both essential and retrievable in a majority of today’s
network objects. Ceneral retrievability is equated with presence in
the Internet Standard M B.

The following nmetrics fromthe Internet Standard M B were chosen as
bei ng desirabl e and reasonabl e:

For each interface:

iflnCctets (octets in)

i fQutCctets (octets out)

i flnUcast Pkts (uni cast packets in)

i fQut Ucast Pkts (uni cast packets out)

i flnNUcast Pkts (non-uni cast packets in)
i f Qut NUcast Pkt s (non-uni cast packets out)
i fInDi scards (in discards)

i f Qut Di scards (out discards)

i f Qper St at us (l'i ne status)

For each node:
i pFor wDat agr ans

(
i pl nDi scards (
sysUpTi e (

| P forwards)
I P in discards)
system upti ne)

4. Polling Frequencies

The purpose of polling at specified intervals is to gather statistics
to serve as a basis for trend and capacity planning. Fromthe
operational data it should be possible to derive engineering and
managenent data. It should be noted that all polling and retention
val ues given bel ow are reconmendati ons and are not mandatory.
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4.

4.

5.

5.

Vari abl es Needi ng Hi gh Resol ution Polling

To be able to detect peak behavior, it is recommended that a period
of 1 mnute (60 seconds) at a maxi mum be used in gathering traffic
data. The netrics to be collected at this frequency are:

for each interface

iflnCctets (octets in)
ifQutCctets (octets out)

i fl nUcast Pkts (uni cast packets in)
i fQut Ucast Pkts (uni cast packets out)

If it is not possible to gather data at this high polling frequency,
it is reconmended that an exact multiple of 60 seconds be used. The
initial polling frequency value will be part of the stored
statistical data as described in section 6.1.2 bel ow.

Vari abl es not Needi ng H gh Resol ution Polling
The rermai nder of the recommended variables to be gathered, i.e.,
For each interface:

i flnNUcast Pkts (non-uni cast packets in)
i f Qut NUcast Pkt s (non-uni cast packets out)
i fInDi scards (in discards)

i f Qut Di scards (out discards)

i f Qper St at us (l'i ne status)

and for each node:

i pForwDat agranms (1P forwards)
i pl nDi scards (I'P in discards)
sysUpTi e (system uptine)

could be collected at a lower polling rate. No polling rate is
specified, but it is recommended that the period chosen be an exact
mul ti ple of 60 seconds.

Pre-Processing of Raw Statistical Data
Optim zing and Concentrating Data to Resources
To avoid storing redundant data in what mght be a shared file
system it is desirable to preprocess the raw data. For exanple, if a

link is down there is no need to continuously store a counter which
is not changing. The use of the variables sysUpTinme and if Qper Status
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makes it possible not to have to continuously store data coll ected
fromlinks and nodes where no traffic has been transmitted for sone
period of tine.

Anot her aspect of processing is to decouple the data fromthe raw
interface being polled. The intent should be to convert such data
into the resource of interest as, for exanple, the traffic on a given
i nk. Changes of interface in a gateway for a given |ink should not
be visible in the resulting data.

5.2. Aggregation of Data

At many sites, the volune of data generated by a polling period of 1
mnute will nake aggregation of the stored data desirable if not
necessary.

Aggregation here refers to the replacenent of data values on a nunber
of time intervals by some function of the val ues over the union of
the intervals. Either raw data or shorter-term aggregates may be
aggregated. Note that aggregation reduces the anount of data, but

al so reduces the available information.

In this nodel, the function used for the aggregation is either the
arithnetic mean or the maxi nrum dependi ng on whether it is desired to
track the average or peak val ue of a variable.

Details of the layout of the aggregated entries in the data file are
given in section 6.1.3.

Suggestions for aggregation periods:

Over a
24 hour period aggregate to 15 ninutes,
1 nonth period aggregate to 1 hour,
1 year period aggregate to 1 day

6. Storing of Statistical Data

This section describes a fornmat for the storage of statistical data.
The goal is to facilitate a conmon set of tools for the gathering,
storage and anal ysis of statistical data. The format is defined with
the intent of mnimzing redundant information and thus m nim zing
storage requirenents. If a client server based nodel for retrieving
renote statistical data were | ater devel oped, the specified storage
format coul d be used as the transmni ssion protocol.
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This nodel is intended to define an interchange file format, which
woul d not necessarily be used for actual data storage. That neans
its goal is to provide conplete, self-contained, portable files,
rather than to describe a full database for storing them

6.1. The Storage Fornmat
Al'l white space (including tabs, Iine feeds and carriage returns)
within a file is ignored. In addition all text froma # synbol to
the following end of line (inclusive) is also ignored.

stat-data
stat-section ::

<stat-section> [ <FS> <stat-section> ]
<devi ce-section> | <l abel-section> | <data-section>

A data file nmust contain at |east one device section and at | east one
| abel section. At |east one data section nust be associated with
each | abel section. A device section nmust precede any data section
whi ch uses tags defined within it.

A data section may appear in the file (in which case it is called an
internal data section and is preceded by a |l abel section) or in
another file (in which case it is called an external data section and
is specified in an external |abel section). Such an external file
may contain one and only one data section

A | abel section indicates the start and finish tines for its

associ ated data section or sections, and a list of the nanes of the
tags they contain. Wthin a data file there is an ordering of |abel
sections. This depends only upon their relative position in the

file. Al internal data sections associated with the first | abe
record nust precede those associated with the second | abel record,
and so on.

Here are sone exanples of valid data fil es:
<| abel - s> <devi ce-s> <dat a- s> <dat a-s>
<| abel - s> <devi ce-s> <dat a- s> <devi ce-s> <dat a-s> <dat a- s>

Both these files start with a | abel section giving the tines and
tag-nanme |lists for the device and data sections which follow.

<dev-s> <l abel -s> <l abel -s> <l abel - s>
This file begins with a device section (which specifies tags used in
its data sections) then has three "external’ |abel sections, each of

whi ch points to a separate data section. The data sections need not
use all the tags defined in the device section; this is indicated by
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t he tag-name lists in their |abel sections.
<def aul t -dev> <dev-1> <l abel - 1> <dev-2> <l abel -2> ..

In this exanple default-dev is a full device section, including a
conplete tag-table, with initial polling and aggregati on periods
specified for each variable in each variable-field. There is no

| abel or data for default-dev--it is there purely to provide default

tag-list information. Dev-1, dev-2, ... are device sections for a
series of different devices. They each have their description fields
(networ k- name, router-nane, etc), but no tag-table. Instead they

rely on using the tag-table fromdefault-device. A default-dev
record, if present, nust be the first itemin the data file.
Label -1, | abel-2, etc. are |l abel sections which point to files
contai ning data sections for each device.

6.1.1. The Label Section

BEG N_LABEL <FS> <data-| ocation> <FS>

<t ag- nane-1list> <FS>

<start-tinme> <FS> <stop-tine> <FS> END_LABEL
<data-file-nanme> | <enpty>

| abel -section

dat a- | ocati on
tag- name- i st ;.= <LEFT> <tag> [ <FS> <tag> ] <RI GHT>

The | abel section gives the start and stop tines for its
correspondi ng data section (or sections) and a list of the tags it
uses. |If a data location is given it specifies the name of a file
containing its data section; otherwi se the data section follows in
this file.

start-tine
stop-tinme
data-fil e- nane

<time-string>
<time-string>
<ASCl | -string>

time-string <year ><nmont h><day><hour ><m nut e><second>

year = <di gi t><di gi t ><di gi t ><di gi t >
nont h = 01..12
day =01..31
hour = 00..23
m nute = 00..59
second = <fl oat >

The start-tinme and stop-tinme are specified in UTC
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A maxi mum of 60.0 is specified for 'seconds’ so as to allow for |eap
seconds, as is done (for exanple) by ntp. If a time-zone changes
during a data file--e.g. because daylight savings tinme has
ended--this should be recorded by ending the current data section,
witing a device section with the new time-zone and starting a new
data section.

6.1.2. The Device Section

devi ce-section ::= BEGQ N_DEVI CE <FS> <devi ce-fiel d> <FS> END _DEVI CE

device-field 1= <networ k- nane><FS><r out er - nane><FS><l| i nk- nane<FS>
<bw val ue><FS><pr ot o- t ype><FS><pr ot 0- addr ><FS>
<ti me-zone> <optional -tag-tabl e>

optional -tag-table ::= <FS> <tag-table> | <enpty>

net wor k- nane
r out er - nane

<ASClI | -string>
<ASClI | -string>

I'i nk- name = <ASCl | -string>

bw val ue = <fl oat >

proto-type = IP | DECNET | X.25 | CLNS | IPX | AppleTalk

pr ot o- addr = <ASCl | -string>

ti me-zone = [+ -] [00..13] [00..59]

tag-tabl e = <LEFT> <tag-desc> [ <FS> <tag-desc> ] <RI GHT>

t ag- desc = <tag> <FS> <tag-class> <FS> <variable-field-list>
t ag = <ASCl | -string>

tag-cl ass = total | peak

<LEFT> <variabl e-fiel d>
[ <FS> <variable-field>] <RI GHT>

<vari abl e- name><FS><i ni ti al - pol | i ng- peri od>
<FS> <aggregati on-peri od>

vari able-field-Iist

vari able-field

vari abl e- nanme :
initial-polling-period ::
aggr egati on- peri od

<ASCl | -string>
<i nt eger >
<i nt eger >

The network-name is a human readabl e string indicating to which
network the | ogged data bel ong.

The router-nane is given as an ASCII string, allowing for styles
other than |IP donain names (which are nanmes of interfaces, not
routers).

The link-nane is a human readabl e string indicating the connectivity
of the link where fromthe | ogged data is gathered.
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The units for bandwi dth (bw value) are bits per second, and are given
as a floating-point nunber, e.g. 1536000 or 1.536e6. A zero value

i ndi cates that the actual bandw dth is unknown; one instance of this

woul d be a Frame Relay link with Cormitted Information Rate different
from Burst Rate.

The proto-type field describes to which network architecture the
interface being logged is connected. Valid types are | P, DECNET,
X. 25, CLNS, IPX and Appl eTal k.

The network address (proto-addr) is the unique nuneric address of the
interface being | ogged. The actual formof this address is dependent
on the protocol type as indicated in the proto-type field. For
Internet connected interfaces the dotted-quad notation should be
used.

The tinme-zone indicates the tine difference that should be added to
the time-stanp in the data-section to give the local tinme for the

| ogged interface. Note that the range for tine-zone is sufficient to
allow for all possibilities, not just those which fall on 30-m nute
mul tipl es.

The tag-table lists all variables being polled. Variable nanmes are
the fully qualified Internet MB nanes. The table may contain
multiple tags. Each tag nust be associated with only one polling and
aggregation period. If variables are being polled or aggregated at
different periods, a separate tag in the table nust be used for each
peri od.

As variables may be polled with different polling periods within the
same set of logged data, there is a need to explicitly associate a
polling period with each variable. After processing, the actual
period covered may have changed conpared to the initial polling
period and this should be noted in the aggregation period field. The
initial polling period and aggregation period are given in seconds.

Original data val ues, and data val ues whi ch have been aggregated by

addi ng themtogether, will have a tag-class of '"total.’ Data val ues
whi ch have been aggregated by finding the maxi mum over an aggregation
time interval will have a tag-class of ’'peak.’

The tag-table and variable-field-lists are enclosed in brackets,
maki ng the extent of each obvious. Wthout the brackets a parser
woul d have difficulty distinguishing between a variable name
(continuing the variable-field list for this tag) or a tag (starting
the next tag of the tag table). To make the distinction clearer to a
human reader one should use different kinds of brackets for each, for
exanple {} for the tag-table list and [] for the variable-field
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|ists.
6.1.3. The Data Section

BEG N_DATA <FS> <data-fiel d>
[ <FS> <data-field>] <FS> END DATA

dat a- secti on

data-field = <time-string> <FS> <tag> <FS>
<pol | -del ta> <FS> <del ta-val -1ist>
delta-val -1i st = LEFT <delta-val > [ <FS> <delta-val>] RIGHT
pol | -del ta = <integer>
del t a- val = <integer>
FS =, 1 ;1 :
LEFT =[] {
Rl GHT =) |11}
A data-field contains values for each variable in the specified tag.
A new data field should be witten for each separate poll; there

shoul d be a one-to-one mappi ng betwen variabl es and val ues. Each
data-field begins with the timestanp for this poll followed by the
tag defining the polled variables followed by a polling delta val ue
giving the period of time in seconds since the previous poll. The
vari abl e values are stored as delta values for counters and as

absol ute val ues for non-counter values such as OperStatus. The
timestanp is in UTC and the tine-zone field in the device section is
used to conmpute the local tine for the device being | ogged.

Comma, semicolon or colon may be used as a field separator. Normally
one woul d use conmas within a line, semicolon at the end of a line
and a colon after keywords such as BEG N_LABEL.

Parent heses (), brackets [] or braces {} may be used as LEFT and

Rl GHT brackets around tag-nanme, tag-table and delta-val lists. These
shoul d be used in corresponding pairs, although conbinati ons such as
(1, [} etc. are syntactically valid.

6.2. Storage Requirenment Estinmations

The header sections are not counted in this exanple. Assuning that
the maxi mum polling intensity is used for all 12 reconmended
variables, that the size in ASCII of each variable is eight bytes and
that there are no tinestanps which are fractional seconds, the
follow ng calculations will give an estimate of storage requirements
for one year of storing and aggregating statistical data.
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7.

7.

Assuming that data is saved according to the schene

1 mi nute non-aggregated saved 1 day,
15 minute aggregation period saved 1 week,
1 hour aggregation period saved 1 nonth and
1 day aggregation period saved 1 year
this wll give:

Size of one entry for each aggregation peri od:

Aggr egati on peri ods

1 nmn 15 min 1 hour 1 day
Ti mest anp 14 14 14 14
Tag 5 5 5 5
Poll-Delta 2 3 4 5
Total val ues 96 96 96 96
Peak val ues 0 96 192 288
Fiel d separators 14 28 42 56
Total entry size 131 242 353 464

For each day 60*24 = 1440 entries with a total size of 1440*131 = 189
kB

For each week 4*24*7 672 entries are stored with a total size of

672*242 = 163 kB
For each nmonth 24*30 720 entries are stored with a total size of
720*353 = 254 kB

For each year 365 entries are stored with a total size of 365*464 =
169 kB.

G and total estimated storage for during one year = 775 kB
Report Fornmats

This section suggests sone report fornmats and defines the netrics to
be used in such reports.

1. Report Types and Contents
There are longer-termneeds for nonthly and yearly reports show ng

long-termtendencies in the network. There are short-term weekly
reports giving information about nedi umterm changes in network
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7.

7.

7.

2.

2.

2.

behavi or which coul d serve as input to the nediumterm engineering
approach. Finally, there are daily reports giving the instantaneous
overviews needed in the daily operations of a network.

These reports should give information on

O fered Load Total traffic at external interfaces
O fered Load Segnment ed by "Custoner”

O fered Load Segnent ed protocol /application.
Resource Utilization Li nk/ Rout er

Content of the Reports
1. Ofered Load by Link

Metric categories: input octets per external interface
out put octets per external interface
i nput packets per external interface
out put packets per external interface

The intent is to visualize the overall trend of network traffic on
each connected external interface. This could be done as a bar-chart
giving the totals for each of the four netric categories. Based on
the tinme period selected this could be done on a hourly, daily,

mont hly or yearly basis.

2. Ofered Load by Custoner

Metric categories: input octets per customer
out put octets per custoner
i nput packets per customer
out put packets per customner

The recomendation here is to sort the offered | oad (in decreasing
order) by custoner. Plot the function F(n), where F(n) is percentage
of total traffic offered to the top n custoners or the function f(n)
where f is the percentage of traffic offered by the nth ranked

cust oners.

The definition of what is neant by a "custoner"” has to be done
locally at the site where the statistics are being gathered.

A curul ative plot could be useful as an overview of howtraffic is
di stributed anong users since it enables one to quickly pick off what
fraction of the traffic cones from what nunmber of "users."
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A met hod of displaying both average and peak behaviors in the sane

bar chart is to conpute both the average val ue over sonme period and
the peak val ue during the sane period. The average and peak val ues

are then displayed in the same bar

7.2.3. Resource Utilization Reporting
7.2.3.1. Uilization as Mxi mum Peak Behavi or

Link utilization is used to capture informati on on network | oadi ng.
The polling interval nust be small enough to be significant with
respect to variations in hunman activity, since this is the activity
that drives variations in network | oading. On the other hand, there
is no need to nake it smaller than an interval over which excessive
del ay woul d notably inpact productivity. For this reason, 30 ninutes
is a good estimate of the tinme at which people remain in one activity
and over which prolonged high delay will affect their productivity.
To track 30 nminute variations, there is a need to sanple twi ce as
frequently, i.e., every 15 mnutes. Use of the polling period of 10
m nut es recomrended above should be sufficient to capture variations
inutilization.

A possible format for reporting utilizations seen as peak behaviors
is to use a nethod of conbining averages and peak neasurenents onto
the sanme di agram Conpare for exanple peak-neters on audi o-equi pnent.
If, for exanple, a diagramcontains the daily totals for sone period,
then the peaks woul d be the nost busy hour during each day. If the
diagram were totals on an hourly basis then the peak would be the
maxi num ten-m nute period in each hour

By conbi ning the average and the maxi num values for a certain tine
period, it should be possible to detect line utilization and
bottl enecks due to tenporary high | oads.

7.2.3.2. Uilization Visualized as a Frequency Distribution of Peaks
Anot her way of visualizing line utilization is to put the ten-mnute
sanpl es in a histogramshowi ng the rel ative frequency anong the
sanpl es versus the | oad.

8. Considerations for Future Devel opnent
This nenp is the first effort at formalizing a comon basis for
operational statistics. One major guideline in this work has been to

keep the nmodel sinple to facilitate the easy integration of this
nodel by vendors and NOCs into their operational tools.

Lanbert I nf or mat i onal [ Page 20]



RFC 1857 Qperational Statistics Cct ober 1995

There are, however, sone ideas that could progress further to expand
the scope and usability of the nodel.

8.1. A dient/Server Based Statistical Exchange System

A possible path for devel opment could be the definition of a
client/server based architecture for providing Internet access to
operational statistics. Such an architecture envisions that each NOC
install a server which provides locally collected information in a
variety of fornms for clients.

Usi ng a query | anguage, the client should be able to define the
network object, the interface, the nmetrics and the tinme period to be
provi ded. Using a TCP-based protocol, the server will transmit the
requested data. Once these data are received by the client, they
coul d be processed and presented by a variety of tools. One
possibility is to have an X- Wndow based tool that displays defined
di agranms from data, supporting such diagranms being fed into the X-
W ndow tool directly fromthe statistical server. Another

conmpl enmentary net hod woul d be to generate PostScript output to print
the diagrans. In all cases it should be possible to store the
retrieved data locally for |ater processing.

The client/server approach is discussed further by Henry Cark in
RFC 1856.

8.2. Inclusion of Variables not in the Internet Standard M B

As has been pointed out above in the categorization of nmetrics, there
are metrics which certainly could have been reconmended if they were
available in the Internet Standard MB. To facilitate the inclusion
of such nmetrics in the set of recormended netrics, it will be
necessary to specify a subtree in the Internet Standard MB

contai ning variabl es judged necessary in the scope of performng
operational statistics.

8.3. Detailed Resource Utilization Statistics

One area of interest not covered in the above description of netrics
and presentation formats is to present statistics on detailed views
of the traffic flows. Such views could include statistics on a per
application basis and on a per protocol basis. Today such netrics are
not part of the Internet Standard MB. Tools like the NSF NNStat are
bei ng used to gather information of this kind. A possible way to

achi eve such data could be to define an NNStat M B or to include such
variables in the above suggested operational statistics MB subtree.
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APPENDI X A

Sone fornulas for statistical aggregation
The foll owi ng nam ng conventions are used:
For poll values poll(n)_j

N
j

Pol i ng or aggregation period
Entry nunber

pol1(900) j is thus the 15 minute total val ue.
For peak val ues peak(n, m _j

n
m

j

Peri od over which the peak is cal cul ated
The peak period | ength
Entry nunber

peak(3600,900) j is thus the maxi num 15 ni nute period cal cul ated over
1 hour.

Assune a polling over 24 hour period giving 1440 | ogged entri es.

Wt hout any aggregation we have

pol 1 (60) _1

15 m nute aggregation will give 96 entries of total val ues
pol 1 (900) _1
pol 1 (900) 96

j =(n+14)
pol I (900) _k = SUM poll(60)_j n
j=n k

There will al so be 96 one-m nute peak val ues.
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j =(n+14)
peak(900,60) _k = MAX poll(60)_j n=1,16,31,....,1426
j:n k=1,2,....,96

The next aggregation step is from15 nmnutes to 1 hour. This gives
24 totals.

j =(n+3)
pol 1 (3600) _k = SUM poll (900) j n=1,5,9,..... , 93
j=n k=1,2,....,24

and 24 one-m nute peaks cal cul ated over each hour.

j =(n+3)
peak (3600,60) _k = MAX peak(900,60) j n
j=n k=1,2,....24

and finally 24 15-ni nute peaks cal cul ated over each hour:

j =(n+3)
peak (3600,900) = MAX poll (900) j n=1,5,9,..... , 93
j=n

The next aggregation step is from1l hour to 24 hours. For each day
with 1440 entries as above this will give

j =(n+23)
pol | (86400) _k = SUM poll(3600) j n=1,25,51,.......
j=n k=1,2............

j =(n+23)
peak( 86400, 60) _k = MAX peak(3600,60) j n=1,25,51,....
j=n k=1,2.........
whi ch gives the busiest 1 minute period over 24 hours.
j =(n+23)
peak(86400, 900) _k = MAX peak(3600,900) j n ca
j=n k=1,2,........
whi ch gives the busiest 15 mnute period over 24 hours.

j =(n+23)
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peak(86400, 3600) _k = MAX pol | (3600) _j n=1,25,51,....
j=n k=1,2,........
whi ch gives the busiest 1 hour period over 24 hours.
There will probably be a difference between the three peak values in
the final 24 hour aggregation. A smaller peak period will give higher

val ues than a longer one, i.e., if adjusted to be nunerically
compar abl e.

pol | (86400) /3600 < peak(86400, 3600) < peak(86400, 900) * 4
< peak( 86400, 60) * 60

APPENDI X B

An exanpl e

Assum ng bel ow data storage:

BEG N_DEVI CE:

UNI-1,total: [iflnCctet, 60, 60,ifCQutCctet, 60, 60];
BRD-1,total: [iflnNUcastPkts, 300, 300, ifQut NUcast Pkts, 300, 300]
}
whi ch gi ves
BEG N _DATA:

19920730000000, UNI - 1, 60: (val 1-1, val 2-1);
19920730000060, UNI - 1, 60: (val 1- 2, val 2- 2);
19920730000120, UNI - 1, 60: (val 1- 3, val 2- 3);
19920730000180, UNI - 1, 60: (val 1-4, val 2-4);
19920730000240, UNI - 1, 60: (val 1-5, val 2-5);
19920730000300, UNI - 1, 60: (val 1-6, val 2-6);
19920730000300, BRD- 1, 300: (val 1-7,val 2-7) ;
19920730000360, UNI - 1, 60: (val 1-8, val 2- 8);

Aggregation to 15 m nutes gives

BEG N_DEVI CE:
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UNI -1, total:
BRD- 1, tot al :
UNI - 2, peak:
BRD- 2, peak

where UNI -1
BRD- 1
UNI -2
BRD- 2

whi ch gi ves

BEG N_DATA:

19920730000900, UNI - 1, 900
19920730000900, BRD- 1, 900
19920730000900, UNI - 2, 900
19920730000900, BRD- 2, 900
19920730001800, UNI - 1, 900
19920730001800, BRD- 1, 900
19920730001800, UNI - 2, 900
19920730001800, BRD- 2, 900

Qper at i onal

[iflnCctet,

[iflnCctet,

Statistics Cct ober 1995

60, 900, i f Qut Cct et , 60, 900] ;

[iflInNUcast Pkts, 300, 900, i f Qut NUcast Pkt s, 300, 900] ;

60, 900, i f Qut Cct et , 60, 900] ;

is the 15 m nute total
is the 15 m nute total

is the 1 minute peak
is the 5 minute peak

over 15 minute (peak
over 15 minute (peak

[iflInNUcast Pkts, 300, 900, i f Qut NUcast Pkt s, 300, 900]

peak(1))
peak(1))

:(tot-val 1,tot-val 2);
:(tot-val 1,tot-val 2);
: (peak(1l)-val 1, peak(1)-val 2);
: (peak(1l)-val 1, peak(1)-val 2);
:(tot-val 1,tot-val 2);
:(tot-val 1,tot-val 2);
: (peak(1l)-val 1, peak(1)-val 2);
: (peak(1l)-val 1, peak(1)-val 2);

Next aggregation step to 1 hour generates:

BEG N_DEVI CE:

{

UNI-1,total: [iflnCctet, 60,3600,ifCQutCctet, 60, 3600] ;

BRD-1,total:

[iflnNUcast Pkts, 300, 3600, i f Qut NUcast Pkt s, 300, 3600] ;

UNI -2, peak: [iflnCctet, 60,3600,ifCQutCctet, 60, 3600] ;

BRD- 2, peak:

UNI - 3, peak: [iflnCctet,

BRD- 3, peak:

}

wher e
UNI -1
BRD- 1
UNI -2
BRD- 2
UNI - 3
BRD- 3

Lanbert

nunununonuon

t he
t he
t he
t he
t he
t he

one hour tota
one hour tota

1 minute peak over
5 minute peak over
15 minute peak over
15 minute peak over

1 hour
1 hour
1 hour
1 hour

| nf or mat i onal

[iflnNUcast Pkts, 300, 900, ifQut NUcast Pkts, 300, 900];
900, 3600, i f Qut Cctet, 900, 3600];
[iflnNUcast Pkts, 900, 3600, i f Qut NUcast Pkt s, 900, 3600]

(peak of peak
(peak of peak
(peak = peak(1))
(peak = peak(1))

peak(2))
peak(2))

[ Page 25]



RFC 1857

whi ch gi ves

BEG N_DATA:

Qper at i onal
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19920730003600, UNI - 1, 3600: (tot-val 1,tot-val 2);
19920730003600, BRD- 1, 3600: (tot-val 1,tot-val 2);
19920730003600, UNI - 2, 3600: ( peak(2) -val 1, peak(2)-val 2);
19920730003600, BRD- 2, 3600: ( peak(2) -val 1, peak(2)-val 2);
19920730003600, UNI - 3, 3600: ( peak(1)-val 1, peak(1)-val 2);
19920730003600, BRD- 3, 3600: ( peak(1)-val 1, peak(1)-val 2);
19920730007200, UNI - 1, 3600: (tot-val 1,tot-val 2);
19920730007200, BRD- 1, 3600: (tot-val 1,tot-val 2);
19920730007200, UNI - 2, 3600: (peak(2)-val 1, peak(2)-val 2);
19920730007200, BRD- 2, 3600: (peak(2)-val 1, peak(2)-val 2);
19920730007200, UNI - 3, 3600: ( peak(1)-val 1, peak(1)-val 2);
19920730007200, BRD- 3, 3600: (peak(1)-val 1, peak(1)-val 2);

Finally aggregation step to 1 day generates:

BEG N_DEVI CE:

{
UNI-1,total:

BRD- 1, tot al :
UNI - 2, peak:
BRD- 2, peak
UNI - 3, peak:
BRD- 3, peak
UNI - 4, peak:
BRD- 4, peak
}

[ifInCctet,
[iflnNUcast Pkts,
[ifInCctet,
[iflnNUcast Pkts,
[ifInCctet,
[iflnNUcast Pkts,
[ifInCctet,

wher e
UNI -1 is the
BRD-1 is the
UNI-2 is the
(peak of
UNI-3 is the
UNI-4 is the
BRD-2 is the
(peak of
BRD-3 is the

24 hour tota
24 hour tota

1 hour

BRD-4 is the 1 hour
whi ch gi ves
Lanbert
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60, 86400, i f Qut Cctet, 60, 86400] ;

300, 86400, i f Qut NUcast Pkts, 300, 86400] ;
60, 86400, i f Qut Cctet, 60, 86400] ;

300, 900, ifQut NUcast Pkts, 300, 900];
900, 86400, i f Qut Cctet, 900, 86400] ;
900, 86400, i f Qut NUcast Pkts, 900, 86400] ;
3600, 86400, i f Qut Cctet, 3600, 86400] ;

[iflInNUcast Pkts, 3600, 86400, i f Qut NUcast Pkt s, 3600, 86400]

1 minute peak over 24 hour
peak of peak = peak(3))
15 minute peak over 24 hour
peak over 24 hour
5 minute peak over 24 hour
peak of peak = peak(3))
15 minute peak over 24 hour
peak over 24 hour

(peak of peak = peak(2))
(peak = peak(1))
(peak of peak = peak(2))

(peak = peak(1))
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BEG N_DATA:

19920730086400, UNI - 1, 86400:
19920730086400, BRD- 1, 86400:
19920730086400, UNI - 2, 86400:
19920730086400, BRD- 2, 86400:
19920730086400, UNI - 3, 86400:
19920730086400, BRD- 3, 86400:
19920730086400, UNI - 4, 86400:
19920730086400, BRD- 4, 86400:
19920730172800, UNI - 1, 86400:
19920730172800, BRD- 1, 86400:
19920730172800, UNI - 2, 86400:
19920730172800, BRD- 2, 86400:
19920730172800, UNI - 3, 86400:
19920730172800, UNI - 3, 86400:
19920730172800, UNI - 4, 86400:
19920730172800, BRD- 4, 86400:

Security Considerations
Security issues are discussed
Aut hor’ s Address

M chael H. Lanbert
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(tot-val 1,tot-val 2);
(tot-val 1,tot-val 2);
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(peak(3)-val 1, peak(3)-val 2);
(peak(3)-val 1, peak(3)-val 2);
(peak(2)-val 1, peak(2)-val 2);
(peak(2)-val 1, peak(2)-val 2);
(peak(1l)-val 1, peak(1)-val 2);
(peak(1l)-val 1, peak(1)-val 2);

(tot-val 1,tot-val 2);
(tot-val 1,tot-val 2);

(peak(3)-val 1, peak(3)-val 2);
(peak(3)-val 1, peak(3)-val 2);
(peak(2)-val 1, peak(2)-val 2);
(peak(2)-val 1, peak(2)-val 2);
(peak(1l)-val 1, peak(1)-val 2);
(peak(1l)-val 1, peak(1)-val 2);

in Section 2.4.
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