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| nt roducti on

Mul ti cast protocols have been devel oped to support group
conmuni cati ons. These protocols use a one-to-many paradi gm for
transni ssion, typically using class D Internet Protocol (IP)
addresses to specify specific nulticast groups. Wile designing
network services for reliable transm ssion of very large imagery as
part of the DARPA-sponsored |InNet program we have revi ewed existing
mul ti cast protocols and have deternined that none neet all of the
requi rements of image comuni cations [3]. This RFC reviews the
current state of multicast protocols, highlights the m ssing
features, and notivates the design and devel opnent of an enhanced
mul ti cast protocol.

First, the requirenments for network services and underlying protocols
related to i mage comunications are presented. Existing protocols
are then reviewed, and an anal ysis of each protocol against the
requirenments is presented. The analyses identify the need for a new
mul ticast protocol. Finally, the features of an ideal reliable
mul ti cast protocol that adapts to network congestion in the

transni ssion of large data volunmes are presented. Additional network
conmponents needed to fully support the new protocol, including a
Miul ti cast Group Authority and nodifications to existing routing
protocols, are also introduced.

The I mage Communi cations Probl em

2.1 Scope

| mmge managenent and communi cati ons systens are evolving fromfilm
based systens toward an all-digital environnent where imagery is
acquired, transmitted, analyzed, and stored using digital conputer
and communi cati ons technol ogies. The throughput required for
conmuni cating | arge nunbers of very large inmages is extrenely | arge,
consi sting of thousands of terabytes of imagery per day. Tenporal
requirements for capture and di ssem nation of single inmages are

stringent, ranging fromseconds to at nost several mnutes. |nmagery
will be viewed by hundreds of geographically distributed users who
will require on-demand, interactive access to the data.
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Traditional imaging applications involve imges on the order of 512
by 512 pixels. |In contrast, a single imge used for renpte sensing
can have tens of thousands of pixels on a side. Miltiplying the data
vol ume associated with renotely sensed i mages by even a small nunber
of users clearly notivates noving beyond the current suite of
reliable protocols.

Basi ¢ i mage comuni cati on applications involve distribution of

i ndi vidual images to nultiple users for both individual and

col | aborative anal yses, and network efficiency requires the use of
mul ticast protocols. Areas where nulticasting offers significant
advant ages include real -tinme i mage acqui sition and di ssem nati on,
di stribution of annotated inage-based reports, and inmage
conferencing. |mages are viewed on a heterogeneous set of

wor kstations with differing processing and di splay capabiliti es,
traveling over a heterogeneous network with bandw dths varying by up
to six orders of magnitude between the initial down |ink and the
sl owest end user.

2.2 Requirenents

Mul ticast protocols used for inmge comuni cati ons rnust address
several requirenments. Setting up a multicast group first requires
assigning a nulticast group address. Al multicast traffic is then
delivered to this address, which inplies that all nenbers of the
group nmust be listening for traffic with this address.

Wthin an i nage conmuni cations architecture such as that used for the
I MNet program diversity and adaptability can be accommodat ed by
trading quality of service (i.e., imge quality) with speed of
transnission. Milticast support for quality-speed trades can be
realized either through the use of different multicast groups, where
each group receives a different inage quality, or through the use of
a single hierarchical streamw th routers (or users) extracting

rel evant portions.

Due to the current inability of routers to support selective

transm ssion of partial streams, a nmultiple stream approach is being
used within ImNet. Efficient operation using a nultiple stream
approach requires that users be able to switch streans very quickly,
and that streams with no |isteners not be dissemn nated.

Consequently, rapid configuration of nulticast groups and rapid

swi tchi ng between nulticast groups switching is essential.

I nevi tably, network congestion or buffer overruns result in packet
loss. Afull range of transport reliability is required within an

i mge conmuni cations framework. For sonme applications such as inage
conferenci ng, packet |oss does not present a problem as dropped nouse
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novenments can be di scarded with no nmeani ngful degradation in utility.
However, for functions such as inage archiving or detail ed i nage

anal ysis, transport nust be conpletely reliable, where any dropped
packets nust be retransnitted by the sender. Additionally, severa

hi erarchi cal image conpressi on nethods can provi de useful, albeit
degraded, imagery using a sem-reliable service, where higher |evel
data is transmitted reliably and the |ower |level data is transmtted
unreliably.

In support of reliable transport, image conmuni cati ons services nust
al so support adaptation to network congestion using flow contro
mechani sns. Flow control regulates the quantity of data placed on
the network per unit tinme interval, thereby increasing network

ef ficiency by reducing the nunber of dropped packets and avoi ding the
need for |arge nunbers of retransm ssions.

3. Review of Existing Multicast Protocols

Several existing protocols provide varying |levels of support for

mul ticasting, including |P/Miulticast [5], the Xpress Transfer
Protocol (XTP) [11], and Experinmental Internet Stream Protoco
Version 2 (ST-11) [10]. Wile the Versatile Message Transaction
Protocol (VMIP) [4] al so supports nulticast, it has been designed to
support the transfer of small packets, and so is not appropriate for
| arge i mage conmuni cations. Additionally, a specification exists for
the Multicast Transport Protocol (MIP) [2].

The i nage communi cation requirenments for a nulticast protocol include
mul ti cast group address assignnment, group set-up, menbership

mai nt enance (i.e., join, drop, and sw tch nmenbership), group tear-
down, error recovery, and flow control, as presented above. The
remai nder of this section discusses how well each of the existing
protocols neets these requirenents.

3.1 | P/ Ml ticast

| P/ Multicast is an extension to the standard I P network-I evel

protocol that supports nulticast traffic. |P/ Milticast has no
address allocation nechanism wth addresses assigned either by an
outside authority or by each application. This has the potential for
address contention anong nultiple applications, which would result in
the traffic fromthe different groups beconi ng comi ngl ed.

There is no true set-up processing for IP/Milticast; once an address
is deternmined, the sender sinply transnits packets to that address
with routers deternmining the path(s) taken by the data. The receiver
side is only slightly nore conplex, as an application nust issue an
add nmenbership request for IPto listen to traffic destined to the
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desired address. If this is the first nenber of a group, IP

mul ticasts the request to routers on the | ocal network using the
Internet Goup Miulticast Protocol (IGW) for inclusion in routing
tables. Milticast packets are then routed |like all other |IP packets,
with receivers accepting traffic addressed to joined groups in
addition to the normal host address.

A major problemw th the IP/Milticast set-up approach is informng
hosts of multicast group addresses. |f addresses are dynamcally

al l ocated, then a nmechani sm nust be established for informng

recei vers which addresses have been assigned to which groups. This
requires a mnimmof one round trip tinme, with an address requested
froma server and then returned to the receiver.

Dr oppi ng nenbership in a group involves issuing a request to the

I ocal 1P, which decrements the count of nenbers in the IP tables.
However, no special action is taken when group nenbership goes to
zero. Instead, a heartbeat nechanismis used in which hosts are
periodically polled for active groups, and routers stop forwarding
group traffic to a network only after several polls receive no
activity requests for that group to ensure that a nenbership report
is not lost or corrupted in transit. This causes the probl em of
unneeded traffic being transmtted, due to a long periodicity for the
heart beat (m ni mum of one m nute between polls); consequently there
is no method for quickly dropping a group over a given path, inpeding
attenpts to react to network congestion in real-tine.

Finally, there is no transport |evel protocol conpatible with
| P/Multicast that is both reliable and inplenents a flow control
mechani sm

3.2 XTP

XTP is a conbined network and transport |evel protocol that offers
significant support for nulticast transfers. As with IP/Milticast,
XTP of fers no i nherent address nanagenent schene, so that an outside
authority is required.

XTP is also sinmilar to IP/Milticast as there is no explicit set-up
processi ng between the sender and the receivers prior to the
establ i shment of group communi cations. Wile there is inplicit
processing in key managenent, an external nechanismis required for
passing the nulticast group address to the receivers. The receivers
nmust have established "filters" for the address prior to transm ssion
in order to receive the data, and suffers the sane problens as

| P/ Mul ticast.

In contrast to I P/Milticast, XTP does require explicit handshaking
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between the sender and receivers that wish to join an existing group
however, there is no parallel communication for receivers dropping
out of groups, and the only mechanismfor a sender to know if there
are any receivers is the polling schene used for error control and
recovery. This causes the sane problens with sending traffic to
groups without nenbers di scussed under | P/ Milticast.

The XTP specification does not address how routers distribute a
mul ti cast stream anmong di fferent connected networks; however it does
i nclude a discussion of the optional bucket, danping, slotting, and
cloning algorithns to reduce duplicate nulticast traffic within a

| ocal networKk.

The specification allows the user to determ ne whether mnulticast
transfers are unreliable or senmi-reliable, where sem -reliable
transfers are defined to provide a "high-probability of success [9]"
of delivery to all receivers. Reliability cannot be guaranteed due
to the fact that XTP does not maintain the cardinality of the
receiver set, and so cannot know that the data has been received by
all hosts.

XTP recovers fromerrors using a go-back-n approach (assumi ng that

t he bucket al gorithm has been inplenented) by retransmitting dropped
packets to all menbers of the multicast group, as group nenbers are
unknown. This has the potential of flooding the network if only a
singl e receiver dropped a packet. If all dropped packets belong to a
single network on an internet, with traffic generated over the entire
connect ed networKk.

3.3 ST-11
ST-11 is another network protocol that provides support for mnulticast
comuni cations. Similar to IP/Miulticast and XTP, ST-11 requires a

separate application-specific protocol for assigning and
comuni cating nulticast group addresses.

While ST-11 is a network level protocol, it guarantees end-to-end
bandwi dt h and del ay, and so obviates the need for many of the
functions of a transport protocol. The guarantee is provided by

requiring bandwi dth reservations for all connections, which are nmade
at set-up tine, and ensuring that the requested bandwi dth is
avai |l abl e throughout the lifetinme of the connection. The enforcenent
policy ensures that the sanme path is followed for all transm ssions,
and prohibits new connections over the network unless there is
sufficient bandwi dth to accombdate the expected traffic. This is
acconpl i shed by nmintaining the state of all connections in the
network routers, trading the overhead of this connection set-up for

t he performance guarant ees.
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Connection set-up involves negotiation of the bandw dth and del ay
paraneters and path between the sender, internediate routers, and
receivers. |If the requested resources cannot be nade avail able, the
sender is given the option of either accepting what is available or
cancel i ng the connection request.

To add a new user to an existing group, the new receiver mnust first
comuni cate directly with the sender using a different protocol to
exchange rel evant information such as the group address. The sender
then requests ST-11 to add the new receiver, with the basic
connection set-up processing invoked as before with the new
connection conpleted only if there is sufficient bandwi dth to process

t he user.

Wil e the resource guarantee systeminposed by ST-11 tries to prevent
networ k congestion fromoccurring, there are situations where
priority traffic nust be introduced into the network. ST-11 makes

this very expensive, as the resource requirenents for existing
connections nust be adjusted, which can only be acconplished by the
origin of each stream This nust be conpleted prior to the
connection set-up for the priority stream introducing a |arge del ay
before the inportant data can be transnitted.

ST-11 connections can be closed by either the sender or the receiver.
When the | ast receiver along a path has been renoved, the resources
all ocated over that path are released. Wen all receivers have been
renoved, the sender in infornmed and has the option of either adding a
new recei ver or tearing down the group

3.4 MIP

MIP is a transport |evel protocol designed to support efficient,
reliable multicast transm ssions on top of existing network protocols
such as IP/Multicast. It is based on the notion of a nulticast
"master” which controls all aspects of group comrunications.

Al'l ocation of a specific group address, or network service access
point, is not considered part of MIP, and as with the other nulticast
protocols requires the use of an outside addressing authority. The
MIP specification does require the master to nake a "robust effort
[2]" to ensure the address selected is not already in use by trying
to join an existing group at that address, but the problens described
above remain.

Once the address is established, receivers issue a request to join
the existing group using a unique connection identifier that is pre-
assigned. The MIP specification addresses neither how the identifier
is allocated nor how the receivers learn its value, but is assuned to
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be handl ed through an external protocol. The join request specifies
whet her the receiver wishes to be a producer of information or only a
recei ver, whether the connection should be reliable or best effort,
whet her the receiver is able to accept multiple senders of

i nformati on, the mini numthroughput desired, and the naxi num data
packet size. |If the request can be granted, then the master replies
with an ACK with a nulticast connection identifier; otherwi se a NAK

i s returned.

Dr oppi ng nenbership in a group is coordi nated through the naster

The specification does not address what action the master should take
when the group is reduced to a single nenber, but a | ogical action
woul d be to stop distributing transmt tokens if there are no active
receivers.

One of the major features in MIP is the ordering of received data.
The master distributes transmt tokens to data producers in the
group, which allow data to be provided at a specified rate. Rate
control provides flow control within the protocol, w th nmenbers that
cannot maintain a mninumflow requested to | eave the group

Error recovery utilizes a NAK-based sel ective retransm ssion schene.
Senders are required to maintain data for a tine period specified by
the master, and to be able to retransnit this data when requested by
menbers of the group. These retransmi ssions are nmulticast to the
entire group, requiring receivers to be able to cope with duplicate
packets. If a retransm ssion request arrives after the data has been
rel eased, the sender nust NAK the request.

A potential problemw th MIP is the significant anmount of overhead
associated with the protocol, with virtually all control traffic

flowi ng through the master. The extra delay and congestion nmakes MIP
i nappropriate for the image di ssem nation applications.

3.5 Summary

Qur anal ysis has determ ned that there are significant problenms wth

all of the major multicast protocols for the reliable, adaptive

mul ticast transport of large data itenms. The problens include

i nadequat e address nmanagenent, excessive processing of contro

i nformati on, poor response to network congestion, inability to handle
high priority traffic, and suboptinmal error recovery and

retransm ssion procedures. W have devel oped a high-1evel notion of

the requirenments for a service that addresses these issues, which we

now di scuss.
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4. Protocol Suite for Reliable, Adaptive Milticast

We present an integrated set of three basic conponents required to
provide a reliable multicast service: the Miulticast G oup Authority
(MzA); the Reliable, Adaptive Milticast Protocol (RAMP); and nodified
routing algorithns. These conponents are designed to be conpatible
with, and take full advantage of, reservation systens such as RSVP
[12].

In this discussion, we have broadened the definition of the term
"Quality of Service (Q0S)." There are nany applications where the

i nformati on content of the underlying data can be reduced through
data conpression techni ques. For exanple, a 1,024 x 1,024 pixel

i mmge can be sub-sanpled down to 512 x 512 pixels. This degradation
results in a lower quality of service for the end user, while
reducing the traditional network QOS requirenents for the transfer.

4.1 The Multicast Goup Authority

The Multicast Group Authority (M3A) provides services related to
managi ng the multi cast address space and hi gh-1evel managenent
support to existing nulticast groups. The MGA has three primry
responsibilities: address managenent, service registration, and group
menber shi p mai nt enance.

The MAA is hierarchical in nature, simlar to the Internet Domain
Nane System (DNS) [7]. Requests for service are directed to an MGA
agent on the |ocal workstation, which are propagated upwards as
required.

4.1.1 Address Managenent

The MAA is responsible for the allocation and deall ocation of
addresses within the Internet Cass D address space. Address
requests received fromapplication processes or other M3A nodes
result in a block of addresses being assigned to the requesting MGA
node. The size of the address bl ock allocated is dependent on the
position of the requester in the MGA hierarchy, to reduce the nunber
of address requests propagated through the MGA tree.

Figure 1 can be used to show what happens when an application
requests a nulticast address fromthe authority at node 1.1.1.
Assuming that this is the first request fromthis branch of the MA:A,
node 1.1.1 issues a request to its parent, node 1.1, which propagates
the request to node 1. Node 1 passes this request to the root, which
i ssues a block of, say, 30 class D addresses. O these 30, 10 are
returned to node 1.1, with the remaining 20 reserved for requests
fromnode 1's other children. Simlarly, node 1.1 passes 3 addresses
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to node 1.1.1, reserving the other 7 for future requests. Finally,
node 1.1.1 answers the applications request for an address, keeping
the remai ning 2 addresses for future use.

| root |
/] \
/ | \
|1 | | n
I ]\
/ | \
| 1.1 ] | 1.n |
I ]\
/ | \
|1.1.1 | [1.1.n |

Figure 1. Sanple MGA Hierarchy

When t he root exhausts the address space, a request is nmade to the
children for reclamation of unused addresses. This request
propagates down the tree, with unused addresses passed back through
the hierarchy and returned to the address pool. |If the entire
address space is in use, then requests for additional addresses are
not honor ed.

Wien an application no longer requires an address, it is returned to
the local MGA node, which keeps it until either it is requested by
anot her application, it is requested by its parent, or the node is
termnated. At node term nation, all avail able addresses are
returned to the parent. Parents periodically send heartbeat requests
to their children to ensure connectivity, and | ocal nodes simlarly
pol | applications, with addresses recalled if the queries are not
answer ed.

4.1.2 Service Registration, Requests, Release, and G oup Menbership
Mai nt enance

The MGA maintains the state of all registered nulticast services and
receivers. State information includes the nunber of nenbers

associ ated with each group by requested QOS reliability, which is
updated as services are offered or rescinded and as nenbers join or
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| eave a group. The state information is used to ensure that there is
at | east one group nmenber listening to each nmulticast transfer

Servers register the availability of service, specifying whether
reliable service is available [section 4.2.2] and optionally the
nunber of qualities of service offered [section 4.2.1]. A nulticast
group address is allocated fromthe address pool and the service is
assigned an identifier as required. |If a reservation protocol that
requires information fromthe server (such as RSVP) is in use, then
the MAA notifies the reservation systemof the service with any
required paranmeters. The service registration is propagated through
the MAA, so that potential clients can discover service availability.
However, servers do not begin data transfers until directed to do so
by the MGA.

Client requests for service are al so processed through the MAA
Servi ce requests specify a service, a desired quality of service, and
areliability indication. |If the request is for a service that has
been registered, then the routing support is directed to add a route
for the new user [section 4.3.1]. |If necessary, the MAA al so
notifies the reservation protocol. |If either the requested QOS is
not being provided or it is provided unreliably and the request is
for reliable transport, then the service provider is also notified.

If the service has not yet been registered, an identifier for the
service is assigned and the request is queued for when the service is
registered. 1In either case, a response is sent to the requester.

Requests for termnation of group nenbership are also sent to the
MGA. If the request originates at a client, the M3A notifies the
routing function and reservation protocol of the term nation in case
the route should be released [section 4.3.2]. |If termination results
in a given QOS no | onger having any recipients, the service provider
is notified that the QOS is no |onger required and should not be
transnitted. Server-directed group terninations followa sinilar
procedure, with all clients of the group notified, and the service
offering is renoved fromthe MGA state tables.

4.2 The Reliable Adaptive Milticast Protocol (RAMP)

RAMP is a transport-1level protocol designed to provide reliable
mul ti cast service on top of a network protocol such as | P/ Milticast,
with unreliable transport also available. RAMP is build on the

prem se that applications can request one quality of service (using
our extended definition), but only require reliable transmission at a
| ower |evel of quality. For exanple, consider the transm ssion of

hi erarchical inmage data, in which a base spatial resolution is
transmtted, followed by higher resolution data. An application may
require the base data to be sent reliably, but can tol erate dropped

Braudes & Zabel e [ Page 11]



RFC 1458 Requirenents for Milticast Protocols May 1993

packets for the higher resolution by using interpolation or pixe
replication fromthe base |level to approxinate the nissing data.
Simlar nethods can be applied to other data types, such as audio or
vi deo.

4.2.1 Quality of Service Levels

RAMP allows a nmulticast service to be provided at multiple qualities
of service, with all or some of these levels transmitted reliably.
These QOS can be distributed across different groups using different
class D addresses, or in the sinplest case be transnmitted in

i ndi vidual groups. Single packets can be used for either a single
QCS, or may be applicable to nultiple qualities of service.

When a data packet is transmitted, a header field indicates the QOS

| evel (s) associated with that packet. In the old IP inplenmentations,
the Type of Service field can be used as a bit field with one bit for
each applicable QOS, although this is inconpatible with RFC 1349 [1].
If a packet is required for multiple QOS, then nultiple values are
encoded in the field. The RAMP host receiver protocol only accepts
those packets addressed to a group in which an application has
request ed nenbership and that has a QOS value which is in the set of
val ues requested by the receivers.

The quality of service requested within a flow can be nodified during
the life of the flow QOS nodification requests are forwarded to the
MZA, whi ch reduces the nunber of receivers in the original QOS group
and i ncrenents the count for the requested QOS. These changes are
propagat ed through the M3A hierarchy, with the server notified if
either the original QOS has no renaining receivers or if the new QOS
is not currently being served; simlarly, the routers are notified if
routi ng changes are required.

4.2.2 Error Recovery

Sequence nunbers are used in RAMP to determine the ordering of
packets within a multicast group. Mechanisns for ordering packets
transmtted fromdifferent senders is a current research topic [2,
6], and an appropriate sequencing algorithmw |l be incorporated
within the protocol.

Applications exist that do not require in-order delivery of data; for
exanpl e, sone image servers include position identification
information in each packet. To enhance the efficiency of such
schenes, RAMP includes an option to allow out-or-order delivery of
packets to a receiver.
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A NAK- based sel ective retransm ssion schene is used in RAMP to

m ni m ze the protocol overhead associated with ACK-based schenes.
When a receiver notices that one or nore packets have not been
received, and the transnission is reliable, a request is sent to the
sender for the span of packets which are m ssing.

RAVP at the sender aggregates retransmi ssion requests for the tine
specified by the retransmi ssion hold tiner [section 4.2.3]. After
this tine, the requests are evaluated to determine if sufficient
receivers dropped a given packet to make multicasting the

retransm ssion worthwhile by conparing it to a threshold value. Al
packets that have received a nunber of retransm ssion requests
greater than the threshold are nulticast to the group address, with
ot her packets unicast to the individual requesters. The proposed
retransm ssion schene is a conprom se between the extrenes of

mul ticasting and unicasting all retransmissions. The rationale is
that nulticasting a request issued by a single sender unnecessarily
fl oods networks which had no packet |oss, while unicasting to a |arge
nunber of receivers floods the entire network. The optimal approach,
dynamically constructing a new nulticast group for each dropped
packet, is currently too costly in ternms of group set-up tinme.

For those cases where the service provider is unable to retransmt
the data due to released or overwitten buffers, the protocol
delivers NAK responses using either nulticast or unicast based on the
nunber of retransmni ssion requests received.

4.2.3 Fl ow Control

RAMP utilizes a rate-based flow control nechanismthat derives rate
reductions fromrequests for retransm ssion or router back-off
requests (i.e., ICWMP source guench nmessages), and derives rate

i ncreases fromthe nunber of packets transnitted w thout

retransm ssion requests. Wen a retransm ssion request is received,
the protocol uses the nunber of packets requested to conpute a rate
reduction factor. Sinmlarly, a different reduction factor is
comput ed upon recei pt of a router-generated squel ch request. The
rate reduction factors are then used to conpute a reduced rate of
transm ssi on.

When a gi ven nunber of packets have been transnmitted w thout packet
loss, the rate of transmission is increnentally increased. The size
of the increase will always be smaller than the size of the small est
rate decrease, in order to mnimze throttling.

The retransm ssion hold tinmer is nodified according to both

application requests and network state. As the nunber of
retransm ssion requests rises, the hold tinmer is increnented to
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m ni m ze the nunber of duplicate retransmissions. Simlarly, the
timer is decrenmented as the nunber of retransnission requests drops.

RAVP all ows for priority traffic, which is marked in the packet
header. The protocol transmits a variable nunber of packets from
each sending process in proportion to the priority of the flow

4.3 Routing Support

The protocol suite requires routing support for four functions: path
set-up, path tear-down, forwarding based on QOS val ues, and
prioritized packet |oss due to congestion. The support mnust be
integrated into routers and network-Ievel protocols in a sinilar
fashion to 1 GW [8].

Partial support comes as a direct consequence of using reservation
protocols such as RSVP. This RFC does not nmandate the neans of

i npl enenting the required functions, and the specified protocols are
conpati bl e with known reservation protocol s.

The routers state tables nmust maintain both the nulticast group
address and the QOS | evel (s) requested for each group on each

out bound interface in order to nmake appropriate routing decisions
[section 4.3.3]. Therefore, the router state tables are updated
whenever group nenbershi p changes, including QOS changes.

4.3.1 Path Set-up

Routers receive path set-up requests fromthe MGA as required when
new nenbers join a multicast group, which specifies the inconming and
outgoing interfaces, the group address, and the QOS associated with
the request. Wen the nessage is received, the router establishes a
pat h between the server and the receiver, and subsequently updates
the multicast group state table. The mechani smused to discern the
network interfaces is not specified, but may take advantage of other
protocols such as the RSVP path and reservati on mechani sm

4.3.2 Path Tear-down

Pat h tear-down requests are al so propagated through the routers by
the MGA when group nenbershi p changes or QOS changes no | onger
require data to be sent over a given route. These are used to inform
routers of both deletions of QOS for a given path and del eti ons of
entire paths. The purpose of the nmessage is to explicitly renpve
route table entries in order to nmininze the time required to stop
forwarding nulticast data across networks once the path is no | onger
required.
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4.3.3 Miulticast Routing Based on Quality of Service

Traditional multicast routing formul ates route/don’t route decisions
based on the destination address in the packet header, w th packets
duplicated as necessary to reach all destinations. |In the proposed
new protocol suite, routers also consult the QOS field for each
packet as different paths may have requested different qualities of
service. Packets are only forwarded if the group address has been
requested and the quality of service specified in the header is
requested in the state table entry for a given interface.

4.3.4 Quality of Service Based Packet Loss

Net wor kK congestion causes router queues to overflow, and as a result
packet | oss occurs. The QOS and priority indications in the packet
headers can be used to prioritize the order in which packets are
dropped. First, packets with the priority field set in the header
are dropped last. Wthin packets of equal priority, packets are
dropped in order of QOS, with the highest QOS packets dropped first.
The rationale is that other packets with | ower QOS may be usabl e by
receivers, while packets with high QOS may not be usable without the
| oner QOS dat a.

5. Interactions Anong the Conponents: An Exanple

The MGA, RAMP, and routing support functions all cooperate in the
mul ti cast process. As an exanple, assunme that a network exists with
a single server (S), three routers (Rl, R2, and R3), and two clients
(Cl1 and C2). The path between S and Cl goes through Rl and R2, while
the path between S and C2 goes through R1, R2, and R3. The network
is shown in figure 2.

Figure 2. Sanple Network Configuration
Servi ce Registration

Wen Sis initiated, it registers a service with the M3A node in
the local workstation, offering reliable service at two qualities
of service, QL and @2. As this is the first nmulticast offering on
the workstation, the local MGA requests a block of multicast
addresses fromthe hierarchy, and assigns an address and service
identifier to S. |If the RSVP reservation protocol is in operation
the local MGA node in S notifies RSVP to send a RpathS

nmessage out for the service, which goes through Rl, R2, and R3,
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reaching the RSVP nodes on Cl1 and C2. The service and its
characteristics are propagated throughout the MGA hierarchy,
ultimately reaching the MGA nodes resident on ClL and C2. The
service is now avail abl e t hroughout the network.

Servi ce Request and Path Set-up

The client Cl requests reliable service fromS at QOS Ql, by
issuing a request to the MGA node in Cl. |If a reservation protocol
isinuse, thenit is used to reserve bandwi dth and establish a
pat h between the sender and receiver, going through Rl and RZ;

ot herwi se, the path is established through Rl and R2 by the routing
protocol. Rl now forwards all packets fromS with QOS QL al ong the
path to R2, which routes themto Cl1. 1In concert with the path
set-up, the add nenbership request is propagated through MGA to the
server workstation. The local M3A tables are checked and it is
noted that the service is not currently being offered, so the
server is notified to begin reliable distribution of the service at

QL.
Initial Delivery

The server now begins transmitting QL data which is observed by RI.
R1 i nspects the header and notes that the packet has QOS QL. The
routing tables specify that Q0OS QL for this address are only
forwarded along the interface leading to R2, and Rl acts
accordingly. Sinmilarly, R2 routes the packet to Cl. Wen the data
arrives at Cl, the RAMP node inspects the QOS and destination
address fields in the header, accepts the packet, and forwards it
to the Cl client process.

Error Recovery

During transmission, if the RAMP node in Cl realizes that packets
have been dropped, a retransm ssion request is returned to the
server identifying spans of the m ssing packets. The RAMP node
accepts the packet, builds the retransni ssion packets, and sets the
retransm ssion hold timer. Wen the tinmer expires, the nunber of
retransm ssion requests for each m ssing packet is conpared agai nst
the threshol d, and the packets are either unicast directly to the
requesters or nulticast to the entire group. As in this case there
is only requester, the threshold is not exceeded and the packets
are retransmtted to ClUs uni cast address.

G oup Menbership Addition

Client C2 now joins the group, requesting reliable transm ssion at
Qs @@. Following the process used for Cl, the request propagates
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through the MGA (and potentially reservation protocol) hierarchy.
Upon conpl etion of the request processing, Rl routes packets for
Qs QA and Q2 to R2, while R2 forwards QOS QL packets to ClL and
packets to R3; client ClL only accepts packets narked as QL while C2
only accepts @ packets. The server is notified that it now has
clients for @, and begins serving that QOS in addition to QL.

QOCS Based Routing

First, assune that QOS QL data is independent of QOS @2 data. When
the server sends a packet with QL marked in the header, the packet
is received by R1 and is forwarded to R2. R2 receives the packet,
and sends it out the interface to Cl, but not to R3. Next, the
server delivers a packet for 2. Rl receives the packet and sends
it to R2, which forwards it to R3 but not to Cl. R3 accepts the
packet, and forwards it to C2.

Now, assune that either 2 is a subset of Ql, or that receivers of
QL data also require @ data as in conditional conpression schenes.
Therefore, all 2 packets are marked for both QL and @, while the
remai ni ng QL packets only have QL set in the header. Ql-only
packets are routed as before, following the path S -> Rl -> R2 ->
Cl. However, Q2 packets are nowrouted fromSto RL to R2, at

whi ch point R2 duplicates the packets and sends themto both Cl1 and
R3, with R3 forwarding themto C2. At Cl, these packets have QL
mar ked, and so are accepted, while at C2 the packet is accepted as
the @ bit is verified.

G oup Menbership Del etion

When C1 issues a drop nenbership request, the MGA on the client
wor kstation is notified, and the request is propagated through the
MGA hi erarchy back to the server MGA node. In parallel, the
routers are notified to close the path, as it is no |onger

requi red, possibly through the reservation protocol. As this is
the last client for the QL Q0S, the server is inforned to stop
transnitting QL data, with @ data unaffected. A sinilar process
occurs when C2 drops nenbership fromthe group, |eaving the server
idle. At this point, the server has the option of shutting down
and returning the group address to the M&EA, or to continue in an
idle state until another client requests service.
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Security Considerations
Security issues are not discussed in this neno.
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