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Abstract

An increase in the permssible initial wi ndow size of a TCP
connection, fromone segnent to three or four segnments, has been
under discussion in the tcp-inpl working group. This docunent covers
sone sinulation studies of the effects of increasing the initial

wi hdow si ze of TCP. Both long-lived TCP connections (file transfers)
and short-Iived web-browsing style connections were nodel ed. The
simul ati ons were performed using the publicly avail able ns-2

simul ator and our custom nodels and files are al so avail abl e.

1. Introduction

We present results froma set of sinmulations with increased TCP
initial window (IW. The main objectives were to explore the

condi tions under which the larger IWwas a "win" and to determ ne the
effects, if any, the larger | Wnight have on other traffic flows
using an | Wof one segnent.

This study was inspired by discussions at the Munich | ETF tcp-inpl
and tcp-sat neetings. A proposal to increase the | Wsize to about 4K
bytes (4380 bytes in the case of 1460 byte segnents) was di scussed.
Concerns about both the utility of the increase and its effect on
other traffic were raised. Sone studies were presented showi ng the
positive effects of increased |Won individual connections, but no
studi es were shown with a wide variety of simnultaneous traffic flows.
It appeared that some of the questions being raised could be
addressed in an ns-2 simulation. Early results fromour sinulations
were previously posted to the tcp-inpl mailing Iist and presented at
the tcp-inpl WG neeting at the Decenber 1997 | ETF.
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2. Mbdel and Assunptions

We sinulated a network topology with a bottleneck Iink as shown:

10Mb, 10Mo,
(all 4 1inks) (all 4 1inks)
C n2___ né S
[ n3g__ \ /I n7 e
i \\ 1.5Mo, 50ns /1 r
e NO --------mmmmm e e - nl \
n ng__ /1 v\ n8 e
t ns. / \ n9 r
S S
URLS --> <--- FTP & Wb dat a

Fil e downl oadi ng and web-browsing clients are attached to the nodes
(n2-n5) on the left-hand side. These clients are served by the FTP
and Wb servers attached to the nodes (n6-n9) on the right-hand side.
The links to and fromthose nodes are at 10 Mips. The bottl eneck Iink
is between nl and n0. Al links are bi-directional, but only ACKs,
SYNs, FINs, and URLs are flowing fromleft to right. Sonme sinulations
were al so performed with data traffic flowng fromright to |eft

si mul taneously, but it had no effect on the results.

In the sinulations we assuned that all ftps transferred 1-MB files
and that all web pages had exactly three enbedded URLs. The web
clients are browsing quite aggressively, requesting a new page after
a random delay uniformy distributed between 1 and 5 seconds. This is
not neant to realistically nodel a single user’s web-browsing
pattern, but to create a reasonably heavy traffic | oad whose

i ndi vidual tcp connections accurately reflect real web traffic. Sone
di scussion of these nodels as used in earlier studies is available in
references [3] and [4].

The maxi mumtcp wi ndow was set to 11 packets, maxi num packet (or
segnent) size to 1460 bytes, and buffer sizes were set at 25 packets.
(The ns-2 TCPs require setting wi ndow sizes and buffer sizes in
nunber of packets. In our tcp-full code sone of the interna
paraneters have been set to be byte-oriented, but external val ues
must still be set in nunber of packets.) In our simulations, we
varied the nunber of data segnents sent into a new TCP connection (or
initial window) fromone to four, keeping all segnments at 1460 bytes.
A dropped packet causes a restart wi ndow of one segnment to be used,
just as in current practice.
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For ns-2 users: The tcp-full code was nodified to use an
"application" class and three application client-server pairs were
written: a sinple file transfer (ftp), a nodel of httpl.0 style web
connection and a very rough nodel of httpl.1 style web connection
The required files and scripts for these sinulations are avail abl e
under the contributed code section on the ns-simulator web page at
the sites ftp://ftp.ee.lbl.gov/IW{tar, tar.Z} or http://ww-
nrg.ee.lbl.gov/floyd/tcp_init_wn. htm.

Sinmulations were run with 8, 16, 32 web clients and a nunber of ftp
clients ranging fromO to 3. The IWwas varied from1l to 4, though
the 4-packet case lies beyond what is currently reconmended. The
figures of nerit used were goodput, the nmedi an page del ay seen by the
web clients and the nedian file transfer delay seen by the ftp
clients. The sinulated run tinme was rather |arge, 360 seconds, to
ensure an adequate sanple. (Median values renmi ned the sane for
simulations with larger run tinmes and can be considered stable)

3. Results

In our sinulations, we varied the nunber of file transfer clients in
order to change the congestion of the link. Recall that our ftp
clients continuously request 1 Myte transfers, so the Iink
utilization is over 90% when even a single ftp client is present.
When three file transfer clients are running sinmultaneously, the
resul tant congestion is somewhat pathol ogical, making the val ues
recorded stable. Though all connections use the sane initial w ndow,
the effect of increasing the IWon a 1 Mouyte file transfer is not
detectabl e, thus we focus on the web browsing connections. (In the
tables, we use "webs" to indicate nunber of web clients and "ftps" to
i ndicate the nunber of file transfer clients attached.) Table 1 shows
the nmedi an del ays experienced by the web transfers with an increase
inthe TCP IW There is clearly an inprovenent in transfer del ays
for the web connections with increase in the IW in many cases on the
order of 30% The steepness of the perfornmance inprovenent going
froman IWof 1 to an IWof 2 is mainly due to the distribution of
files fetched by each URL (see references [1] and [2]); the nedian
size of both primary and in-line URLs fits conpletely into two
packets. If file distributions change, the shape of this curve may

al so change.

Poduri & Nichols I nf or mat i onal [ Page 3]



RFC 2415 TCP W ndow Si ze Sept enmber 1998

Table 1. Median web page del ay

#Webs #FTPs | WEL | WE2 | WE3 | WE4
(s) (% decr ease)
8 0 0. 56 14.3 17.9 16.1
8 1 1.06 18.9 25.5 32.1
8 2 1.18 16.1 17.1 28.9
8 3 1.26 11.9 19.0 27.0
16 0 0. 64 11.0 15.6 18. 8
16 1 1.04 17.3 24.0 35.6
16 2 1.22 17.2 20.5 25.4
16 3 1.31 10.7 21.4 22.1
32 0 0.92 17.6 28.6 21.0
32 1 1.19 19.6 25.0 26.1
32 2 1.43 23.8 35.0 33.6
32 3 1.56 19.2 29.5 33.3

Table 2 shows the bottleneck link utilization and packet drop

percent age of the same experinent. Packet drop rates did increase
with IW but in all cases except that of the single nost pathol ogica
overl oad, the increase in drop percentage was |l ess than 1% A
decrease in packet drop percentage is observed in sone overl oaded
situations, specifically when ftp transfers consunmed nost of the |ink
bandw dth and a | arge nunber of web transfers shared the remaining
bandwi dth of the [ink. In this case, the web transfers experience
severe packet |oss and sone of the |W4 web clients suffer nmultiple
packet |osses fromthe same wi ndow, resulting in |onger recovery
times than when there is a single packet loss in a window During the
recovery time, the connections are inactive which alleviates
congestion and thus results in a decrease in the packet drop
percentage. It should be noted that such observati ons were nade only
in extrenely overl oaded scenari os.
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Tab

Pod

le 2. Link utilization and packet drop rates

Percentage Link Utilization | Packet drop rate
bs #FTPs I W=1 | W2 I W3 | W4 [TWEL  TW2 IW3 | W4

0 34 37 38 39 | 000 0.0 0.0 0.0
1 95 92 93 92 | 0.6 1.2 1.4 1.3
2 98 97 97 96 | 1.8 2.3 2.3 2.7
3 98 98 98 98 | 2.6 3.0 3.5 3.5
0 67 69 69 67 | 0.1 0.5 0.8 1.0
1 96 95 93 92 | 2.1 2.6 2.9 2.9
2 98 98 97 96 | 3.5 3.6 4.2 4.5
3 99 99 98 98 | 4.5 4.7 5.2 4.9
0 92 87 85 84 | 0.1 0.5 0.8 1.0
1 98 97 96 96 | 2.1 2.6 2.9 2.9
2 99 99 98 98 | 3.5 3.6 4.2 4.5
3 100 99 99 98 | 9.3 8.4 7.7 7.6

To get a nore conplete picture of performance, we conputed the

net wor k power, goodput divided by nedian delay (in Mytes/ns), and
plotted it against IWfor all scenarios. (Each scenario is uniquely
identified by its nunber of webs and nunber of file transfers.) W
pl ot these values in Figure 1 (in the pdf version), illustrating a
general advantage to increasing |W Wen a | arge nunber of web
clients is conmbined with ftps, particularly multiple ftps,

pat hol ogi cal cases result fromthe extrene congestion. In these
cases, there appears to be no particular trend to the results of
increasing the IW in fact sinulation results are not particularly
st abl e.

To get a clearer picture of what is happening across all the tested
scenari os, we normalized the network power values for the non-

pat hol ogi cal scenario by the network power for that scenario at |W of
one. These results are plotted in Figure 2. As IWis increased from
one to four, network power increased by at |east 15% even in a
congested scenario dominated by bulk transfer traffic. In sinulations
where web traffic has a doni nant share of the avail abl e bandwi dt h,
the increase in network power was up to 60%

The increase in network power at higher initial w ndow sizes is due
to an increase in throughput and a decrease in the delay. Since the
(slightly) increased drop rates were acconpani ed by better
performance, drop rate is clearly not an indicator of user |eve

per f or mance.
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The gains in performance seen by the web clients need to be bal anced
agai nst the performance the file transfers are seeing. W conputed
ftp network power and show this in Table 3. It appears that the

i nprovenent in network power seen by the web connections has
negligible effect on the concurrent file transfers. It can be
observed fromthe table that there is a small variation in the
network power of file transfers with an increase in the size of IW
but no particular trend can be seen. It can be concluded that the
network power of file transfers essentially remained the sane.
However, it should be noted that a larger |Wdoes all ow web transfers
to gain slightly nore bandwidth than with a snaller IW This could
mean fewer bytes transferred for FTP applications or a slight
decrease in network power as conputed by us.

Table 3. Network power of file transfers with an increase in the TCP

| Wsi ze
#\Webs #FTPs | WL | W2 | W3 | W4
8 1 4.7 4,2 4.2 4.2
8 2 3.0 2.8 3.0 2.8
8 3 2.2 2.2 2.2 2.2
16 1 2.3 2.4 2.4 2.5
16 2 1.8 2.0 1.8 1.9
16 3 1.4 1.6 1.5 1.7
32 1 0.7 0.9 1.3 0.9
32 2 0.8 1.0 1.3 1.1
32 3 0.7 1.0 1.2 1.0

The above simulations all used httpl.0 style web connections, thus, a
natural question is to ask how results are affected by mgration to
httpl.1. A rough nodel of this behavior was sinulated by using one
connection to send all of the information fromboth the primary URL
and the three enbedded, or in-line, URLs. Since the transfer size is
now made up of four web files, the steep inprovenent in performance
between an IWof 1 and an | Wof two, noted in the previous results,
has been snoothed. Results are shown in Tables 4 & 5 and Figs. 3 & 4.
Cccasionally an increase in IWfrom3 to 4 decreases the network
power owing to a non-increase or a slight decrease in the throughput.
TCP connections opening up with a higher w ndow size into a very
congested network night experience sone packet drops and consequently
a slight decrease in the throughput. This indicates that increase of
the initial w ndow sizes to further higher values (>4) may not al ways
result in a favorable network performance. This can be seen clearly
in Figure 4 where the network power shows a decrease for the two

hi ghl y congested cases.
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Table 4. Medi an web page delay for httpl.1

#Webs #FTPs | WEL | WE2 | WE3 | WE4
(s) (% decr ease)
8 0 0. 47 14.9 19.1 21.3
8 1 0.84 17.9 19.0 25.0
8 2 0.99 11.5 17.3 23.0
8 3 1.04 12.1 20.2 28.3
16 0 0.54 07.4 14. 8 20. 4
16 1 0. 89 14.6 21.3 27.0
16 2 1.02 14.7 19.6 25.5
16 3 1.11 09.0 17.0 18.9
32 0 0.94 16.0 29.8 36.2
32 1 1.23 12.2 28.5 21.1
32 2 1.39 06.5 13.7 12.2
32 3 1.46 04.0 11.0 15.0

Table 5. Network power of file transfers with an increase in the

TCP | Wsi ze
#\Webs #FTPs | WL | W2 | W3 | W4
8 1 4,2 4,2 4,2 3.7
8 2 2.7 2.5 2.6 2.3
8 3 2.1 1.9 2.0 2.0
16 1 1.8 1.8 1.5 1.4
16 2 1.5 1.2 1.1 1.5
16 3 1.0 1.0 1.0 1.0
32 1 0.3 0.3 0.5 0.3
32 2 0.4 0.3 0.4 0.4
32 3 0.4 0.3 0.4 0.5

For further insight, we returned to the httpl.0 nodel and ni xed sone
web- br owsi ng connections with IW of one with those using |W of
three. In this experinent, we first sinulated a total of 16 web-
browsi ng connections, all using IWof one. Then the clients were
split into two groups of 8 each, one of which uses IW1 and the other
used | W£3.

W repeated the sinulations for a total of 32 and 64 web- browsing
clients, splitting those into groups of 16 and 32 respectively. Table
6 shows these results. W report the goodput (in Mytes), the web
page delays (in mlli seconds), the percent utilization of the |ink
and the percent of packets dropped.
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Tab

Med
#\We

Pod

le 6. Results for half-and-half scenario
i an Page Del ays and Goodput (MB) | Link Wilization (%9 & Drops (%
bs | We1 | | W3 | | We1 | | W=3
G put dly | G put dly | L.util Drops| L.util Drops
--------------- R Rt R R EELs
35.5 0.64] 36.4 0.54 | 67 0.1 | 69 0.7
16.9 0.67] 18.9 0.52 | 68 0.5 |
--------------- R R e L EEEEREEE
48.9 0.91] 44.7 0. 68 | 92 3.5 | 85 4.3
16 22.8 0.94| 22.9 0.71 | 89 4.6
--------------- R R e R R EEE P EEER
51.9 1.50| 47.6 0. 86 | 98 13.0 | 91 8.6
32 29.0 1.40] 22.0 1.20 | 98 12.0 |

Unsurprisingly, the non-split experinments are consistent with our
earlier results, clients with W3 outperformclients with W1. The
results of running the 8/ 8 and 16/ 16 splits show that running a

m xture of W3 and | W1 has no negative effect on the | W1
conversations, while | W3 conversations maintain their perfornmance.
However, the 32/32 split shows that web-browsing connections with

| W3 are adversely affected. W believe this is due to the

pat hol ogi cal dynamics of this extrenely congested scenario. Since
enbedded URLs open their connections sinultaneously, very |arge
nunber of TCP connections are arriving at the bottleneck |ink
resulting in multiple packet | osses for the | W3 conversations. The
myriad problenms of this simultaneous opening strategy is, of course,
part of the notivation for the devel opment of httpl. 1.

Di scussi on

The indications fromthese results are that increasing the initial
wi ndow size to 3 packets (or 4380 bytes) helps to inprove perceived
performance. Many further variations on these sinulation scenarios
are possible and we’ve made our sinulation nodels and scripts
available in order to facilitate others’ experinents.

We al so used the RED queue managenent included with ns-2 to perform
some other sinulation studies. W have not reported on those results
here since we don't consider the studies conplete. W found that by
adding RED to the bottleneck |ink, we achieved simlar perfornmance
gains (with an IWof 1) to those we found with increased IW w thout
RED. Ot hers may wi sh to investigate this further.

Al t hough the sinulation sets were run for a Tl |link, severa

scenarios with varying | evels of congestion and varyi ng nunber of web
and ftp clients were analyzed. It is reasonable to expect that the
results would scale for links with higher bandw dth. However,
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interested readers could investigate this aspect further.

We al so used the RED queue managenent included with ns-2 to perform
some other sinulation studies. W have not reported on those results
here since we don't consider the studies conplete. W found that by
adding RED to the bottleneck |ink, we achieved simlar perfornmance
gains (with an IWof 1) to those we found with increased |IW w thout
RED. Ot hers may wi sh to investigate this further.
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