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Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this neno is unlimted

Abstract

Mappi ng the connectionless IP nulticast service over the connection
oriented ATM services provided by UNI 3.0/3.1 is a non-trivial task.
This nenp describes a nechanismto support the nmulticast needs of
Layer 3 protocols in general, and describes its application to IP
mul ticasting in particular.

ATM based | P hosts and routers use a Milticast Address Resol ution
Server (MARS) to support RFC 1112 style Level 2 IP nulticast over the
ATM Forumis UNI 3.0/3.1 point to multipoint connection service.
Clusters of endpoints share a MARS and use it to track and

di ssem nate information identifying the nodes |isted as receivers for
given multicast groups. This allows endpoints to establish and nanage
point to multipoint VCs when transnitting to the group.

The MARS behavi our allows Layer 3 nulticasting to be supported using

ei ther nmeshes of VCs or ATM Il evel nulticast servers. This choice may
be made on a per-group basis, and is transparent to the endpoints.
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1. Introduction

Mul ticasting is the process whereby a source host or protocol entity
sends a packet to multiple destinations sinultaneously using a
single, local ’'transmt’ operation. The nore famliar cases of

Uni casti ng and Broadcasting may be considered to be special cases of
Mul ticasting (with the packet delivered to one destination, or 'all’
desti nations, respectively).

Most network |ayer nodels, |ike the one described in RFC 1112 [1] for
I P multicasting, assume sources nmay send their packets to abstract
"mul ticast group addresses’. Link |layer support for such an
abstraction is assuned to exist, and is provided by technol ogi es such
as Et hernet.

ATMis being utilized as a new |link |layer technol ogy to support a
variety of protocols, including IP. Wth RFC 1483 [2] the | ETF
defined a nultiprotocol mechanismfor encapsulating and transmtting
packets using AAL5 over ATM Virtual Channels (VCs). However, the ATM
Forumis currently published signalling specifications (UNI 3.0 [8]
and UNI 3.1 [4]) does not provide the nulticast address abstraction.
Uni cast connections are supported by point to point, bidirectional
VCs. Multicasting is supported through point to multipoint
unidirectional VCs. The key limtation is that the sender nust have
prior know edge of each intended recipient, and explicitly establish
a VCwith itself as the root node and the recipients as the |eaf
nodes.

Thi s docunent has two broad goals:

Define a group address registration and nenbership distribution
mechanismthat allows UNI 3.0/3.1 based networks to support the
nmul ti cast service of protocols such as |P.

Defi ne specific endpoi nt behaviours for managi ng point to
nmul ti point VCs to achieve multicasting of |ayer 3 packets.

As the IETF is currently in the forefront of using w de area

mul ticasting this docunment’s descriptions will often focus on IP
service nodel of RFC 1112. A final chapter will note the

mul ti protocol application of the architecture.

Thi s docunent avoi ds di scussion of one highly non-trivial aspect of
using ATM - the specification of QoS for VCs being established in
response to higher |ayer needs. Research in this area is still very
formative [7], and so it is assuned that future docunents will
clarify the mapping of QoS requirenments to VC establishment. The
default at this time is that VCs are established with a request for
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Unspecified Bit Rate (UBR) service, as typified by the | ETF s use of
VCs for unicast IP, described in RFC 1755 [6].

1.1 The Milticast Address Resol ution Server (MARS).

The Multicast Address Resolution Server (MARS) is an extended anal og
of the ATM ARP Server introduced in RFC 1577 [3]. It acts as a
registry, associating layer 3 nulticast group identifiers with the
ATM interfaces representing the group’s nenbers. MARS nessages
support the distribution of multicast group nenbership information
bet ween MARS and endpoints (hosts or routers). Endpoint address
resolution entities query the MARS when a | ayer 3 address needs to be
resolved to the set of ATM endpoi nts maki ng up the group at any one
ti me. Endpoints keep the MARS infornmed when they need to join or

| eave particular layer 3 groups. To provide for asynchronous
notification of group nmenbership changes the MARS nanages a point to
mul ti point VC out to all endpoints desiring nulticast support

Valid argunents can be nmade for two different approaches to ATM | eve
mul ticasting of |layer 3 packets - through neshes of point to
mul ti point VCs, or ATM Il evel nulticast servers (MCS). The MARS
architecture allows either VC neshes or MCSs to be used on a per-
group basi s.

1.2 The ATM Il evel nulticast C uster

Each MARS manages a 'cluster’ of ATM attached endpoints. A Cluster is
defined as

The set of ATMinterfaces choosing to participate in direct ATM
connections to achieve nulticasting of AAL_SDUs between
t hensel ves.

In practice, a Cluster is the set of endpoints that choose to use the
same MARS to register their nmenbershi ps and receive their updates
from

By inplication of this definition, traffic between interfaces

bel onging to different Clusters passes through an inter-cluster
device. (In the IP world an inter-cluster device would be an IP
mul ticast router with logical interfaces into each Cluster.) This
docunent explicitly avoids specifying the nature of inter-cluster
(layer 3) routing protocols.

The mapping of clusters to other constrai ned sets of endpoints (such
as unicast Logical |IP Subnets) is left to each network admi nistrator.
However, for the purposes of conformance with this docunent network
adm ni strators MJST ensure that each Logical |IP Subnet (LIS) is
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served by a separate MARS, creating a one-to-one mappi hg between
cluster and unicast LIS. [P nulticast routers then interconnect each
LIS as they do with conventional subnets. (Relaxation of this
restriction MAY only occur after future research on the interaction
bet ween existing layer 3 nulticast routing protocols and unicast
subnet boundari es.)

The term ' Custer Menber’ will be used in this docunent to refer to
an endpoint that is currently using a MARS for nulticast support.
Thus potential scope of a cluster may be the entire nenbership of a
LIS, while the actual scope of a cluster depends on which endpoints
are actually cluster nmenmbers at any given tine.

1.3 Docunent overvi ew.

Thi s docunent assunmes an understandi ng of concepts explained in
greater detail in RFC 1112, RFC 1577, UNI 3.0/3.1, and RFC 1755 [6].

Section 2 provides an overview of IP nmulticast and what RFC 1112
requi red from Et hernet.

Section 3 describes in nore detail the nulticast support services
offered by UNI 3.0/3.1, and outlines the differences between VC
meshes and multicast servers (MCSs) as mechani sns for distributing
packets to multiple destinations.

Section 4 provides an overview of the MARS and its relationship to
ATM endpoi nts. This section al so di scusses the encapsul ati on and
structure of MARS control nessages.

Section 5 substantially defines the entire cluster nenber endpoint
behavi our, on both receive and transmt sides. This includes both
normal operation and error recovery.

Section 6 sunmari ses the required behavi our of a MARS.

Section 7 | ooks at how a nulticast server (MCS) interacts with a
MARS.

Section 8 discusses how | P nulticast routers may make novel use of
prom scuous and sem - prom scuous group joins. Al so discussed is a
mechani sm desi gned to reduce the anount of IGW traffic issued by
routers.

Section 9 discusses how this docunent applies in the nore genera
(non-1P) case.
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Section 10 summari ses the key proposals, and identifies areas for
future research that are generated by this MARS architecture.

The appendi ces provi de discussion on issues that arise out of the

i npl ementation of this docunent. Appendi x A di scusses MARS and
endpoi nt al gorithnms for parsing MARS nessages. Appendi x B descri bes
the particular problens introduced by the current | GW paradigns, and
possi bl e interimwork-arounds. Appendix C discusses the ’'cluster’
concept in further detail, while Appendix D briefly outlines an
algorithmfor parsing TLV lists. Appendix E summarises various tiner
val ues used in this docunent, and Appendi x F provi des exanple
pseudo-code for a MARS entity.

1.4 Conventi ons.

2.

In this docunment the follow ng coding and packet representation rules
are used:

Al'l nulti-octet paraneters are encoded in big-endian form(i.e.
the nost significant octet cones first).

In all multi-bit paraneters bit nunbering begins at 0 for the
| east significant bit when stored in nmenory (i.e. the n"th bit has
wei ght of 27n).

A bit that is "set’, "on', or 'one' holds the value 1.
A bit that is '"reset’, "off’, "clear’, or 'zero' holds the val ue
0.

Summary of the IP nulticast service nodel

Under I P version 4 (IPv4), addresses in the range between 224.0.0.0
and 239. 255. 255. 255 (224.0.0.0/4) are ternmed "Class D or ’'multicast
group’ addresses. These abstractly represent all the IP hosts in the
Internet (or sone constrai ned subset of the Internet) who have
decided to "join' the specified group.

RFC1112 requires that a multicast-capable IP interface nust support
the transmi ssion of I P packets to an IP rulticast group address,

whet her or not the node considers itself a 'nmenber’ of that group
Consequently, group nmenmbership is effectively irrelevant to the
transmt side of the link layer interfaces. Wen Ethernet is used as
the link layer (the exanple used in RFCL112), no address resol ution
is required to transmt packets. An algorithmc mapping fromlIP

mul ticast address to Ethernet nulticast address is perforned |ocally
before the packet is sent out the local interface in the sane 'send
and forget’ nmanner as a unicast |P packet.
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Joining and Leaving an IP nulticast group is nore explicit on the
receive side - with the primtives JoinLocal Goup and LeavelLocal G oup
affecting what groups the local link [ayer interface should accept
packets from Wen the IP |layer wants to receive packets froma
group, it issues JoinLocal Goup. Wien it no longer wants to receive
packets, it issues LeavelLocal G oup. A key point to note is that
changing state is a local issue, it has no effect on other hosts
attached to the Ethernet.

IGW is defined in RFC 1112 to support IP rmulticast routers attached
to a given subnet. Hosts issue | GW Report nessages when they perform
a Joi nLocal Goup, or in response to an IP nulticast router sending an
| GWP Query. By periodically transmtting queries IP nulticast routers
are able to identify what | P nulticast groups have non-zero

menber ship on a given subnet.

A specific IP nmulticast address, 224.0.0.1, is allocated for the
transni ssion of 1 GW Query nmessages. Host |IP layers issue a

Joi nLocal G oup for 224.0.0.1 when they intend to participate in IP
mul ticasting, and issue a LeavelLocal G oup for 224.0.0.1 when they’ ve
ceased participating in I P nulticasting.

Each host keeps a list of IP nmulticast groups it has been

Joi nLocal Group’d to. When a router issues an | GW Query on 224.0.0.1
each host begins to send | GW Reports for each group it is a nmenber
of. 1GW Reports are sent to the group address, not 224.0.0.1, "so
that other nenbers of the sane group on the sanme network can over hear
the Report" and not bother sending one of their own. |IP nulticast
routers conclude that a group has no nenbers on the subnet when | GW
Queries no longer elicit associated replies.

3. UNI 3.0/3.1 support for intra-cluster multicasting.

For the purposes of the MARS protocol, both UNI 3.0 and UNI 3.1
provi de equi val ent support for nulticasting. Differences between UN
3.0 and UNI 3.1 in required signalling elenments are covered in RFC
1755.

Thi s docunment will describe its operation in ternms of 'generic’
functions that should be available to clients of a UNI 3.0/3.1
signalling entity in a given ATM endpoi nt. The ATM nodel broadly
describes an ' AAL User’ as any entity that establishes and nmanages
VCs and underlying AAL services to exchange data. An | P over ATM
interface is a formof 'AAL User’ (although the default LLC/ SNAP
encapsul ati on node specified in RFC1755 really requires that an 'LLC
entity’ is the AAL User, which in turn supports the | P/ ATM

i nterface).
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The nost fundanmental limtations of UNI 3.0/3.1 s nulticast support
are:

Only point to nultipoint, unidirectional VCs may be established.

Only the root (source) node of a given VC may add or renove | eaf
nodes.

Leaf nodes are identified by their unicast ATM addresses. UN

3.0/3.1 defines two ATM address formats - native E. 164 and NSAP
(although it must be stressed that the NSAP address is so called
because it uses the NSAP format - an ATM endpoint is NOT a Network
layer termination point). In UNl 3.0/3.1 an ' ATM Nunber’ is the
primary identification of an ATM endpoint, and it may use either
format. Under sone circunstances an ATM endpoi nt nust be identified
by both a native E.164 address (identifying the attachment point of a
private network to a public network), and an NSAP address (' ATM
Subaddress’) identifying the final endpoint within the private
network. For the rest of this docunent the termwll be used to nean
either a single 'ATM Nunber’ or an ' ATM Nunber’ conbined with an ' ATM
Subaddress’ .

3.1 VC neshes.

The nost fundanmental approach to intra-cluster nmulticasting is the
mul ti cast VC nmesh. Each source establishes its own independent point
to multipoint VC (a single nmulticast tree) to the set of |eaf nodes
(destinations) that it has been told are nmenbers of the group it

wi shes to send packets to.

Interfaces that are both senders and group nenbers (|l eaf nodes) to a
given group will originate one point to nmultipoint VC, and term nate
one VC for every other active sender to the group. This criss-
crossing of VCs across the ATM network gives rise to the nane ' VC
mesh’ .

3.2 Multicast Servers.

An alternative nodel has each source establish a VCto an

i nternmedi ate node - the nmulticast server (MCS). The multicast server
itself establishes and nanages a point to nultipoint VC out to the
actual desired destinations.

The MCS reassenbl es AAL_SDUs arriving on all the incom ng VCs, and
then queues themfor transnmission on its single outgoing point to
mul ti point VC. (Reassenbly of inconming AAL_SDUs is required at the
mul ticast server as AAL5 does not support cell level nultiplexing of
different AAL_SDUs on a single outgoing VC)

Arm t age St andar ds Track [ Page 9]



RFC 2022 Mul ticast over UNI 3.0/3.1 based ATM Novenber 1996

The | eaf nodes of the nulticast server’s point to nultipoint VC nust
be established prior to packet transnission, and the nulticast server
requires an external mechanismto identify them A side-effect of
this nethod is that ATMinterfaces that are both sources and group
menbers will receive copies of their own packets back fromthe MCS
(An alternative nmethod is for the nulticast server to explicitly
retransmt packets on individual VCs between itself and group
menbers. A benefit of this second approach is that the nulticast
server can ensure that sources do not receive copies of their own
packets.)

The sinplest MCS pays no attention to the contents of each AAL_SDU
It is purely an AAL/ ATM | evel device. Mre conplex MCS architectures
(where a single endpoint serves nultiple layer 3 groups) are
possi bl e, but are beyond the scope of this docunment. More detail ed
di scussion is provided in section 7.

3.3 Tradeoffs.

Argunents over the relative nmerits of VC neshes and nulticast servers
have raged for sonme tinme. Utimately the choice depends on the
relative trade-offs a system adm ni strator nust nake between

t hroughput, |atency, congestion, and resource consunption. Even
criteria such as latency can nean different things to different
people - is it end to end packet time, or the tine it takes for a
group to settle after a nenbership change? The final choice depends
on the characteristics of the applications generating the nulticast
traffic.

If we focussed on the data path we mnight prefer the VC nmesh because
it lacks the obvious single congestion point of an MCS. Throughput
is likely to be higher, and end to end | atency | ower, because the
nmesh lacks the internmediate AAL_SDU reassenbly that nmust occur in
MCSs. The underlying ATM signalling system al so has greater
opportunity to ensure optiml branching points at ATM swi tches al ong
the multicast trees originating on each source.

However, resource consunption will be higher. Every group nenber’s
ATMinterface nmust terninate a VC per sender (consum ng on-board
menory for state information, instance of an AAL service, and
buffering in accordance with the vendors particular architecture). On
the contrary, with a nulticast server only 2 VCs (one out, one in)
are required, independent of the nunber of senders. The allocation of
VC rel ated resources is also lower within the ATM cl oud when using a
mul ti cast server. These points may be considered to have nerit in
environnments where VCs across the UNI or within the ATM cloud are

val uable (e.g. the ATM provi der charges on a per VC basis), or AAL
contexts are limted in the ATMinterfaces of endpoints.
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If we focus on the signalling | oad then MCSs have the advantage when
faced with dynam c sets of receivers. Every tinme the nenbership of a
mul ti cast group changes (a | eaf node needs to be added or dropped),
only a single point to multipoint VC needs to be nodified when using
an MCS. This generates a single signalling event across the MCS' s
UNI. However, when nenbership change occurs in a VC nesh, signalling
events occur at the UNIs of every traffic source - the transient
signalling | oad scales with the nunber of sources. This has obvious
ram fications if you define latency as the time for a group’s
connectivity to stabilise after change (especially as the nunber of
senders increases).

Finally, as noted above, MCSs introduce a 'reflected packet’ problem
whi ch requires additional per-AAL_SDU infornmation to be carried in
order for layer 3 sources to detect their own AAL_SDUs comni ng back.

The MARS architecture allows systemadministrators to utilize either
approach on a group by group basis.

3.4 Interaction with local UN 3.0/3.1 signalling entity.

The followi ng generic signalling functions are presuned to be
avail able to |l ocal AAL Users:

L CALL_RQ - Establish a unicast VC to a specific endpoint.
L_MIULTI _RQ - Establish nulticast VC to a specific endpoint.
L_MJUTI _ADD - Add new | eaf node to previously established VC
L_MJULTI _DROP - Renove specific |eaf node from established VC
L_RELEASE - Rel ease unicast VC, or all Leaves of a nulticast VC

The signalling exchanges and | ocal information passed between AAL
User and UNI 3.0/3.1 signalling entity with these functions are
outsi de the scope of this docunent.

The followi ng indications are assunmed to be avail able to AAL Users,
generated by the local UNI 3.0/3.1 signalling entity:

L_ACK - Succesful conpletion of a local request.

L_REMOTE _CALL - A new VC has been established to the AAL User.

ERR L RQFAILED - A renote ATM endpoint rejected an L_CALL_RQ
L_MULTI _RQ or L_MJLTI _ADD.

ERR_L_DROP - A rempote ATM endpoi nt dropped off an existing VC.

ERR_L_RELEASE - An existing VC was term nated.

The signalling exchanges and | ocal information passed between AAL

User and UNI 3.0/3.1 signalling entity with these functions are
outsi de the scope of this docunent.
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4. Overview of the MARS.

The MARS nay reside within any ATM endpoint that is directly
addressabl e by the endpoints it is serving. Endpoints wishing to join
a multicast cluster nust be configured with the ATM address of the
node on which the cluster’s MARS resides. (Section 5.4 describes how
backup MARSs may be added to support the activities of a cluster.

Ref erences to "the MARS in follow ng sections will be assuned to
mean the acting MARS for the cluster.)

4.1 Architecture.

Architecturally the MARS is an evol ution of the RFC 1577 ARP Server.
Whi | st the ARP Server keeps a table of {IP, ATM address pairs for all
| P endpoints in an LIS, the MARS keeps extended tables of {layer 3
address, ATM 1, ATM 2, ..... ATM n} mappings. It can either be
configured with certain mappings, or dynamically '|learn” mappings.
The format of the {layer 3 address} field is generally not
interpreted by the MARS.

A single ATM node may support nultiple |ogical MARSs, each of which
support a separate cluster. The restriction is that each MARS has a
uni que ATM address (e.g. a different SEL field in the NSAP address of
t he node on which the nultiple MARSs reside). By definition a single
i nstance of a MARS may not support nore than one cluster.

The MARS distributes group nmenbership update information to cluster
menbers over a point to rultipoint VC known as the C usterControl VC.
Additionally, when Milticast Servers (MCSs) are being used it also
establi shes a separate point to rmultipoint VC out to registered MCSs,
known as the ServerControlVC. Al cluster nenbers are | eaf nodes of
ClusterControl VC. All registered nulticast servers are |eaf nodes of
Server Control VC (described further in section 6).

The MARS does NOT take part in the actual nulticasting of |ayer 3
dat a packets.

4.2 Control nmessage fornmat.

By default all MARS control nessages MJST be LLC SNAP encapsul at ed
using the foll ow ng codepoints:

[ OXAA- AA- 03] [ 0x00- 00- 5E] [ 0x00- 03] [ MARS control nessage]
(LLO) (aun) (PI D)

(This is a PID fromthe 1 ANA QU .)
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MARS control nessages are nade up of 4 mmjor conponents:
[ Fi xed header] [ Mandatory fi el ds][ Addresses] [ Suppl ementary TLVs]

[ Fi xed header] contains fields indicating the operation being
perfornmed and the layer 3 protocol being referred to (e.g | Pv4, |Pv6,
Appl eTal k, etc). The fixed header also carries checksum i nformation
and hooks to allow this basic control nmessage structure to be re-used
by ot her query/response protocols.

The [Mandatory fields] section carries fixed width paraneters that
depend on the operation type indicated in [Fixed header].

The followi ng [Addresses] area carries variable length fields for
source and target addresses - both hardware (e.g. ATM and |ayer 3
(e.g. IPv4). These provide the fundanmental information that the

regi strations, queries, and updates use and operate on. For the MARS
protocol fields in [Fixed header] indicate howto interpret the
contents of [Addresses].

[ Suppl ementary TLVs] represents an optional list of TLV (type,

| ength, value) encoded information el enents that may be appended to
provi de supplenentary information. This feature is described in
further detail in section 10.

MARS nessages contain variable length address fields. In all cases
nul | addresses SHALL be encoded as zero | ength, and have no space
all ocated in the nessage.

(Uni que LLC/ SNAP encapsul ation of MARS control nessages nmeans MARS
and ARP Server functionality nmay be inplenented within a conmmon
entity, and share a client-server VC, if the inplenentor so chooses.
Note that the LLC/ SNAP codepoint for MARS is different to the
codepoi nt used for ATMARP.)

4.3 Fixed header fields in MARS control nessages.

The [ Fi xed header] has the follow ng format:

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol ldentification

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol
mar $chksum 16 bits Checksum across entire MARS nessage.
mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code.
mar $sht | 8 bits Type & length of source ATM nunber. (r)
mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
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mar $shtl and mar $sstl provide informati on regarding the source’s
hardware (ATM address. In the MARS protocol these fields are al ways
present, as every MARS nessage carries a non-null source ATM address.
In all cases the source ATM address is the first variable |l ength
field in the [ Addresses] secti on.

The other fields in [Fixed header] are described in the follow ng
subsecti ons.

4.3.1 Hardware type.

mar $af n defines the type of link |ayer addresses being carried. The
val ue of OxO000F SHALL be used by MARS nessages generated in
accordance with this docunent. The encodi ng of ATM addresses and
subaddr esses when mar$afn = OxO00OF i s described in section 5.1.2.
Encodi ngs when mar $afn ! = Ox000F are outside the scope of this
docunent .

4.3.2 Protocol type.
The mar$pro field is made up of two subfields:

mar $pro. type 16 bits Protocol type.
mar $pro. snap 40 bits Optional SNAP extension to protocol type.

The mar$pro.type field is a 16 bit unsigned integer representing the
foll ow ng nunber space:

0x0000 to OxOOFF Protocols defined by the equival ent NLPI Ds.
0x0100 to OxO03FF Reserved for future use by the |IETF.

0x0400 to Ox04FF Allocated for use by the ATM Forum

0x0500 to OxO5FF Experinental/Local use.

0x0600 to OxFFFF Protocols defined by the equival ent Ethertypes.

(based on the observations that valid Ethertypes are never snaller
t han 0x600, and NLPI Ds never |arger than OxFF.)

The NLPID val ue of 0x80 is used to indicate a SNAP encoded extension
is being used to encode the protocol type. Wen nmar$pro.type == 0x80
the SNAP extension is encoded in the nmar$pro.snap field. This is
termed the 'long form protocol ID

I f mar$pro.type !'= 0x80 then the nmar$pro.snap field MIUST be zero on
transmt and ignored on receive. The nmar$pro.type field itself
identifies the protocol being referred to. This is terned the 'short
form protocol ID.
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In all cases, where a protocol has an assigned nunber in the

mar $pro. t ype space (excluding 0x80) the short form MJUST be used when
transnmitting MARS nessages. Additionally, where a protocol has valid
short and long forns of identification, receivers MAY choose to
recogni se the long form

mar $pro. type val ues other than 0x80 MAY have 'long forns’ defined in
future docunents.

For the remmi nder of this docunment references to mar$pro SHALL be
interpreted to nmean nar$pro.type, or mar$pro.type in conbination with
mar $pr o. snap as appropri ate.

The use of different protocol types is described further in section
9.

4. 3.3 Checksum

The mar$chksum field carries a standard | P checksum cal cul ated across
the entire MARS control nessage (excluding the LLC SNAP header). The
field is set to zero before perform ng the checksum cal cul ati on.

As the entire LLC/ SNAP encapsul ated MARS nessage is protected by the
32 bit CRC of the AAL5 transport, inplenentors MAY choose to ignore
the checksum facility. If no checksumis cal cul ated these bits MJST
be reset before transmission. If no checksumis perfornmed on
reception, this field MIST be ignored. If a receiver is capable of
validating a checksumit MJST only performthe validati on when the
recei ved mar$chksumfield is non-zero. Messages arriving with

mar $chksum of 0 are al ways consi dered vali d.

4.3.4 Extensions Ofset.
The mar $extoff field identifies the existence and | ocati on of an

optional supplenentary paraneters list. Its use is described in
section 10.
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4.3.5 Operation code.

The mar$op field is further subdivided into two 8 bit fields -
mar $op. versi on (|l eading octet) and mar$op.type (trailing octet).
Toget her they indicate the nature of the control nessage, and the
context within which its [Mandatory fields], [Addresses], and

[ Suppl ementary TLVs] shoul d be interpreted.

mar $op. ver si on

0 MARS protocol defined in this docunent.
0x01 - OxEF Reserved for future use by the | ETF.
OxFO - OxFE Al'l ocated for use by the ATM Forum
OxXFF Experi nent al / Local use.

mar $op. t ype

Val ue indicates operation being performed, wthin context of
the control protocol version indicated by nmar$op. version

For the rest of this docunment references to the mar$op val ue SHALL be
taken to nmean nar $op.type, wi th mar$op.version = 0x00. The val ues
used in this docunent are sunmmarised in section 11.

(Note this nunmber space is independent of the ATMARP operation code
nunber space.)

4.3.6 Reserved.

5.

mar $hdrrsv may be subdi vi ded and assi gned specific nmeanings for other
control protocols indicated by nmar$op.version != 0.

Endpoi nt (MARS client) interface behaviour

An endpoint is best thought of as a 'shim or ’'convergence’ | ayer,
sitting between a layer 3 protocol’s link |ayer interface and the
underlying UNI 3.0/3.1 service. An endpoint in this context can exi st
in a host or a router - any entity that requires a generic 'layer 3
over ATM interface to support layer 3 nulticast. It is broken into
two key subsections - one for the transnit side, and one for the
receive side.

Multiple | ogical ATMinterfaces nay be supported by a single physica
ATM interface (for exanple, using different SEL values in the NSAP
formatted address assigned to the physical ATMinterface). Therefore
i mpl enentors MJUST allow for nultiple independent '|ayer 3 over ATM
interfaces too, each with its own configured MARS (or table of MARSs,
as discussed in section 5.4), and ability to be attached to the sane
or different clusters.
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The initial signalling path between a MARS client (managing an
endpoint) and its associated MARS is a transient point to point,
bidirectional VC. This VCis established by the MARS client, and is
used to send queries to, and receive replies from the MARS. It has
an associated idle tinmer, and is dismantled if not used for a
configurable period of tinme. The m ni mum suggested value for this
time is 1 minute, and the RECOVWENDED default is 20 nminutes. (Were
the MARS and ARP Server are co-resident, this VC may be used for both
ATM ARP traffic and MARS control traffic.)

The remai ning signalling path is CusterControl VC, to which the MARS
client is added as a | eaf node when it registers (described in
section 5.2.3).

The majority of this docunment covers the distribution of information
al | owi ng endpoints to establish and manage outgoi ng point to
mul ti point VCs - the forwarding paths for nulticast traffic to
particular multicast groups. The actual format of the AAL_SDUs sent
on these VCs is alnobst conpletely outside the scope of this

speci fication. However, endpoints are not expected to know whet her
their forwarding path leads directly to a nmulticast group’ s nenbers
or to an MCS (described in section 3). This requires additional per-
packet encapsul ati on (described in section 5.5) to aid in the the
detection of reflected AAL_SDUs.

5.1 Transmt side behaviour.

The followi ng description will often be in ternms of an | Pv4/ ATM
interface that is capable of transnmitting packets to a Cass D
address at any time, without prior warning. It should be trivial for
an inplenmentor to generalise this behaviour to the requirenents of
anot her |l ayer 3 data protocol.

When a |l ocal Layer 3 entity passes down a packet for transni ssion

the endpoint first ascertains whether an outbound path to the
destination nulticast group already exists. If it does not, the MARS
is queried for a set of ATM endpoints that represent an appropriate
forwardi ng path. (The ATM endpoi nts may represent the actual group
menbers within the cluster, or a set of one or more MCSs. The
endpoi nt does not distingui sh between either case. Section 6.2

descri bes the MARS behavi our that |eads to MCSs being supplied as the
forwarding path for a nulticast group.)
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The query is executed by issuing a MARS REQUEST. The reply fromthe
MARS nmay take one of two forns:

MARS MJLTI - Sequence of MARS MULTI nessages returning the set of
ATM endpoints that are to be | eaf nodes of an
outgoing point to nultipoint VC (the forwarding
pat h) .

MARS_NAK - No mapping found, group is enpty.
The formats of these nessages are described in section 5.1.2.

Qutgoing VCs are established with a request for Unspecified Bit Rate
(UBR) service, as typified by the IETF s use of VCs for unicast |P,
described in RFC 1755 [6]. Future docunents may vary this approach
and allow the specification of different ATMtraffic paraneters from
locally configured informati on or paraneters obtained through sone
ext ernal neans.

5.1.1 Retrieving Goup Menbership fromthe MARS.

If the MARS had no mapping for the desired Cass D address a MARS NAK
will be returned. In this case the | P packet MJST be di scarded
silently. If a match is found in the MARS s tables it proceeds to
return addresses ATM 1 through ATM n in a sequence of one or nore
MARS _MULTIs. A sinple nechanismis used to detect and recover from

| oss of MARS _MJLTI mnessages.

(I'f the client learns that there is no other group nmenber in the
cluster - the MARS returns a MARS _NAK or returns a MARS MJULTI with
the client as the only nenber - it MJST delay sendi ng out a new
MARS_REQUEST for that group for a period no | ess than 5 seconds and
no nore than 10 seconds.)

Each MARS_MJULTI carries a boolean field x, and a 15 bit integer field
y - expressed as MARS MILTI(x,y). Field y acts as a sequence nunber,
starting at 1 and incrementing for each MARS MJLTI sent. Field X
acts as an 'end of reply’ marker. Wien x == 1 the MARS response is
consi dered conpl ete.

In addition, each MARS MJULTI may carry nultiple ATM addresses from
the set {ATM 1, ATM2, .... ATMn}. A MARS MJST nmininise the nunber
of MARS MILTIs transnitted by placing as many group nenbers’
addresses in a single MARS MILTI as possible. The limt on the |ength
of an individual MARS MJULTI nessage MJST be the MIU of the underlying
VC.
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For exampl e, assune n ATM addresses nust be returned, each MARS MULTI
islimted to only p ATM addresses, and p << n. This would require a
sequence of k MARS _MJULTI nessages (where k = (n/p)+1, using integer
arithnetic), transnitted as foll ows:

MARS_MULTI (0, 1) carries back {ATM1 ... ATM p}
MARS_MULTI (0, 2) carries back {ATM (p+1) ... ATM (2p)}
IVARS_I\/ULﬁ (1 i() carries back { ... ATMn}

If k == 1 then only MARS_MJLTI(1,1) is sent.

Typical failure node will be losing one or nore of MARS MULTI (0, 1)

t hrough MARS_MULTI (0, k-1). This is detected when y junps by nore than
one between consecutive MARS MILTI's. An alternative failure node is
| osing MARS_MULTI(1,k). A timer MJST be inplenented to flag the
failure of the last MARS_MILTI to arrive. A default value of 10
seconds i s RECOMVENDED.

If a 'sequence junp’' is detected, the host MJUST wait for the
MARS MULTI (1,k), discard all results, and repeat the MARS REQUEST.

If a tinmeout occurs, the host MJST discard all results, and repeat
t he MARS REQUEST.

A final failure node involves the MARS Sequence Nunber (described in
section 5.1.4.2 and carried in each part of a multi-part MARS MILTI).
If its value changes during the reception of a nulti-part MARS _MJLTI
the host MJUST wait for the MARS MJULTI (1, k), discard all results, and
repeat the MARS REQUEST.

(Corruption of cell contents will lead to | oss of a MARS MULTI
t hrough AAL5 CPCS_PDU reassenbly failure, which will be detected
t hrough the mechani sns descri bed above.)

If the MARS is managing a cluster of endpoints spread across
different but directly accessible ATMnetworks it will not be able to
return all the group nmenbers in a single MARS MULTI. The MARS_MULTI
message format allows for either E. 164, |SO NSAP, or (E. 164 + NSAP)
to be returned as ATM addresses. However, each MARS _MJLTI nessage may
only return ATM addresses of the sane type and | ength. The returned
addresses MJST be grouped according to type (E. 164, |SO NSAP, or
both) and returned in a sequence of separate MARS MJLTI parts.
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5.1.2 MARS REQUEST, MARS MULTI, and MARS NAK nessages.

MARS REQUEST is shown below. It is indicated by an 'operation type
val ue’ (mar$op) of 1.

The multicast address being resolved is placed into the the target
protocol address field (nmar$tpa), and the target hardware address is
set to null (mar$thtl and mar$tstl both zero).

In I Pv4d environnents the protocol type (mar$pro) is 0x800 and the
target protocol address length (mar$tpln) MIST be set to 4. The
source fields MJST contain the ATM nunber and subaddress of the
client issuing the MARS REQUEST (the subaddress MAY be null).

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol Identification.

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol.
mar $chksum 16 bits Checksum across entire MARS nessage.

mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code (MARS REQUEST = 1)

mar $sht | 8 bits Type & length of source ATM nunber. (r)
mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
mar $spl n 8 bits Length of source protocol address (s)
mar $t ht | 8 bits Type & length of target ATM nunber (x)

mar $t st | 8 bits Type & length of target ATM subaddress (y)
mar $t pl n 8 bits Length of target group address (2z)

mar $pad 64 bits Padding (aligns mar$sha with MARS MULTI).
mar $sha roctets source ATM nunber

mar $ssa goctets source ATM subaddress

mar $spa soctets source protocol address

mar $t pa zoctets target nulticast group address

mar $t ha xoctets target ATM nunber

mar $t sa yoctets target ATM subaddress

Fol | owi ng the RFC1577 approach, the mar$shtl, mar$sstl, mar$thtl and
mar $tstl fields are coded as foll ows:

76543210
S i S S RS
| O] x| length |
S i S S RS
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The nost significant bit is reserved and MJST be set to zero. The
second nost significant bit (x) is a flag indicating whether the ATM
address being referred to is in:

- ATM Forum NSAPA format (x = 0).
- Native E. 164 format (x = 1).

The bottom 6 bits is an unsigned integer value indicating the | ength
of the associated ATM address in octets. If this value is zero the
flag x is ignored.

The mar$spln and mar$tpln fields are unsigned 8 bit integers, giving
the length in octets of the source and target protocol address fields
respectively.

MARS packets use true variable length fields. A null (non-existant)
address MJST be coded as zero length, and no space allocated for it
in the nmessage body.

MARS NAK is the MARS REQUEST returned with operation type val ue of 6.
Al'l other fields are left unchanged fromthe MARS REQUEST (e.g. do
not transpose the source and target information. In all cases MARS
clients use the source address fields to identify their own nessages
com ng back).

The MARS _MJLTI nessage is identified by an nmar$op val ue of 2. The
nmessage format is:

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol ldentification

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol
mar $chksum 16 bits Checksum across entire MARS nessage.

mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code (MARS MUTI = 2).

mar $sht | 8 bits Type & length of source ATM nunber. (r)

mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
mar $spl n 8 bits Length of source protocol address (s)

mar $t ht | 8 bits Type & length of target ATM nunmber (x)

mar $t st | 8 bits Type & length of target ATM subaddress (y)
mar $t pl n 8 bits Length of target group address (2z)

mar $t num 16 bits Number of target ATM addresses returned (N)
mar $seqxy 16 bits Boolean flag x and sequence numnber vy.

mar $msn 32 bits MARS Sequence Nunber.

mar $sha roctets source ATM nunber

mar $ssa goctets source ATM subaddress

mar $spa soctets source protocol address

mar $t pa zoctets target nulticast group address
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mar $t ha. 1 xoctets target ATM nunmber 1

mar $t sa. 1 yoctets target ATM subaddress 1

mar $t ha. 2 xoctets target ATM nunber 2

mar $t sa. 2 yoctets target ATM subaddress 2
[....... ]

mar $t ha. N xoctets target ATM number N

mar $t sa. N yoctets target ATM subaddress N

The source protocol and ATM address fields are copied directly from
the MARS REQUEST that this MARS MJLTI is in response to (not the MARS
itself).

mar $seqxy is coded with flag x in the | eading bit, and sequence
nunber y coded as an unsigned integer in the remaining 15 bits.

| 1st octet | 2nd oct et |
7654321076543210
T S S T i S I Y S S

| x| y I

T S T AT S S S S S S

mar $t num i s an unsi gned i nteger indicating how nmany pairs of

{mar $t ha, mar $tsa} (i.e. how many group nenber’s ATM addresses) are
present in the nmessage. mar$nsn is an unsigned 32 bit nunber filled
in by the MARS before transnmitting each MARS MULTI. Its use is
described further in section 5.1.4.

As an exanpl e, assunme we have a nulticast cluster using 4 byte

prot ocol addresses, 20 byte ATM nunmbers, and 0 byte ATM subaddresses.
For n group nmenbers in a single MARS MIULTI we require a (60 + 20n)
byte nmessage. If we assune the default MIU of 9180 bytes, we can
return a maxi mum of 456 group nmenber’s addresses in a single

MARS_ MULTI .

5.1.3 Est abl i shing the outgoing multipoint VC

Fol I owi ng the conpletion of the MARS MIUTI reply the endpoint nay
establish a new point to multipoint VC, or reuse an existing one.

If establishing a new VC, an L_MILTI _RQ is issued for ATM 1, foll owed
by an L_MJLTI _ADD for every nenber of the set {ATM 2, ....ATM n}
(assuming the set is non-null). The packet is then transmitted over
the newy created VC just as it would be for a unicast VC

After transmtting the packet, the local interface holds the VC open

and marks it as the active path out of the host for any subsequent |IP
packets being sent to that C ass D address.
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When establishing a new nulticast VCit is possible that one or nore
L_MIULTI _RQ or L_MJLTI_ADD may fail. The UNI 3.0/3.1 failure cause
nmust be returned in the ERR L_RQFAILED signal fromthe |oca
signalling entity to the AAL User. If the failure cause is not 49
(Quality of Service unavailable), 51 (user cell rate not available -
UNI 3.0), 37 (user cell rate not available - UNI 3.1), or 41
(Tenporary failure), the endpoint’s ATM address is dropped fromthe

set {ATM 1, ATM 2, ..., ATMn} returned by the MARS. O herw se, the
L_MJULTI _RQ or L_MJILTI _ADD shoul d be reissued after a random del ay of
5 to 10 seconds. |If the request fails again, another request should

be issued after twice the previous delay has el apsed. This process
shoul d be continued until the call succeeds or the multipoint VC gets
rel eased

If the initial L_MJULTI_RQfails for ATM1, and n is greater than 1
(i.e. the returned set of ATM addresses contains 2 or nore addresses)
a new L_MILTI _RQ should be i mediately issued for the next ATM
address in the set. This procedure is repeated until an L_MJILTI _RQ
succeeds, as no L_MJLTI _ADDs may be issued until an initial outgoing
VC i s established.

Each ATM address for which an L_MJULTI _RQ failed with cause 49, 51
37, or 41 MIUST be tagged rather than deleted. An L_MJLTI_ADD is

i ssued for these tagged addresses using the random del ay procedure
out | i ned above.

The VC MAY be considered 'up’ before failed L_MJILTI _ADDs have been
successfully re-issued. An endpoint MAY inplenment a concurrent

mechani smthat allows data to start flowi ng out the new VC even while
failed L_MILTI _ADDs are being re-tried. (The alternative of waiting
for each | eaf node to accept the connection could |ead to significant
delays in transmtting the first packet.)

Each VC MUST have a configurable inactivity timer associated with it.
If the tinmer expires, an L_RELEASE is issued for that VC, and the
Class D address is no |longer considered to have an active path out of
the local host. The tinmer SHOULD be no less than 1 minute, and a
default of 20 m nutes is RECOMVENDED. Choice of specific tiner
periods is beyond the scope of this docunent.

VC consunption may al so be reduced by endpoints noting when a new
group’s set of {ATM 1, ....ATM n} matches that of a pre-existing VC
out to another group. Wth careful |ocal managenent, and assuning the
QS of the existing VCis sufficient for both groups, a new pt to npt
VC may not be necessary. Under certain circunstances endpoi nts may
decide that it is sufficient to re-use an existing VC whose set of

| eaf nodes is a superset of the new group’s nenbership (in which case
sone endpoints will receive nulticast traffic for a |layer 3 group
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they haven't joined, and nust filter them above the ATMinterface).
Al gorithms for performing this type of optimzation are not discussed
here, and are not required for conformance with this docunent.

5.1. 4 Tracki ng subsequent group updates.

Once a new VC has been established, the transmt side of the cluster
menber’s interface needs to nonitor subsequent group changes - adding
or dropping | eaf nodes as appropriate. This is achieved by watching
for MARS JO N and MARS_LEAVE nessages fromthe MARS itself. These
nmessages are described in detail in section 5.2 - at this point it is
sufficient to note that they carry:

- The ATM address of a node joining or |eaving a group
- The layer 3 address of the group(s) being joined or left.
- A Cluster Sequence Nunmber (CSN) fromthe MARS

MARS JO N and MARS LEAVE nessages arrive at each cluster nenber
across ClusterControl VC. MARS JO N or MARS_LEAVE nessages that sinply
confirminformation already held by the cluster nenber are used to
track the Cluster Sequence Nunber, but are otherw se ignored.

5.1.4.1 Updating the active VCs.

If a MARS JONis seen that refers to (or enconpasses) a group for
which the transnit side already has a VC open, the new nenber’s ATM
address is extracted and an L_MJLTI _ADD issued locally. This ensures
that endpoints already sending to a given group will inmediately add
the new nmenber to their list of recipients.

If a MARS LEAVE is seen that refers to (or enconpasses) a group for
which the transnit side already has a VC open, the old nenber’s ATM
address is extracted and an L_MJLTI _DROP issued locally. This ensures
t hat endpoints already sending to a given group will inmmediately drop
the old nmenber fromtheir list of recipients. Wien the last |eaf of a
VC is dropped, the VCis closed conpletely and the affected group no
| onger has a path out of the |ocal endpoint (the next outbound packet
to that group’s address will trigger the creation of a new VC, as
described in sections 5.1.1 to 5.1.3).

The transnit side of the interface MJUST NOT shut down an active VC to
a group for which the receive side has just executed a
LeavelLocal G oup. (This behaviour is consistent with the nodel of
hosts transmitting to groups regardl ess of their own nenbership
status.)

If a MARS JO N or MARS LEAVE arrives with mar$pnum== 0 it carries no
<m n,max> pairs, and is only used for tracking the CSN.
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5.1.4.2 Tracking the Custer Sequence Number.

It is inportant that endpoints do not m ss group nenbershi p updates

i ssued by the MARS over O usterControl VC. However, this wll happen
fromtine to tine. The Custer Sequence Nunber is carried as an
unsigned 32 bit value in the mar$msn field of nmany MARS nessages
(except for MARS REQUEST and MARS NAK). It increnments once for every
transni ssion the MARS nakes on O usterControl VC, regardl ess of

whet her the transm ssion represents a change in the MARS dat abase or
not. By tracking this counter, cluster nmenbers can determ ne whet her
they have missed a previous nessage on C usterControl VC, and possibly
a nmenbership change. This is then used to trigger revalidation
(described in section 5.1.5).

The current CSN is copied into the mar$msn field of MARS nessages
bei ng sent to cluster nmenbers, whether out CusterControl VC or on a
point to point VC

Cal cul ati ons on the sequence nunbers MJST be perforned as unsi gned 32
bit arithnetic.

Every cluster nmenber keeps its own 32 bit Host Sequence Number (HSN)
to track the MARS s sequence nunber. \Whenever a nmessage is received
that carries an mar$nsn field the follow ng processing is perforned:

Seq.di ff = mar$nsn - HSN

mar $nsn -> HSN
{...process MARS nessage as appropriate...}

if ((Seq.diff '=1) & (Seq.diff !'=0))
then {...revalidate group nenbership information...}

The basic result is that the cluster nenber attenpts to keep | ocked
in step with nmenbership changes noted by the MARS. If it ever detects
t hat a nenbershi p change occurred (in any group) w thout it noticing,
it re-validates the nmenbership of all groups it currently has
mul ti cast VCs open to.

The mar$nsn value in an individual MARS MIULTI is not used to update
the HSN until all parts of the MARS MULTI (if nore than 1) have
arrived. (If the mar$msn changes the MARS MULTI is discarded, as
described in section 5.1.1.)

The MARS is free to choose an initial value of CSN. Wen a new
cluster nmenber starts up it should initialise HSN to zero. Wen the
cluster menber sends the MARS JO N to register (described later), the
HSN wi || be correctly updated to the current CSN val ue when the
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endpoi nt receives the copy of its MARS JO N back fromthe MARS
5.1.5 Reval i dating a VC s | eaf nodes.

Certain events may informa cluster nmenber that it has incorrect

i nformati on about the sets of |eaf nodes it should be sending to. |If
an error occurs on a VC associated with a particular group, the
cluster menber initiates revalidation procedures for that specific
group. If a junp is detected in the Custer Sequence Number, this
initiates revalidation of all groups to which the cluster nmenber
currently has open point to nmultipoint VCs.

Each open and active nultipoint VC has a flag associated with it
called "VC revalidate' . This flag is checked everytine a packet is
gueued for transm ssion on that VC. If the flag is false, the packet
is transnmitted and no further action is required.

However, if the VCrevalidate flag is true then the packet is
transmtted and a new sequence of events is started |ocally.

Reval i dati on begins with re-issuing a MARS REQUEST for the group
being revalidated. The returned set of nenbers {NewATM 1, NewATM 2,
NewATM n} is conpared with the set already held |ocally.
L_MJLTI _DROPs are issued on the group’s VC for each node that appears
in the original set of nenbers but not in the revalidated set of
menbers. L_MJLTI _ADDs are issued on the group’s VC for each node that
appears in the revalidated set of menbers but not in the original set
of nmenbers. The VC revalidate flag is reset when revalidation
concludes for the given group. |Inplenmentation specific mechani sns
will be needed to flag the "revalidation in progress’ state.

The key difference between constructing a VC (section 5.1.3) and
revalidating a VC is that packet transni ssion continues on the open
VC while it is being revalidated. This mnimses the disruption to
existing traffic.

The algorithmfor initiating revalidation is:

- When a packet arrives for transm ssion on a given group
the groups nenbership is revalidated if VC revalidate == TRUE
Reval i dation resets VC revali date.

- When an event occurs that demands revalidation, every
group has its VC revalidate flag set TRUE at a randomtine
between 1 and 10 seconds.

Benefit: Revalidation of active groups occurs quickly, and

essentially idle groups are revalidated as needed. Randomy
distributed setting of VC revalidate flag i nproves chances of
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staggered revalidation requests from senders when a sequence nunber
junp is detected.

5.1.5.1 \When | eaf node drops itself.

During the Iife of a nultipoint VC an ERR L_DROP may be received
indicating that a |l eaf node has term nated its participation at the
ATM | evel . The ATM endpoi nt associated with the ERR L_DROP MJST be
renoved fromthe locally held set {ATM1, ATM2, .... ATMn}
associated with the VC

After a random period of tine between 1 and 10 seconds the
VC revalidate flag associated with that VC MJST be set true.

If an ERR_L_RELEASE is received then the entire set {ATM 1, ATM 2
ATM n} is cleared and the VC is considered to be conpletely shut

down. Further packet transmi ssion to the group served by this VC wil|

result in a new VC being established as described in section 5.1.3

5.1.5.2 When a junp is detected in the CSN.

Section 5.1.4.2 describes howa CSN junp is detected. If a CSN junp
is detected upon receipt of a MARS JON or a MARS LEAVE then every
outgoing nulticast VC MIUST have its VC revalidate flag set true at
some randominterval between 1 and 10 seconds from when the CSN junp
was detected.

The only exception to this rule is if a sequence nunber junp is
detected during the establishment of a new group’s VC (i.e. a
MARS_MULTI reply was correctly received, but its mar$nsn indicated
that sone previous MARS traffic had been m ssed on C usterControl VC).
In this case every open VC, EXCEPT the one just established, MJST
have its VC revalidate flag set true at sone randominterval between
1 and 10 seconds from when the CSN junp was detected. (The VC being
established at the tinme is considered already validated.)

5.1.6 'Mgrating the outgoing multipoint VC

In addition to the group tracking described in section 5.1.4, the
transmt side of a cluster nenber nust respond to 'mgration’
requests by the MARS. This is triggered by the reception of a
MARS_M GRATE nessage from C usterControl VC. The MARS_M GRATE nessage
is shown below, with an nmar$op code of 13.

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol ldentification

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol
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mar $chksum 16 bits Checksum across entire MARS nessage.
mar $ext of f 16 bits Extensions Ofset.
mar $op 16 bits Operation code (MARS M GRATE = 13).

mar $sht | 8 bits Type & length of source ATM nunber. (r)
mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
mar $spl n 8 bits Length of source protocol address (s)
mar $t ht | 8 bits Type & length of target ATM nunmber (x)
mar $t st | 8 bits Type & length of target ATM subaddress (y)
mar $t pl n 8 bits Length of target group address (2z)
mar $t num 16 bits Number of target ATM addresses returned (N)
mar $r esv 16 bits Reserved.
mar $msn 32 bits MARS Sequence Nunber.
mar $sha roctets source ATM nunber
mar $ssa goctets source ATM subaddress
mar $spa soctets source protocol address
mar $t pa zoctets target nulticast group address
mar $t ha. 1 xoctets target ATM nunber 1
mar $t sa. 1 yoctets target ATM subaddress 1
mar $t ha. 2 xoctets target ATM nunber 2
mar $t sa. 2 yoctets target ATM subaddress 2
[.......
mar $t ha. N xoctets target ATM nunber N
mar $t sa. N yoctets target ATM subaddress N

A mgration is requested when the MARS determines that it no | onger
wants cluster nmenbers forwarding their packets directly to the ATM
addresses it had previously specified (through MARS REQUESTS or

MARS JO Ns). When a MARS M GRATE is received each cluster nmenber MJST
performthe foll ow ng steps:

Cl ose down any existing outgoing VC associated with the group
carried in the mar$tpa field (L_RELEASE), or dissociate the group
fromany outgoing VC it may have been sharing (as described in
section 5.1.3).

Establi sh a new outgoing VC for the specified group, using the
al gorithm described in section 5.1.3 and taking the set of ATM
addresses supplied in the MARS M GRATE as the group’s new set of
menbers {ATM 1, .... ATMn}.

The MARS_M GRATE carries the new set of nmenbers {ATM 1, .... ATMn}
in a single nmessage, in simlar manner to a single part MARS_MULTI .
As with other nessages fromthe MARS, the C uster Sequence Nunber
carried in mar$msn is checked as described in section 5.1.4.2,
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5. 2. Recei ve si de behavi our

A cluster nmenber is a 'group nmenber’ (in the sense that it receives
packets directed at a given multicast group) when its ATM address
appears in the MARS s table entry for the group’s nulticast address.
A key function within each cluster is the distribution of group
menbership information fromthe MARS to cluster nenbers.

An endpoint may wish to 'join a group’ in response to a |ocal, higher
| evel request for nmenbership of a group, or because the endpoint
supports a layer 3 multicast forwardi ng engine that requires the
ability to "see’ intra-cluster traffic in order to forward it.

Two nmessages support these requirenents - MARS JO N and MARS_LEAVE

These are sent to the MARS by endpoints when the |ocal |ayer 3/ATM

interface is requested to join or leave a nulticast group. The MARS
propagat es these nmessages back out over CusterControl VC, to ensure
the know edge of the group’s nmenbership change is distributed in a

timely fashion to other cluster nenbers.

Certain nodels of layer 3 endpoints (e.g. IP multicast routers)
expect to be able to receive packet traffic 'proniscuously’ across
all groups. This functionality may be enul ated by allow ng routers
to request that the MARS returns themas '"wild card nenbers of al

Cl ass D addresses. However, a probleminherent in the current ATM
nodel is that a conpletely prom scuous router nay exhaust the |ocal
reassenbly resources in its ATMinterface. MARS JO N supports a
generalisation to the notion of "wild card” entries, enabling routers
tolint thenmselves to 'blocks’ of the Cass D address space. Use of
this facility is described in greater detail in Section 8.

A block can be as small as 1 (a single group) or as large as the
entire nulticast address space (e.g. default |Pv4 'prom scuous’
behaviour). A block is defined as all addresses between, and

i nclusive of, a <mn, max> address pair. A MARS JO N or MARS_LEAVE nay
carry multiple <nmin, max> pairs.

Cluster nenbers MJST provide ONLY a single <min,max> pair in each
JO N LEAVE nessage they issue. However, they MJST be able to process
multiple <min,max> pairs in JO N LEAVE nessages when performng VC
managenent as described in section 5.1.4 (the interpretation being
that the join/leave operation applies to all addresses in the range
from<mn>to <max> inclusive, for every <mn,max> pair).

In RFC1112 environnments a MARS JO N for a single group is triggered
by a JoinLocal Goup signal fromthe IP layer. A MARS LEAVE for a
single group is triggered by a LeavelLocal G oup signal fromthe IP

| ayer.
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Cluster nenbers with special requirenents (e.g. nulticast routers)
may i ssue MARS JO Ns and MARS LEAVEs specifying a single block of 2
or nore nulticast group addresses. However, a cluster nenber SHALL
NOT i ssue such a nulti-group block join for an address range fully or
partially overlapped by multi-group block join(s) that the cluster
menber has previously issued and not yet retracted. A cluster nenber
MAY i ssue conbinations of single group MARS JONs that overlap with a
mul ti-group bl ock MARS JO N.

An endpoint MJST register with a MARS in order to become a nenber of
a cluster and be added as a leaf to CusterControl VC. Registration
is covered in section 5.2.3.

Finally, the endpoint MJST be capable of term nating unidirectional
VCs (i.e. act as a leaf node of a UNI 3.0/3.1 point to multipoint VC
wWith zero bandw dth assigned on the return path). RFC 1755 descri bes
the signalling information required to term nate VCs carrying

LLC/ SNAP encapsul ated traffic (discussed further in section 5.5).

5.2.1 Format of the MARS JO N and MARS LEAVE Messages.
The MARS JO N nessage is indicated by an operation type value of 4.

MARS LEAVE has the sane format and operation type value of 5. The
nmessage format is:

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol Ildentification.

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol.
mar $chksum 16 bits Checksum across entire MARS nessage.
mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code (MARS JO N or MARS LEAVE).

mar $sht | 8 bits Type & length of source ATM nunber. (r)

mar $sst | 8 bits Type & length of source ATM subaddress. (Q)

mar $spl n 8 bits Length of source protocol address (s)

mar $t pl n 8 bits Length of group address (2z)

mar $pnum 16 bits Number of group address pairs (N)

mar $f | ags 16 bits layer3grp, copy, and register flags.

mar $cmi 16 bits duster Menber ID

mar $msn 32 bits MARS Sequence Nunber.

mar $sha roctets source ATM nunber.

mar $ssa goctets source ATM subaddress.

mar $spa soctets source protocol address

mar $min. 1 zoctets Mnimummulticast group address - pair.1

mar $max. 1 zoctets Maximum multicast group address - pair.1l
[....... ]

mar $m n. N zoctets Mnimummnulticast group address - pair.N

mar $max. N zoctets Maximum multicast group address - pair.N
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mar $spl n i ndi cates the nunber of bytes in the source endpoint’s
protocol address, and is interpreted in the context of the protocol
indicated by the mar$pro field. (e.g. in |Pv4d environnments mar$pro
will be 0x800, mar$spln is 4, and mar$tpln is 4.)

The mar$flags field contains three flags:

Bit 15 - nar$fl ags.|ayer3grp.
Bit 14 - nar$fl ags. copy.

Bit 13 - nar$flags.register.
Bit 12 - mar$fl ags. punched.
Bit 0-7 - mar$fl ags. sequence.

Bits 8 to 11 are reserved and MJUST be zero.

mar $f | ags. sequence is set by cluster nenbers, and MJST al ways be
passed on unnodified by the MARS when retransmtting MARS_JO N or
MARS LEAVE nessages. It is source specific, and MJST be ignored by
other cluster nenbers. Its use is described in section 5.2.2.

mar $f | ags. punched MUST be zero when the MARS JO N or MARS_LEAVE is
transmtted to the MARS. |ts use is described in section 5.2.2 and
section 6.2.4.

mar $f | ags. copy MUST be set to O when the nmessage is being sent froma
MARS client, and MJST be set to 1 when the nessage is being sent from
a MARS. (This flag is intended to support integrating the MARS
function with one of the MARS clients in your cluster. The
destination of an incom ng MARS JO N can be determined fromits

val ue.)

mar $f | ags. | ayer3grp allows the MARS to provide the group nenbership
i nformati on described further in section 5.3. The rules for its use
are:

mar $f | ags. | ayer3grp MUST be set when the cluster nenber is issuing
the MARS JO N as the result of a layer 3 nulticast group being
explicitly joined. (e.g. as a result of a Joi nHost G oup operation
in an RFC1112 conpliant host).

mar $f | ags. | ayer3grp MJUST be reset in each MARS JON if the
MARS JON is sinply the local ip/atminterface registering to
receive traffic on that group for its own reasons.

i gnored and MJST be treated as reset by the
that specifies a block covering nore than a
ock join froma router ensuring their

all traffic).

mar $f | ags. | ayer3grp is
MARS for any MARS JO N
single group (e.g. a b

'se

I
forwardi ng engi nes ’see
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mar $f | ags. regi ster indicates whether the MARS JO N or MARS LEAVE is
bei ng used to register or deregister a cluster nmenber (described in
section 5.2.3). Wen used to join or |eave specific groups the

mar $regi ster flag MJIST be zero.

mar $pnum i ndi cat es how nany <min, max> pairs are included in the
nmessage. This field MJST be 1 when the nessage is sent froma cluster
menber. A MARS MAY return a MARS JO N or MARS LEAVE with any nmar$pnum
val ue, including zero. This will be explained futher in section

6. 2. 4.

The mar$cm field MJST be zeroed by cluster nenbers, and is used by
the MARS during cluster nenber registration, described in section
5.2.3.

mar $nsn MUST be zero when transmitted by an endpoint. It is set to
the current value of the Custer Sequence Number by the MARS when the
MARS JO N or MARS LEAVE is retransmitted. Its use has been described
in section 5.1.4.

To sinplify construction and parsing of MARS JO N and MARS_LEAVE
nmessages, the following restrictions are inposed on the <m n, nax>
pairs:

Assume nmax(N) is the <max> field fromthe Nth <nin, max> pair.
Assume nmin(N) is the <nin> field fromthe Nth <m n, max> pair
Assunme a join/leave nessage arrives with K <mn, max> pairs.
The followi ng nust hol d:

max(N) < mn(N+1l) for 1 <= N< K

max(N) >= mn(N) for 1 <= N <= K

In plain | anguage, the set nust specify an ascendi ng sequence of
address bl ocks. The definition of "greater"” or "less than" may be
protocol specific. In IPv4 environnents the addresses are treated as
32 bit, unsigned binary values (nost significant byte first).

5.2.1.1 Inmportant |Pv4 default val ues.

The Joi nLocal Group and LeavelLocal Group operations are only valid for
a single group. For any arbitrary group address X the associ at ed
MARS_JO N or MARS_LEAVE MUST specify a single pair <X, X>

mar $f | ags. | ayer 3grp MJUST be set under these circunstances.

A router choosing to behave strictly in accordance with RFC1112 MJUST
specify the entire Cass D space. The associated MARS JO N or

MARS LEAVE MJST specify a single pair <224.0.0.0, 239.255.255. 255>,
Whenever a router issues a MARS JONonly in order to forward IP
traffic it MJUST reset nar$flags.|ayer3grp
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The use of alternative <mn, max> values by nulticast routers is
di scussed in Section 8.

5.2.2 Retransmni ssi on of MARS JO N and MARS LEAVE nessages.

Transient problens may result in the | oss of nessages between the
MARS and cl uster nenbers

A sinple algorithmis used to solve this problem Custer nenbers
retransmt each MARS_JO N and MARS_LEAVE nmessage at regular intervals
until they receive a copy back again, either on CusterControl VC or
the VC on which they are sending the nessage. At this point the

| ocal endpoint can be certain that the MARS received and processed
it.

The interval should be no shorter than 5 seconds, and a default val ue
of 10 seconds is recommended. After 5 retransm ssions the attenpt
shoul d be flagged locally as a failure. This MJST be considered as a
MARS failure, and triggers the MARS reconnection described in section
5. 4.

A "copy' is defined as a received nessage with the followi ng fields
mat ching a previously transnitted MARS JO N LEAVE

- mar $op

- mar $f | ags. regi ster

- mar $f | ags. sequence

- mar $pnum

- Source ATM address

- First <mn, max> pair

In addition, a valid copy MJST have the followng field val ues:

- mar $fl ags. punched = 0
- mar$flags.copy =1

The mar $fl ags. sequence field is never nodified or checked by a MARS.
| npl ement ors MAY choose to utilize locally significant sequence
nunber schenes, which MAY differ fromone cluster nmenber to the next.
In the absence of such schenes the default val ue for

mar $f | ags. sequence MJUST be zero.

Careful inplenmentati ons MAY have nore than one unacknow edged
MARS JO N LEAVE out standing at a timne.
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5.2.3 Cluster nenber registration and deregistration.

To becone a cluster nenber an endpoint nust register with the MARS.
This achieves two things - the endpoint is added as a | eaf node of
ClusterControl VC, and the endpoint is assigned a 16 bit Custer
Menmber ldentifier (CM). The CM wuniquely identifies each endpoint
that is attached to the cluster.

Regi stration with the MARS occurs when an endpoint issues a MARS JO N
with the mar$flags.register flag set to one (bit 13 of the mar$fl ags
field).

The cluster nmenber MUST include its source ATM address, and MAY
choose to specify a null source protocol address when registering.

No protocol specific group addresses are included in a registration
MARS_JO N.

The cluster nmenber retransnits this MARS JO N in accordance with
section 5.2.2 until it confirns that the MARS has received it.

When the registration MARS JONis returned it contains a non-zero
value in mar$cm . This val ue MJST be noted by the cluster nenber, and
used whenever circunstances require the cluster nenber’s CM.

An endpoint may al so choose to de-register, using a MARS LEAVE with
mar $f | ags. regi ster set. This would result in the MARS dropping the
endpoint from ClusterControl VC, renoving all references to the nenber
in the mappi ng dat abase, and freeing up its CM.

As for registration, a deregistration request MJST include the
correct source ATM address for the cluster nmenber, but MAY choose to
specify a null source protocol address.

The cluster nmenber retransmits this MARS _LEAVE in accordance with
section 5.2.2 until it confirnms that the MARS has received it.

5.3 Support for Layer 3 group managenent.

Whilst the intention of this specification is to be independent of
| ayer 3 issues, an attenpt is being nade to assist the operation of
layer 3 nulticast routing protocols that need to ascertain if any
groups have nenbers within a cluster

One exanple is IP, where 1GW is used (as described in section 2)
sinply to determ ne whether any other cluster nmenbers are |istening
to a group because they have higher |ayer applications that want to
receive a group’'s traffic.
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Routers may choose to query the MARS for this information, rather
than multicasting | GW queries to 224.0.0.1 and incurring the
associ ated cost of setting up a VCto all systens in the cluster.

The query is issued by sending a MARS GROUPLI ST_REQUEST to the MARS.
MARS GROUPLI ST _REQUEST is built froma MARS JON, but it has an
operation code of 10. The first <mn,max> pair will be used by the
MARS to identify the range of groups in which the querying cluster
menber is interested. Any additional <mn,max> pairs wll be ignored.
A request with mar$pnum = 0 will be ignored.

The response fromthe MARS is a MARS GROUPLI ST_REPLY, carrying a |ist
of the nmulticast groups within the specified <m n, nax> bl ock that
have Layer 3 menbers. A group is noted in this list if one or nore
of the MARS JO Ns that generated its mapping entry in the MARS
contained a set nar$flags.|ayer3grp flag.

MARS GROUPLI ST_REPLYs are transmitted back to the querying cluster
menber on the VC used to send the MARS_GROUPLI ST_REQUEST.

MARS_GROUPLI ST_REPLY is derived fromthe MARS MULTI but with mar$op =
11. It may have nmultiple parts if needed, and is received in a
simlar manner to a MARS_MULTI .

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol Ildentification.

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol.
mar $chksum 16 bits Checksum across entire MARS nessage.

mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code (MARS _GROUPLI ST_REPLY).

mar $sht | 8 bits Type & length of source ATM nunber. (r)
mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
mar $spl n 8 bits Length of source protocol address (s)
mar $t ht | 8 bits Unused - set to zero.

mar $t st | 8 bits Unused - set to zero.

mar $t pl n 8 bits Length of target group address (2z)

mar $t num 16 bits Nunber of group addresses returned (N).
mar $seqxy 16 bits Boolean flag x and sequence numnber vy.
mar $msn 32 bits MARS Sequence Nunber.

mar $sha roctets source ATM nunber.

mar $ssa goctets source ATM subaddress.

mar $spa soctets source protocol address

mar $ngr p. 1 zoctets Goup address 1
mar$ngrp. N zoctets G oup address N

mar $seqxy is coded as for the MARS MIULTI - nultiple
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MARS_ GROUPLI ST_REPLY conponents are transnitted and recei ved using
the sanme algorithmas described in section 5.1.1 for MARS MJLTI. The
only difference is that protocol addresses are being returned rather
t han ATM addr esses.

As for MARS MIULTIs, if an error occurs in the reception of a nulti

part MARS_CGROUPLI ST_REPLY t he whol e thing MJST be discarded and the
MARS CGROUPLI ST_REQUEST re-issued. (This includes the nmar$nsn val ue
bei ng constant.)

Note that the ability to generate MARS GROUPLI ST _REQUEST nessages,
and recei ve MARS CGROUPLI ST_REPLY nessages, is not required for
general host interface inplenentations. It is optional for interfaces
bei ng inplenmented to support layer 3 nulticast forwardi ng engines.
However, this functionality MJST be supported by the MARS.

5.4 Support for redundant/backup MARS entities.

Endpoi nts are assuned to have been configured with the ATM address of
at | east one MARS. Endpoi nts MAY choose to maintain a table of ATM
addresses, representing alternative MARSs that will be contacted in
the event that normal operation with the original MARS is deened to
have failed. It is assuned that this table orders the ATM addresses

i n descendi ng order of preference.

An endpoint will typically decide there are problens with the MARS
when:

It fails to establish a point to point VCto the MARS.

MARS REQUESTs fail (section 5.1.1).

- MARS_JO N MARS_LEAVEs fail (section 5.2.2).

- It has not received a MARS_REDI RECT_MAP in the last 4 mnutes
(section 5.4.3).

(If it is able to discern which connection represents
ClusterControl VC, it may al so use connection failures on this VCto
i ndi cate problenms with the MARS).

5.4.1 First response to MARS probl ens.

The first response is to assune a transient problemw th the MARS
bei ng used at the time. The cluster nenber should wait a random
period of time between 1 and 10 seconds before attenpting to re-
connect and re-register with the MARS., If the registration MARS JO N
i s successful then:

The cluster nmenber MJUST then proceed to rejoin every group that
its local higher |ayer protocol(s) have joined. It is
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reconmended that a random del ay between 1 and 10 seconds be
i nserted before attenpting each MARS JO N.

The cluster menber MUST initiate the revalidation of every
nmul ticast group it was sending to (as though a sequence nunber
junp had been detected, section 5.1.5).

The rejoin and revalidation procedure rmust not disrupt the
cluster nenber’s use of multipoint VCs that were al ready open at
the time of the MARS failure.

If re-registration with the current MARS fails, and there are no
backup MARS addresses configured, the cluster nenber MJST wait for at
least 1 nminute before repeating the re-registration procedure. It is
RECOVMENDED t hat the cluster nmenber signals an error condition in
some locally significant fashion

This procedure may repeat until network administrators manually
i ntervene or the current MARS returns to nornal operation.

5.4.2 Connecting to a backup MARS

If the re-registration with the current MARS fails, and other MARS
addr esses have been configured, the next MARS address on the list is
chosen to be the current MARS, and the cluster nmenber immediately
restarts the re-registration procedure described in section 5.4.1. If
this is succesful the cluster nenber will resume normal operation
using the new MARS. It is RECOMVENDED that the cluster nenber signals
a warning of this condition in sonme |ocally significant fashion

If the attenpt at re-registration with the new MARS fails, the
cluster menber MUST wait for at least 1 minute before choosing the
next MARS address in the table and repeating the procedure. If the
end of the table has been reached, the cluster nmenber starts again at
the top of the table (which should be the original MARS that the
cluster nenber started with).

In the worst case scenario this will result in cluster nmenbers
| oopi ng through their table of possible MARS addresses until network
admi ni strators manual Iy intervene.

5.4.3 Dynam ¢ backup lists, and soft redirects.

To support sone | evel of autoconfiguration, a MARS nessage is defined
that allows the current MARS to broadcast on CusterControl VC a table
of backup MARS addresses. When this nessage is received, cluster
menbers that maintain a list of backup MARS addresses MJST insert
this information at the top of their locally held list (i.e. the
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i nformati on provided by the MARS has a higher preference than
addresses that may have been nmanually configured into the cluster
menber) .

The nmessage is MARS REDI RECT_MAP. It is based on the MARS MULTI
nmessage, with the follow ng changes:

- mar$tpln field replaced by mar$redirf.
- mar$spln field reserved.
- mar $t pa and mar $spa el i m nat ed.

MARS_REDI RECT_MAP has an operation type code of 12 decinal.

Dat a:
mar $af n 16 bits Address Famly (0x000F).
mar $pr o 56 bits Protocol Identification.

mar $hdr r sv 24 bits Reserved. Unused by MARS control protocol.
mar $chksum 16 bits Checksum across entire MARS nessage.

mar $ext of f 16 bits Extensions Ofset.

mar $op 16 bits Operation code (MARS_REDI RECT_MAP).

mar $sht | 8 bits Type & length of source ATM nunber. (r)
mar $sst | 8 bits Type & length of source ATM subaddress. (Q)
mar $spl n 8 bits Length of source protocol address (s)
mar $t ht | 8 bits Type & length of target ATM nunber (x)
mar $t st | 8 bits Type & length of target ATM subaddress (y)
mar $redi rf 8 bits Flag controlling client redirect behaviour.
mar $t num 16 bits Nunber of MARS addresses returned (N).
mar $seqxy 16 bits Boolean flag x and sequence numnber vy.
mar $msn 32 bits MARS Sequence Nunber.
mar $sha roctets source ATM nunber
mar $ssa goctets source ATM subaddress
mar $t ha. 1 xoctets ATM nunber for MARS 1
mar $t sa. 1 yoctets ATM subaddress for MARS 1
mar $t ha. 2 xoctets ATM nunber for MARS 2
mar $t sa. 2 yoctets ATM subaddress for MARS 2
[....... ]
mar $t ha. N xoctets ATM nunber for MARS N
mar $t sa. N yoctets ATM subaddress for MARS N

The source ATM address field(s) MJIST identify the originati ng MARS.

A multi-part MARS REDI RECT_MAP may be transmitted and reassenbl ed
using the mar$seqxy field in the sane manner as a nulti-part
MARS_MULTI (section 5.1.1). If a failure occurs during the reassenbly
of a multi-part MARS REDI RECT_MAP (a part |ost, reassenbly tinmeout,

or illegal MARS Sequence Number junp) the entire nmessage MJST be

di scar ded.
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This nessage is transmitted regularly by the MARS (it MJST be
transnitted at |east every 2 minutes, it is RECOMWENDED that it is
transnitted every 1 ninute).

The MARS_REDI RECT_MAP is also used to force cluster nenbers to shift
fromone MARS to another. If the ATM address of the first MARS
contained in a MARS_REDI RECT_MAP table is not the address of cluster
nmenber’s current MARS the client MUST 'redirect’ to the new MARS. The
mar $redirf field controls how the redirection occurs.

mar $redirf has the followi ng format:

76543210
T

| x| I

T S R S

If Bit 7 (the nost significant bit) of mar$redirf is 1 then the
cluster menber MJUST performa 'hard redirect. Having installed the
new t abl e of MARS addresses carried by the MARS REDI RECT_MAP, the
cluster nmenber re-registers with the MARS now at the top of the table
usi ng the nechani sm described in sections 5.4.1 and 5. 4. 2.

If Bit 7 of mar$redirf is O then the cluster nenber MJUST performa
"soft’ redirect, beginning with the follow ng actions:

- open a point to point VCto the first ATM address.
- attenpt a registration (section 5.2.3).

I f the registration succeeds, the cluster nmenber shuts down its point
to point VCto the current MARS (if it had one open), and then
proceeds to use the newy opened point to point VC as its connection
to the "current MARS . The cluster nenber does NOT attenpt to rejoin
the groups it is a nmenber of, or revalidate groups it is currently
sendi ng to.

This is termed a 'soft redirect’ because it avoids the extra
rejoining and revalidation processing that occurs when a MARS failure
is being recovered from It assunmes some external synchronisation
nmechani sns exi st between the old and new MARS - nechani sns that are
out side the scope of this specification

Sone | evel of trust is required before initiating a soft redirect. A
cluster menber MJUST check that the calling party at the other end of
the VC on which the MARS REDI RECT_MAP arrived (supposedly
ClusterControlVC) is in fact the node it trusts as the current MARS

Addi ti onal applications of this function are for further study.
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5.5 Data path LLC/ SNAP encapsul ati ons.

An extended encapsul ati on schene is required to support the filtering
of possible reflected packets (section 3.3).

Two LLC/ SNAP codepoints are allocated fromthe | ANA QU space. These
support two different nechanisms for detecting reflected packets.
They are called Type #1 and Type #2 nulticast encapsul ati ons.

Type #1

[ OXAA- AA- 03] [ Ox00- 00- 5E] [ 0x00- 01] [ Type #1 Extended Layer 3 packet]
LLC Ul PI D

Type #2

[ OXAA- AA- 03] [ Ox00- 00- 5E] [ 0x00- 04] [ Type #2 Extended Layer 3 packet]
LLC Ul PI D

For conformance with this docunent MARS clients:
MUST transmit data using Type #1 encapsul ati on.

MJUST be able to correctly receive traffic using Type #1 OR Type #2
encapsul ati on.

MUST NOT transnmit using Type #2 encapsul ation.
5.5.1 Type #1 encapsul ati on.

The Type #1 Extended | ayer 3 packet carries within it a copy of the
source’s Cluster Menber ID (CM) and either the "short form or ’'l|ong
form of the protocol type as appropriate (section 4.3).

When carryi ng packets belonging to protocols with valid short form
representations the [Type #1 Extended Layer 3 packet] is encoded as:

[ pkt $cm ] [ pkt $pro] [ Ori gi nal Layer 3 packet]
2oct et 2oct et N oct et

The first 2 octets (pkt$cm ) carry the CM assigned when an endpoi nt
registers with the MARS (section 5.2.3). The second 2 octets

(pkt $pro) indicate the protocol type of the packet carried in the
remai nder of the payload. This is copied fromthe mar$pro field used
in the MARS control nessages.

When carryi ng packets belonging to protocols that only have a | ong
formrepresentation (pkt$pro = 0x80) the overhead SHALL be further
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extended to carry the 5 byte mar$pro.snap field (wth padding for 32
bit alignment). The encoded form SHALL be:

[ pkt $cmi ] [ 0x00- 80] [ mar $pr o. snap] [ paddi ng] [ Ori gi nal Layer 3 packet]
20ct et 20ct et 5 octets 3 octets N oct et

The CM is copied into the pkt$cm field of every outgoing Type #1
packet. When an endpoint interface receives an AAL_SDU with the

LLC/ SNAP codepoi nt indicating Type #1 encapsulation it conpares the
CM field with its own Cluster Menber ID for the indicated protocol
The packet is discarded silently if they nmatch. O herw se the packet
is accepted for processing by the | ocal protocol entity identified by
the pkt$pro (and possibly SNAP) field(s).

Wiere a protocol has valid short and |Iong forns of identification,
recei vers MAY choose to additionally recognise the |ong form

5.5.2 Type #2 encapsul ati on.

Fut ure devel oprments may enabl e direct nulticasting of AAL_SDUs beyond
cluster boundaries. Expanding the set of possible sources in this way
may cause the CM to becone an inadequate paraneter with which to
detect reflected packets. A larger source identification field may
be required.

The Type #2 Extended | ayer 3 packet carries within it an 8 octet
source IDfield and either the "short form or 'long form of the
protocol type as appropriate (section 4.3). The formand content of
the source IDfield is currently unspecified, and is not relevant to
any MARS client built in conformance with this docunent. Received
Type #2 encapsul ated packets MJST al ways be accepted and passed up to
the higher layer indicated by the protocol identifier.

When carryi ng packets belonging to protocols with valid short form
representations the [Type #2 Extended Layer 3 packet] is encoded as:

[8 octet sourcel D[ mar$pro.type][Null pad][Original Layer 3
packet ]
2octets 2octets

When carryi ng packets belonging to protocols that only have a | ong
formrepresentation (pkt$pro = 0x80) the overhead SHALL be further
extended to carry the 5 byte nmar$pro.snap field (wth padding for 32
bit alignment). The encoded form SHALL be:

[8 octet sourcel D[ mar $pro.type] [ mar $pro. snap] [ Nul | pad][Layer 3
packet ]
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2octets 5octets loct et

(Note that in this case the padding after the SNAP field is 1 octet
rather than the 3 octets used in Type #1.)

Wiere a protocol has valid short and |long fornms of identification,
recei vers MAY choose to additionally recognise the |ong form

(Future docunents may specify the contents of the source ID field.
This will only be relevant to inplenmentations sendi ng Type #2
encapsul at ed packets, as they are the only entities that need to be
concerned about detecting reflected Type #2 packets.)

5.5.3 A Type #1 exanpl e.

An | Pv4 packet (fully identified by an Ethertype of 0x800, therefore
requiring 'short form protocol type encoding) would be transnitted
as:

[ OXAA- AA- 03] [ 0x00- 00- 5E] [ Ox00- 01] [ pkt $cmi ] [ Ox800] [ | Pv4 packet ]

The different LLC/ SNAP codepoi nts for unicast and multicast packet
transnission allows a single |Pv4/ATMinterface to support both by
demuxi ng on the LLC/ SNAP header

6. The MARS in greater detail

Section 5 inplies a |lot about the MARS s basic behavi our as observed
by cluster nmenbers. This section sumrari ses the behavi our of the MARS
for groups that are VC nesh based, and descri bes how a MARSs

behavi our changes when an MCS is registered to support a group.

The MARS is intended to be a nmultiprotocol entity - all its mapping
tables, CMs, and control VCs MJST be managed within the context of
the mar$pro field in incom ng MARS nessages. For exanple, a MARS
supports conpletely separate C usterControl VCs for each | ayer 3
protocol that it is registering nmenbers for. If a MARS receives
nmessages with a mar$pro that it does not support, the nessage is

dr opped.

In general the MARS treats protocol addresses as arbitrary byte
strings. For exanple, the MARS will not apply IPv4 specific ’'class’
checks to addresses supplied under nmar$pro = 0x800. It is sufficient
for the MARS to sinply assune that endpoints know how to interpret
the protocol addresses that they are establishing and rel easing

mappi ngs for.
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The MARS requires control nessages to carry the originator’s identity
in the source ATM address field(s). Messages that arrive with an
enpty ATM Nunber field are silently discarded prior to any other
processing by the MARS. (Only the ATM Nunber field needs to be
checked. An enpty ATM Nunber field conbined with a non-enpty ATM
Subaddress field does not represent a valid ATM address.)

(Some exampl e pseudo-code for a MARS can be found in Appendix F.)
6.1 Basic interface to Cluster nenbers.
The foll owi ng MARS nessages are used or required by cluster nenbers:

MARS_REQUEST
MARS_MULTI

MARS_JO N
MARS_LEAVE

MARS_NAK

10  MARS_GROUPLI ST_REQUEST
11  MARS_GROUPLI ST_REPLY
12 MARS_REDI RECT_MAP

OOUTRANPE

6.1.1 Response to MARS_REQUEST.

Except as described in section 6.2, if a MARS REQUEST arrives whose
source ATM address does not match that of any registered C uster
menber the nmessage MJST be dropped and ignored.

6.1.2 Response to MARS JO N and MARS LEAVE.

When a registration MARS JO N arrives (described in section 5.2.3)
the MARS perforns the followi ng actions:

Adds the node to Cl usterControl VC

Al'l ocates a new Cluster Menber ID (CM).

Inserts the new CM into the mar$cm field of the MARS JO N
Retransmts the MARS _JO N back privately.

If the node is already a registered nenber of the cluster associated
with the specified protocol type then its existing CM is sinply
copied into the MARS JON, and the MARS JO N retransnitted back to
the node. A single node may register multiple tinmes if it supports
multiple |ayer 3 protocols. The CMs allocated by the MARS for each
such registration nay or nmay not be the sane.

The retransmtted registrati on MARS JO N nust NOT be sent on

ClusterControl VC. |If a cluster nmenber issues a deregistration
MARS LEAVE it too is retransmitted privately.
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Non-regi strati on MARS JO N and MARS LEAVE nessages are ignored if
they arrive froma node that is not registered as a cluster nenber.

MARS JO N or MARS_LEAVE nessages MJUST arrive at the MARS with
mar $f | ags. copy set to 0, otherwi se the nessage is silently ignored.

Al'l outgoing MARS JO N or MARS LEAVE nessages SHALL have
mar $f | ags. copy set to 1, and mar$nmsn set to the current Custer
Sequence Nunber for ClusterControl VC (Section 5.1.4.2).

mar $f | ags. | ayer3grp (section 5.3) MJST be treated as reset for
MARS JO Ns specifying a single <mi n,max> pair covering nore than a
single group. If a MARS JO N LEAVE is received that contains nore
than one <min, max> pair, the MARS MUST silently drop the nmessage.

If one or nore MCSs have registered with the MARS, nmessage processing
conti nues as described in section 6.2.4.

The MARS dat abase is updated to add the node to any indicated
group(s) that it was not already considered a nmenber of, and nessage
processi ng conti nues as foll ows:

If a single group was being joined or left:
mar $f | ags. punched is set to O.

If the joining (leaving) node was already (is still) considered a
menber of the specified group, the nmessage is retransnitted
privately back to the cluster nmenber. Oherw se the nessage is
retransmitted on C usterControl VC

If a single block covering 2 or nore groups was being joined or |eft:

A copy of the original MARS JO N LEAVE is made. This copy then has
its <mn,max> bl ock replaced with a 'hole punched set of zero or
nore <mn,max> pairs. The 'hol e punched set of <mn,max> pairs
covers the entire address range specified by the original

<m n, max> pair, but excludes those addresses/groups which the
joining (leaving) node is already (still) a nmenber of due to a
previ ous single group join.

If no "holes’ were punched in the specified block, the original
MARS JO N LEAVE is retransnmitted out on O usterControl VC
O herwi se the foll owi ng occurs:

The original MARS JO N LEAVE is transmtted back to the source

cluster nmenber unchanged, using the VCit arrived on. The
mar $f | ags. punched field MUST be reset to O in this nmessage.
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I f the hol e-punched set contains 1 or nore <mn, max> pair, the
copy of the original MARS JO N LEAVE is transmtted on
ClusterControl VC, carrying the new <min, nmax> list. The

mar $f | ags. punched field MUST be set to 1 in this nmessage. (The
mar $f | ags. punched field is set to ensure the hol e-punched copy
is ignored by the nessage’'s source when trying to match

recei ved MARS JO N LEAVE nessages with ones previously sent
(section 5.2.2)).

If the MARS receives a deregistration MARS LEAVE (described in
section 5.2.3) that nenber’s ATM address MJST be renpved from all
groups for which it nay have joined, dropped from C usterControl VC,
and the CM rel eased.

If the MARS receives an ERR_L_RELEASE on C usterControl VC i ndi cating
that a cluster nenber has disconnected, that menber’s ATM address
MUST be renoved fromall groups for which it nmay have joined, and the
CM rel eased.

6.1.3 Cenerating MARS REDI RECT_MNAP.

A MARS REDI RECT_MAP nessage (described in section 5.4.3) MJST be
regularly transmitted on ClusterControlVC. It is RECOVMMENDED t hat
this occur every 1 mnute, and it MJST occur at |east every 2
mnutes. If the MARS has no know edge of other backup MARSs serving
the cluster, it MJUST include its own address as the only entry in the
MARS_REDI RECT_MAP nessage (in addition to filling in the source
address fields).

The design and use of backup MARS entities is beyond the scope of
this docunent, and will be covered in future work.

6.1.4 Cduster Sequence Numbers.

The Cluster Sequence Nunmber (CSN) is described in section 5.1.4, and
is carried in the mar$nsn field of MARS nessages being sent to
cluster nmenbers (either out CusterControl VC or on an individual VC).
The MARS increnments the CSN after every transm ssion of a nessage on
ClusterControl VC. The current CSN is copied into the mar$nmsn field
of MARS nessages being sent to cluster nenbers, whether out
ClusterControl VC or on a private VC.

A MARS shoul d be carefully designed to mninmise the possibility of
the CSN junpi ng unnecessarily. Under normal operation only cluster
menbers affected by transient link problems will niss CSN updates and
be forced to revalidate. If the MARS itself glitches, it will be

i nnundated with requests for a period as every cluster nenber
attenpts to revalidate.

Arm t age St andar ds Track [ Page 45]



RFC 2022 Mul ticast over UNI 3.0/3.1 based ATM Novenber 1996

Cal cul ati ons on the CSN MJUST be perfornmed as unsigned 32 bit
arithnetic.

One inplication of this nmechanismis that the MARS shoul d serialize
its processing of ’'simnultaneous’ MARS REQUEST, MARS JO N and

MARS LEAVE nessages. Join and Leave operations should be queued
within the MARS al ong with MARS REQUESTS, and not processed until all
the reply packets of a preceedi ng MARS_REQUEST have been transnitted.
The transm ssion of MARS _REDI RECT_MAP should al so be similarly
queued.

(The regular transm ssion of MARS REDI RECT_MAP serves a secondary
purpose of allowi ng cluster menbers to track the CSN, even if they
mss an earlier MARS JO N or MARS LEAVE. )

6.2 MARS interface to Miulticast Servers (MCS).

When the MARS returns the actual addresses of group nenbers, the
endpoi nt behavi our described in section 5 results in all groups being
supported by nmeshes of point to nmultipoint VCs. However, when MCSs
regi ster to support particular layer 3 nmulticast groups the MARS
nodifies its use of various MARS nessages to fool endpoints into
usi ng the MCS instead.

The foll owi ng MARS nessages are associated with interaction between
the MARS and MCSs.

3  MARS_MBERV
7 MARS_UNSERV
8 MARS _SJON

9 MARS_SLEAVE

The foll owing MARS nessages are treated in a slightly different
manner when MCSs have registered to support certain group addresses:

1 MARS_REQUEST
4  MARS_JO N
5  MARS_LEAVE

A MARS nust keep two sets of mappings for each |ayer 3 group using
MCS support. The original {layer 3 address, ATM 1, ATM 2, ... ATMn}
mappi ng (now terned the 'host map’, although it includes routers) is
augnented by a parallel {layer 3 address, server.1, server. 2,
server. K} mapping (the 'server nmap’). It is assuned that no ATM
addresses appear in both the server and host maps for the sane

mul ticast group. Typically Kwill be 1, but it will be larger if
multiple MCSs are configured to support a given group
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The MARS al so nmaintains a point to nmultipoint VC out to any MCSs
registered with it, called ServerControl VC (section 6.2.3). This
serves an anal ogous role to ClusterControl VC, allowi ng the MARS to
update the MCSs with group nenbershi p changes as they occur. A MARS
MUST al so send its regular MARS REDI RECT_MAP transmi ssions on both
Server Control VC and C uster Control VC.

6.2.1 Response to a MARS_REQUEST if MCS is registered.

When the MARS receives a MARS REQUEST for an address that has both
host and server maps it generates a response based on the identity of
the request’s source. If the requestor is a nmenber of the server map
for the requested group then the MARS returns the contents of the
host map in a sequence of one or nmore MARS MULTlIs. Oherwise, if the
source is a valid cluster nenber, the MARS returns the contents of
the server map in a sequence of one or nore MARS MIULTls. |If the
source is neither a cluster nenber, nor a nenber of the server map
for the group, the request is dropped and ignored.

Servers use the host nap to establish a basic distribution VC for the

group. Custer nenbers will establish outgoing rmultipoint VCs to
menbers of the group’s server map, W thout being aware that their
packets will not be going directly to the nulticast group’s nenbers.

6.2.2 MARS MSERV and MARS _UNSERV nessages.

MARS_MSERV and MARS _UNSERV are identical to the MARS_JO N nessage.
An MCS uses a MARS_MSERV with a <m n, max> pair of <X, X> to specify
the nulticast group Xthat it is willing to support. A single group
MARS_UNSERV i ndi cates the group that the MCS is no longer willing to
support. The operation code for MARS MSERV is 3 (decinal), and
MARS_UNSERV is 7 (decinmal).

Bot h of these nmessages are sent to the MARS over a point to point VC
(between MCS and MARS). After processing, they are retransmitted on
ServerControl VC to allow other MCSs to note the new node.

When regi stering or deregistering support for specific groups the

mar $f | ags. regi ster flag MUST be zero. (This flag is only one when the
MCS is registering as a nmenber of ServerControl VC, as described in
section 6.2.3.)

When an MCS i ssues a MARS MSERV for a specific group the nmessage MJST
be dropped and ignored if the source has not already registered with
the MARS as a multicast server (section 6.2.3). Oherw se, the MARS
adds the new ATM address to the server map for the specified group,
possi bly constructing a new server map if this is the first MCS for

t he group.
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If a MARS_MSERV represents the first MCS to register for a particular
group, and there exists a non null host map serving that particular
group, the MARS issues a MARS M GRATE (section 5.1.6) on
ClusterControl VC. The MARS' s own identity is placed in the source
protocol and hardware address fields of the MARS M GRATE. The ATM
address of the MCS is placed as the first and only target ATM
address. The address of the affected group is placed in the target
mul ti cast group address field.

If a MARS_MSERV is not the first MCSto register for a particular
group the MARS sinply changes its operation code to MARS JAO N, and
sends a copy of the nessage on ClusterControl VC. This fools the
cluster nmenbers into thinking a new | eaf node has been added to the
group specified. In the retransmtted MARS JO N nar $fl ags. | ayer 3grp
MUST be zero, nmar$flags.copy MIST be one, and mar $fl ags.regi ster MJIST
be zero.

When an MCS i ssues a MARS UNSERV the MARS renoves its ATM address
fromthe server maps for each specified group, deleting any server
maps that end up being null after the operation.

The operation code is then changed to MARS LEAVE and the MARS sends a
copy of the nessage on ClusterControl VC. This fools the cluster
menbers into thinking a | eaf node has been dropped fromthe group
specified. In the retransmtted MARS LEAVE nmar $f | ags. | ayer 3grp MJST
be zero, mar$fl ags.copy MJST be one, and nar $fl ags. regi ster MIUST be
zero.

The MARS retransnits redundant MARS MSERV and MARS _UNSERV nessages
directly back to the MCS generating them MARS M GRATE nmessages are
never repeated in response to redundant MARS_ MSERVs.

The last or only MCS for a group MAY choose to issue a MARS UNSERV
while the group still has nenbers. Wen the MARS UNSERV is processed
by the MARS the 'server map’ will be deleted. Wen the associated
MARS_LEAVE is issued on ClusterControl VC, all cluster nmenbers with a
VC open to the MCS for that group will close down the VC (in
accordance with section 5.1.4, since the MCS was their only | eaf
node). When cluster nenbers subsequently find they need to transmt
packets to the group, they will begin again with the

MARS_REQUEST/ MARS_MULTI sequence to establish a new VC. Since the

MARS wi Il have del eted the server nap, this will result in the host
map being returned, and the group reverts to being supported by a VC
nmesh.

The reverse process is achieved through the MARS M GRATE nessage when
the first MCS registers to support a group. This ensures that
cluster nmenbers explicitly dismantle any VC nesh they nmay have had

Arm t age St andar ds Track [ Page 48]



RFC 2022 Mul ticast over UNI 3.0/3.1 based ATM Novenber 1996

up, and re-establish their nulticast forwarding path with the MCS as
its term nation point.

6.2.3 Registering a Miulticast Server (MS).

Section 5.2.3 describes how endpoints register as cluster menbers,
and hence get added as | eaf nodes to CusterControl VC. The same
approach is used to register endpoints that intend to provide MS
support .

Regi stration with the MARS occurs when an endpoint issues a

MARS MSERV with nmar $fl ags. regi ster set to one. Upon registration the
endpoint is added as a | eaf node to ServerControl VC, and the
MARS_MSERV is returned to the MCS privately.

The MCS retransmits this MARS MSERV until it confirns that the MARS
has received it (by receiving a copy back, in an anal ogous way to the
nmechani sm described in section 5.2.2 for reliably transmtting
MARS_JO Ns) .

The mar$cm field in MARS MSERVs MUST be set to zero by both MCS and
MARS.

An MCS nay al so choose to de-register, using a MARS UNSERV with

mar $f | ags. regi ster set to one. Wen this occurs the MARS MIST renove
all references to that MCS in all servermaps associated with the
protocol (mar$pro) specified in the MARS UNSERV, and drop the MCS
from Server Cont rol VC

Note that nmultiple |ogical MCSs nay share the same physical ATM
interface, provided that each MCS uses a separate ATM address (e.g. a
different SEL field in the NSAP fornmat address). In fact, an MCS nay
share the ATMinterface of a node that is also a cluster nenber
(either host or router), provided each logical entity has a different
ATM addr ess.

A MARS MUST be capable of handling a nmulti-entry servermap. However,
the possible use of nultiple MCSs registering to support the same
group is a subject for further study. In the absence of an MCS
synchroni sati on protocol a system adninistrator MJST NOT all ow nore
than one logical MCS to register for a given group

6.2.4 Modi fi ed response to MARS JO N and MARS LEAVE
The exi stence of MCSs supporting some groups but not others requires
the MARS to nodify its distribution of single and bl ock join/leave

updates to cluster nmenbers. The MARS al so adds two new nessages -
MARS _SJO N and MARS_SLEAVE - for comuni cati ng group changes to MCSs
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over Server Control VC.

The MARS SJO N and MARS _SLEAVE nessages are identical to MARS JO N,
with operation codes 18 and 19 (decimal) respectively.

When a cluster nenber issues MARS JO N or MARS LEAVE for a single
group, the MARS checks to see if the group has an associ ated server
map. |f the specified group does not have a server nmap processing
conti nues as described in section 6.1.2.

However, if a server nmap exists for the group a new set of actions
are taken.

If the joining (leaving) node was not already (is no |onger)

consi dered a nenber of the specified group, a copy of the

MARS JO N LEAVE is made with type MARS SJO N or MARS_SLEAVE as
appropriate, and transmtted on ServerControlVC. This allows the
MCS(s) supporting the group to note the new nenber and update
their data VGCs.

The original nessage is transmtted back to the source cluster
nmenber unchanged, using the VCit arrived on rather than
ClusterControl VC. The mar $fl ags. punched field MJST be reset to 0O
in this nessage.

(Section 5.2.2 requires cluster nmenbers have a nmechanismto confirm
the reception of their nmessage by the MARS. For nesh supported
groups, using CusterControl VC serves dual purpose of providing this
confirmation and distributing group update infornation. Wen a group
is MCS supported, there is no reason for all cluster nmenbers to
process null join/leave nessages on ClusterControl VC, so they are
sent back on the private VC between cluster nenber and MARS.)

Recei pt of a block MARS JON (e.g. froma router coning on-line) or
MARS LEAVE requires a nore conplex response. The single <m n, max>
bl ock nmay sinultaneously cover nesh supported and MCS supported
groups. However, cluster nenbers only need to be informed of the
nmesh supported groups that the endpoint has joined. Only the MCSs
need to know if the endpoint is joining any MCS supported groups.

The solution is to modify the MARS JO N or MARS LEAVE that is
retransmitted on ClusterControl VC. The follow ng action is taken:

A copy of the MARS_JO N LEAVE is made with type MARS_SJO N or

MARS SLEAVE as appropriate, with its <mn, max> bl ock replaced with
a 'hol e punched’ set of zero or nmore <min,nmax> pairs. The 'hole
punched’ set of <nin,nax> pairs covers the entire address range
specified by the original <min,nmax> pair, but excludes those
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addr esses/ groups which the joining (leaving) node is already
(still) a nmenmber of due to a previous single group join.

Before transm ssion on the ClusterControl VC, the original
MARS _JO N LEAVE then has its <m n, max> bl ock replaced with a 'hole
punched’ set of zero or nore <min,nax> pairs. The 'hole punched
set of <min,max> pairs covers the entire address range specified
by the original <m n, max> pair, but excludes those

addr esses/ groups supported by MCSs or which the joining (leaving)
node is already (still) a menber of due to a previous single group
j oin.

If no "holes’ were punched in the specified block, the original
MARS JO N LEAVE is re-transmitted out on C usterControl VC
unchanged. O herwi se the follow ng occurs:

The original MARS JO N LEAVE is transmtted back to the source
cluster menber unchanged, using the VCit arrived on. The
mar $f | ags. punched field MUST be reset to O in this nmessage.

I f the hol e-punched set contains 1 or nore <mn,max> pair, a
copy of the original MARS JO N LEAVE is transmitted on
ClusterControl VC, carrying the new <min, nmax> list. The

mar $f | ags. punched field MJST be set to 1 in this message.

The mar $fl ags. punched field is set to ensure the hol e-punched copy
is ignored by the nmessage’s source when trying to match received
MARS JO N LEAVE nessages with ones previously sent (section
5.2.2).

(Appendi x A di scusses some algorithns for ’'hole punching .)

It is assunmed that MCSs use the MARS SJO Ns and MARS SLEAVEs to
update their own VCs out to the actual group’s nenbers.

mar $f | ags. | ayer3grp is copied over into the nessages transnmitted by
the MARS. nar $fl ags. copy MUST be set to one.

6.2.5 Sequence nunbers for ServerControl VC traffic.

In an anal ogous fashion to the C uster Sequence Nunber, the MARS
keeps a Server Sequence Number (SSN) that is increnented after every
transni ssion on ServerControl VC. The current value of the SSNis
inserted into the mar$nsn field of every nmessage the MARS issues that
it believes is destined for an MCS. This includes MARS MILTIs that
are being returned in response to a MARS REQUEST from an MCS, and
MARS_REDI RECT_MAP bei ng sent on ServerControl VC. The MARS nust check
the MARS REQUESTs source, and if it is a registered MCS the SSN is
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copied into the nmar$nsn field, otherwise the CSNis copied into the
mar $nsn field.

MCSs are expected to track and use the SSNs in an anal ogous manner to
the way endpoints use the CSN in section 5.1 (to trigger revalidation
of group nenbership information).

A MARS shoul d be carefully designed to mninmse the possibility of
the SSN junpi ng unnecessarily. Under normal operation only MCSs that
are affected by transient |link problenms will mss mar$nsn updates and
be forced to revalidate. If the MARS itself glitches it will be

i nnundated with requests for a period as every MCS attenpts to
reval i date.

6.3 Wiy gl obal sequence nunbers?

The CSN and SSN are global within the context of a given protocol
(e.g. IPv4, mar$pro = 0x800). They count O usterControl VC and
ServerControl VC activity without reference to the nmulticast group(s)
involved. This may be perceived as a linmitation, because there is no
way for cluster menbers or nmulticast servers to isolate exactly which
mul ti cast group they nmay have ni ssed an update for. An alternative
was to try and provide a per-group sequence nunber.

Unfortunately per-group sequence nunbers are not practical. The
current mechani sm all ows sequence information to be piggy-backed onto
MARS nessages already in transit for other reasons. The ability to
speci fy blocks of multicast addresses with a single MARS_JO N or

MARS LEAVE neans that a single nessage can refer to nmenbershi p change
for multiple groups sinultaneously. A single mar$nmsn field cannot
provi de neani ngful information about each group’s sequence. Miltiple
mar $nsn fiel ds woul d have been unw el dy.

Any MARS or cluster nenber that supports different protocols MJST
keep separate nmappi ng tables and sequence nunbers for each protocol

6.4 Redundant/Backup MARS Architectures.
I f backup MARSs exist for a given cluster then nechanisnms are needed
to ensure consistency between their mapping tables and those of the
active, current MARS
(Custer nmenbers will consider backup MARSs to exist if they have
been configured with a table of MARS addresses, or the regular
MARS_REDI RECT_MAP nessages contain a list of 2 or nore addresses.)

The definition of an MARS-synchroni zation protocol is beyond the
current scope of this docunent, and is expected to be the subject of
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further research work. However, the follow ng observations may be
made:

MARS_REDI RECT_MAP nessages exi st, enabling one MARS to force
endpoints to nove to another MARS (e.g. in the aftermath of a MARS
failure, the chosen backup MARS will eventually w sh to hand
control of the cluster over to the main MARS when it is
functioning properly again).

Cluster nenbers and MCSs do not need to start up with know edge of
nore than one MARS, provided that MARS correctly issues

MARS_REDI RECT_MAP nessages with the full list of MARSs for that
cluster.

Any mechani sm for synchroni sing backup MARSs (and coping with the
aftermath of MARS failures) should be conpatible with the cluster
menber behavi our described in this docunent.

7. How an MCS utilises a MARS.

When an MCS supports a nulticast group it acts as a proxy cluster
endpoint for the senders to the group. It also behaves in an

anal ogous manner to a sender, managi ng a single outgoing point to
mul ti point VC to the real group nenbers.

Det ai |l ed description of possible MCS architectures are beyond the
scope of this docunent. This section will outline the main issues.

7.1 Association with a particular Layer 3 group.

When an MCS issues a MARS MSERV it forces all senders to the
specified layer 3 group to terminate their VCs on the supplied source
ATM addr ess.

The sinplest MCS architecture involves taking i ncom ng AAL_SDUs and
sinply flipping them back out a single point to nultipoint VC. Such
an MCS cannot support nore than one group at once, as it has no way
to differentiate between traffic destined for different groups.

Using this architecture, a physical node would provide MCS support
for nmultiple groups by creating nmultiple |ogical instances of the
MCS, each with different ATM Addresses (e.g. a different SEL value in
t he node’ s NSAPA) .

A slightly nore conpl ex approach would be to add mninmal |ayer 3
specific processing into the MCS. This would | ook inside the received
AAL_SDUs and determni ne which |layer 3 group they are destined for. A
single instance of such an MCS night register its ATM Address with
the MARS for nmultiple |ayer 3 groups, and manage nultipl e i ndependent
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out goi ng point to multipoint VCs (one for each group).

When an MCS starts up it MJST register with the MARS as described in
section 6.2.3, identifying the protocol it supports with the mar$pro
field of the MARS MSERV. This also applies to | ogical MSs, even if

t hey share the sanme physical ATMinterface. This is inportant so that
the MARS can react to the loss of an MCS when it drops off

Server Control VC. (One consequence is that 'sinple MCS architectures
end up with one ServerControl VC nenber per group. MCSs with |layer 3
speci fic processing may support rultiple groups while still only

regi stering as one nenber of ServerControl VC.)

An MCS MUST NOT share the same ATM address as a cl uster nenber,
although it may share the sane physical ATMinterface.

7.2 Terni nati on of incom ng VCs.

An MCS MUST term nate unidirectional VCs in the sane nmanner as a
cluster nmenber. (e.g. terminate on an LLC entity when LLC/ SNAP
encapsul ation is used, as described in RFC 1755 for unicast
endpoi nts.)

7.3 Managenment of outgoi ng VC.

An MCS MUST establish and nanage its outgoing point to rmultipoint VC
as a cluster nenber does (section 5.1).

MARS REQUEST is used by the MCS to establish the initial |eaf nodes
for the MCS's outgoing point to nultipoint VC. After the VCis
established, the MCS reacts to MARS SJO Ns and MARS_SLEAVEs in the
same way a cluster nmenber reacts to MARS JO Ns and MARS LEAVES.

The MCS tracks the Server Sequence Nunber fromthe mar$nmsn fields of
nmessages fromthe MARS, and revalidates its outgoing point to
mul ti point VC(s) when a sequence nunber junp occurs.

7.4 Use of a backup MARS.
The MCS uses the sanme approach to backup MARSs as a cluster nenber
(section 5.4), tracking MARS REDI RECT_MAP nessages on
Server Control VC

8. Support for IP multicast routers.
Mul ticast routers are required for the propagati on of rmnulticast
traffic beyond the constraints of a single cluster (inter-cluster

traffic). (In a sense, they are nulticast servers acting at the next
hi gher layer, with clusters, rather than individual endpoints, as
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their abstract sources and destinations.)

Mul ticast routers typically participate in higher layer mnulticast
routing algorithnms and policies that are beyond the scope of this
meno (e.g. DVMRP [5] in the | Pv4 environnent).

It is assunmed that the nulticast routers will be inplenented over the
same sort of IP/ATMinterface that a nulticast host would use. Their
|P/ATMinterfaces will register with the MARS as cluster nenbers,
joining and | eaving rulticast groups as necessary. As noted in
section 5, multiple logical "endpoints’ may be inplenented over a
singl e physical ATMinterface. Routers use this approach to provide
interfaces into each of the clusters they will be routing between.

The rest of this section will assune a sinple |IPv4d scenario where the
scope of a cluster has been limted to a particular LIS that is part
of an overlaid IP network. Not all nenmbers of the LIS are necessarily
regi stered cluster nenbers (you nmay have unicast-only hosts in the
LIS).

8.1 Forwarding into a duster.

If the nulticast router needs to transmt a packet to a group within
the cluster its IPPATMinterface opens a VC in the sanme nanner as a
normal host would. Once a VC is open, the router watches for
MARS JO N and MARS LEAVE nessages and responds to themas a norna
host woul d.

The nulticast router’s transmt side MJST inplenent inactivity tinmers
to shut down idle outgoing VCs, as for normal hosts.

As with normal host, the nulticast router does not need to be a
menber of a group it is sending to.

8.2 Joining in 'prom scuous’ node.

Once registered and initialised, the sinplest nodel of |Pv4 nulticast
router operation is for it to issue a MARS JO N enconpassi ng the
entire Cass D address space. In effect it becones ’pronmi scuous’, as
it will be a leaf node to all present and future multipoint VCs
established to | Pv4 groups on the cluster.

How a router chooses which groups to propagate outside the cluster is
beyond the scope of this docunent.

Consistent with RFC 1112, |IP nulticast routers may retain the use of

| GW Query and | GVWP Report mnessages to ascertain group nmenbership.
However, certain optim sations are possible, and are described in
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section 8.5.
8.3 Forwar di ng across the cluster.

Under sone circunstances the cluster may sinply be another hop
between | P subnets that have participants in a nulticast group

[LAN. 1] ----- IPrcR 1 -- [cluster/LIS] -- IPtR 2 ----- [ LAN. 2]

LAN. 1 and LAN. 2 are subnets (such as Ethernet) with attached hosts
that are nmenbers of group X

|PnrcR. 1 and IPnctR 2 are nulticast routers with interfaces to the LIS.

A traditional solution would be to treat the LIS as a unicast subnet,
and use tunneling routers. However, this would not allow hosts on the
LIS to participate in the cross-LIS traffic.

Assune IPntR 1 is receiving packets prom scuously on its LAN. 1
interface. Assume further it is configured to propagate multicast
traffic to all attached interfaces. In this case that neans the LIS

When a packet for group X arrives on its LAN. 1 interface, IPntR 1
sinply sends the packet to group X on the LIS interface as a nornal
host woul d (1ssuing MARS REQUEST for group X, creating the VC,
sendi ng t he packet).

Assuming IPntR 2 initialised itself with the MARS as a nenber of the
entire Cass D space, it will have been returned as a nenber of X
even if no other nodes on the LIS were nenbers. All packets for group
X received on IPntR 2's LIS interface may be retransmtted on LAN. 2.

If IPcR 1 is simlarly initialised the reverse process will apply

for multicast traffic fromLAN. 2 to LAN. 1, for any nulticast group.
The benefit of this scenario is that cluster nenbers within the LIS
may al so join and | eave group X at anytine.

8.4 Joining in ’sem-proni scuous’ node.

Bot h uni cast and nulticast |IP routers have a conmon probl em -
limtations on the nunber of AAL contexts available at their ATM
interfaces. Being 'prom scuous’ in the RFC 1112 sense neans that for
every M hosts sending to N groups, a nulticast router’s ATMinterface
will have MFN incoming reassenbly engines tied up

It is not hard to envisage situations where a nunber of nulticast

groups are active within the LIS but are not required to be
propagat ed beyond the LIS itself. An exanple m ght be a distributed
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simul ation system specifically designed to use the high speed | P/ ATM
environnent. There may be no practical way its traffic could be
utilised on "the other side’ of the nmulticast router, yet under the
conventional scheme the router would have to be a | eaf to each
parti ci pati ng host anyway.

As this problemoccurs belowthe IP layer, it is worth noting that
"scoping’ nechanisnms at the IP nulticast routing | evel do not provide
a solution. An IP level scope would still result in the router’s ATM
interface receiving traffic on the scoped groups, only to drop it.

In this situation the network adm nistrator m ght configure their

mul ticast routers to exclude sections of the Cass D address space
when issuing MARS JO N(s). Multicast groups that will never be
propagat ed beyond the cluster will not have the router listed as a
menber, and the router will never have to receive (and sinply ignore)
traffic fromthose groups.

Anot her scenari o involves the product MN exceeding the capacity of a
single router’s interface (especially if the same interface nust al so
support a unicast IP router service).

A network administrator nay choose to add a second node, to function
as a parallel IP multicast router. Each router would be configured to
be ' prom scuous’ over separate parts of the Cass D address space,

t hus exposing thenselves to only part of the VC load. This sharing
woul d be conpletely transparent to I P hosts within the LIS

Restricted prom scuous node does not break RFC 1112’'s use of | GW
Report messages. If the router is configured to serve a given bl ock
of Class D addresses, it will receive the IGW Report. |If the router
is not configured to support a given bl ock, then the existence of an
| GWP Report for a group in that block is irrelevant to the router.
Al'l routers are able to track nenbershi p changes through the
MARS JO N and MARS LEAVE traffic anyway. (Section 8.5 discusses a
better alternative to IGW within a cluster.)

Mechani sms and reasons for establishing these nodes of operation are
beyond the scope of this docunent.

8.5 An alternative to | GvW Queri es.

An unfortunate aspect of IGW is that it assunes nulticasting of IP
packets is a cheap and trivial event at the link layer. As a
consequence, regular 1GW Queries are multicasted by routers to group
224.0.0. 1. These queries are intended to trigger |1GW Replies by
cluster nmenbers that have |layer 3 nenbers of particul ar groups.
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The MARS GROUPLI ST_REQUEST and MARS_GROUPLI ST_REPLY nessages were
designed to allow routers to avoid actually transmitting | GW Queries
out into a cluster.

Whenever the router’s forwardi ng engine wishes to transmt an | GW
query, a MARS GROUPLI ST_REQUEST can be sent to the MARS instead. The
resulting MARS GROUPLI ST_REPLY(s) (described in section 5.3) fromthe
MARS carry all the information that the router would have ascertai ned
fromIl GV repli es.

It is RECOMWENDED that nulticast routers utilise this MARS service to
mnimse |GW traffic within the cluster.

By default a MARS_GROUPLI ST_REQUEST SHOULD specify the entire address
space (e.g. <224.0.0.0, 239.255.255.255> in an |IPv4 environnent).
However, routers serving part of the address space (as described in
section 8.4) MAY choose to issue MARS GROUPLI ST_REQUESTs that specify
only the subset of the address space they are serving.

(On the surface it would al so seemuseful for nulticast routers to
track MARS JO Ns and MARS LEAVEs that arrive with mar$fl ags.|ayer3grp
set. These might be used in lieu of 1GW Reports, to provide the
router with tinely indication that a new |layer 3 group nenber exists
within the cluster. However, this only works on VC nesh supported
groups, and is therefore NOT reconmended).

Appendi x B di scusses | ess el egant nmechani snms for reducing the inpact
of 1GW traffic within a cluster, on the assunption that the | P/ ATM
interfaces to the cluster are being used by un-optinised IP

mul ti casting code.

8.6 CMs across nultiple interfaces.

The Cluster Menber IDis only unique within the duster nmanaged by a
given MARS. On the surface this might appear to | eave us with a
probl em when a multicast router is routing between two or nore
Clusters using a single physical ATMinterface. The router will
register with two or nore MARSs, and thereby acquire two or nore

i ndependent CM’'s. G ven that each MARS has no reason to synchronise
their CM allocations, it is possible for a host in one cluster to
have the sane CM has the router’s interface to another C uster. How
does the router distinguish between its own reflected packets, and
packets fromthat other host?

The answer lies in the fact that routers (and hosts) actually

i npl enent logical IP/ATMinterfaces over a single physical ATM
interface. Each logical interface will have a uni que ATM Address (eg.
an NSAP with different SELector fields, one for each |ogical
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i nterface).

Each logical IP/ATMinterface is configured with the address of a
single MARS, attaches to only one cluster, and so has only one CM to
worry about. Each of the MARSs that the router is registered with
will have been given a different ATM Address (corresponding to the
different logical IP/ATMinterfaces) in each registration MARS JO N.

When hosts in a cluster add the router as a | eaf node, they'I|
specify the ATM Address of the appropriate logical IP/ATMinterface
on the router in the L_MILTI _ADD nessage. Thus, each |ogical |P/ ATM
interface will only have to check and filter on CMs assigned by its
own MARS.

In essence the cluster differentiation is achieved by ensuring that
logical IP/ATMinterfaces are assigned different ATM Addresses.

9. Mul ti protocol applications of the MARS and MARS clients.

A deliberate attenpt has been nade to describe the MARS and

associ ated nmechani sns in a manner independent of a specific higher

| ayer protocol being run over the ATM cl oud. The inmedi ate
application of this docunent will be in an I Pv4 environnment, and this
is reflected by the focus of key exanples. However, the mar$pro.type
and mar $pro.snap fields in every MARS control nessage allow any

hi gher layer protocol that has a 'short form or 'long form of
protocol identification (section 4.3) to be supported by a MARS.

Every MARS MJST inplenent entirely separate |ogical mapping tables
and support. Every cluster nmenber rnust interpret nmessages fromthe
MARS in the context of the protocol type that the MARS nessage refers
to.

Every MARS and MARS client MJUST treat Cluster Menber IDs in the
context of the protocol type carried in the MARS nessage or data
packet containing the CM.

For exampl e, |1 Pv6 has been allocated an Ethertype of 0x86DD. This
means the 'short form of protocol identification nmust be used in the
MARS control nessages and the data path encapsul ation (section 5.5).
An | Pv6 nmulticasting client sets the mar$pro.type field of every MARS
nessage to Ox86DD. When carrying | Pv6 addresses the mar$spln and
mar$tpln fields are either O (for null or non-existent information)

or 16 (for the full 1Pv6 address).

Following the rules in section 5.5, an |IPv6 data packet is
encapsul ated as:
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[ OXAA- AA- 03] [ 0x00- 00- 5E] [ Ox00- 01] [ pkt $cmi ] [ Ox86DD] [ | Pv6 packet ]

A host or endpoint interface that is using the same MARS to support
mul ti casting needs of multiple protocols MJST not assune their CM
will be the same for each protocol

10. Suppl enent ary paraneter processing.

The mar $extoff field in the [Fixed header] indicates whether

suppl enmentary paraneters are being carried by a MARS control nessage.
This mechanismis intended to enable the additi on of new
functionality to the MARS protocol in |ater documents.

Suppl enentary paraneters are conveyed as a list of TLV (type, |ength,
val ue) encoded information elenents. The TLV(s) begin on the first
32 bit boundary followi ng the [Addresses] field in the MARS contr ol
nessage (e.g. after nmar$tsa.Nin a MARS MILTI, after mar$max.N in a
MARS JO N, etc).

10.1 Interpreting the mar$extoff field.
If the mar$extoff field is non-zero it indicates that a |ist of one
or nore TLVs have been appended to the MARS nmessage. The first TLV
is found by treating nar$extoff as an unsigned integer representing
an offset (in octets) fromthe beginning of the MARS nessage (the NSB
of the nmar$afn field).
As TLVs are 32 bit aligned the bottom2 bits of mar$extoff are al so
reserved. A receiver MJST mask off these two bits before cal cul ating
the octet offset to the TLV list. A sender MJST set these two bits
to zero.
I f mar$extoff is zero no TLVs have been appended.

10. 2 The format of TLVs.

When they exist, TLVs begin on 32 bit boundaries, are nultiples of 32
bits in length, and forma sequential list term nated by a NULL TLV.

The TLV structure is:
[ Type - 2 octets][Length - 2 octets][Value - n*4 octets]

The Type subfield indicates how the contents of the Value subfield
are to be interpreted.

The Length subfield indicates the nunber of VALID octets in the Val ue
subfield. Valid octets in the Value subfield start imediately after
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the Length subfield. The offset (in octets) fromthe start of this
TLV to the start of the next TLV in the list is given by the
follow ng fornula:

offset = (length + 4 + ((4-(length & 3)) % 4))
(where % is the nodul us operator)

The Val ue subfield is padded with 0, 1, 2, or 3 octets to ensure the
next TLV is 32 bit aligned. The padded | ocati ons MJST be set to zero.

(For exanple, a TLV that needed only 5 valid octets of information
woul d be 12 octets long. The Length subfield would hold the val ue 5,
and the Val ue subfield woul d be padded out to 8 bytes. The 5 valid
octets of information begin at the first octet of the Val ue
subfield.)

The Type subfield is formatted in the follow ng way:

| 1st octet | 2nd oct et |
7654321076543210
T S S T i S I Y S S
| x| y I
T S S T i S I Y S S
The nost significant 2 bits (Type.x) determine how a recipient should

behave when it doesn’'t recognise the TLV type indicated by the | ower
14 bits (Type.y). The required behaviours are:

Type.x =0 Skip the TLV, continue processing the |ist.

Type.x =1 Stop processing, silently drop the MARS nessage.
Type.x = 2 Stop processing, drop nessage, give error indication
Type.x = 3 Reserved. (currently treat as x = 0)

(The error indication generated when Type.x = 2 SHOULD be | ogged in
some locally significant fashion. Consequential MARS nmessage activity
in response to such an error condition will be defined in future
docunents.)

The TLV type space (Type.y) is further subdivided to encourage use
out side the | ETF.

0 Nul I TLV.

0x0001 - OxOFFF Reserved for the | ETF.
0x1000 - Ox11FF Al located to the ATM Forum
0x1200 - Ox37FF Reserved for the | ETF.
0x3800 - Ox3FFF Experi nental use.
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10. 3 Processi ng MARS nessages with TLVs.

Suppl enentary paraneters act as nodifiers to the basic behaviour
specified by the mar$op field of any given MARS nessage.

If a MARS nessage arrives with a non-zero mar$extoff field its TLV
list MIUST be parsed before handling the MARS nessage i n accordance
with the mar$op val ue. Unrecogni sed TLVs MJUST be handl ed as required
by their Type.x val ue.

How TLVs nodify basic MARS operations will be mar$op and TLV
specific.

10. 4 Initial set of TLV el enents.

Conformance with this docunment only REQU RES the recognition of one
TLV, the Null TLV. This termnates a list of TLVs, and MJST be
present if mar$extoff is non-zero in a MARS nessage. It MAY be the
only TLV present.

The Null TLV is coded as:
[ 0x00- 00] [ 0x00- 00]

Future docunments will describe the formats, contents, and
interpretations of additional TLVs. The m nimal parsing requirenents
i nposed by this docunment are intended to allow confornmant MARS and
MARS client inplenentations to deal gracefully and predictably with
future TLV devel opnents.

11. Key Deci sions and open issues.
The key deci sions this docunment proposes:

A Milticast Address Resolution Server (MARS) is proposed to co-
ordi nate and distribute mappi ngs of ATM endpoi nt addresses to
arbitrary higher layer 'nmulticast group addresses’. The specific
case of IPv4 nulticast is used as the exanple.

The concept of 'clusters’ is introduced to define the scope of a
MARS s responsibility, and the set of ATM endpoints willing to
participate in link | evel nulticasting.

A MARS is described with the functionality required to support

intra-cluster nulticasting using either VC neshes or ATM | eve
mul ti cast servers (MCSs).
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LLC/ SNAP encapsul ati on of MARS control nessages all ows MARS and
ATMARP traffic to share VCs, and allows partially co-resident MARS
and ATMARP entities.

New nessage types:

MARS JO N, MARS LEAVE, MARS REQUEST. All ow endpoints to join,
| eave, and request the current nenbership list of nulticast
gr oups.

MARS MULTI. Allows nultiple ATM addresses to be returned by the
MARS i n response to a MARS REQUEST.

MARS_MSERV, MARS UNSERV. Allow nulticast servers to register
and deregi ster thenselves with the MARS

MARS_SJO N, MARS SLEAVE. Allow MARS to pass on group menbership
changes to multicast servers.

MARS GROUPLI ST_REQUEST, MARS _GROUPLI ST_REPLY. Allow MARS to

i ndi cate whi ch groups have actual |ayer 3 nenbers. May be used
to support IGW in IPv4 environments, and simlar functions in
ot her environnents.

MARS REDI RECT_MAP. Al l ow MARS to specify a set of backup MARS
addr esses.

MARS M GRATE. Allows MARS to force cluster nmenbers to shift
fromVC nmesh to MCS based forwarding tree in single operation

"wild card” MARS nmapping table entries are possible, where a
singl e ATM address is sinultaneously associated w th bl ocks of
mul ti cast group addresses.

For the MARS protocol mar$op.version = 0. The conplete set of MARS
control nessages and mar $op.type val ues is:

MARS_REQUEST
MARS_MULTI

MARS_MSERV

MARS_JO N

MARS_LEAVE

MARS_NAK

MARS_UNSERV

MARS_SJO N

MARS_SLEAVE
MARS_GROUPLI ST_REQUEST
MARS_GROUPLI ST_REPLY

PPRPOO~NOOTR,WNE

]
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12 MARS_REDI RECT_MAP
13 MARS_M GRATE

A nunber of issues are left open at this stage, and are likely to be
t he subject of on-going research and additional docunents that build
upon this one.

The specified endpoint behaviour allows the use of
redundant / backup MARSs within a cluster. However, no
specifications yet exist on how these MARSs co-ordi nate anongst
t hensel ves. (The default is to only have one MARS per cluster.)

The specified endpoint behavi our and MARS service allows the use
of multiple MCSs per group. However, no specifications yet exist
on how this nay be used, or how these MCSs co-ordi nate anmpngst

t hensel ves. Until futher work is done on MCS co-ordination
protocols the default is to only have one MCS per group

The MARS relies on the cluster nenber dropping off
ClusterControlVC if the cluster nember dies. It is not clear if
addi ti onal nmechani sns are needed to detect and del ete ' dead
cluster nenbers.

Supporting layer 3 'broadcast’ as a special case of nmulticasting
(where the 'group’ enconpasses all cluster nmenbers) has not been
explicitly discussed.

Supporting layer 3 'unicast’ as a special case of nmulticasting
(where the "group’ is a single cluster nmenber, identified by the
cluster nenber’s unicast protocol address) has not been explicitly
di scussed.

The future devel opnment of ATM G oup Addresses and Leaf Initiated
Join to ATM Forunis UNI specification has not been addressed.
(However, the problens identified in this docunent with respect to
VC scarcity and inpact on AAL contexts will not be fixed by such
devel opnents in the signalling protocol.)

Possi bl e nodifications to the interpretation of the mar$hrdrsv and

mar$afn fields in the Fi xed header, based on different val ues for
mar $op. versi on, are for further study.
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Security Considerations
Security issues are not addressed in this docunent.
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Appendi x A.  Hol e punchi ng al gorithns.

| mpl enentations are entirely free to conply with the body of this
meno in any way they see fit. This appendix is purely for
clarification.

A MARS i npl enmentation night pre-construct a set of <min,nmax> pairs
(P) that reflects the entire O ass D space, excluding any addresses
currently supported by nmulticast servers. The <min> field of the
first pair MJST be 224.0.0.0, and the <max> field of the last pair
nmust be 239. 255. 255.255. The first and last pair nmay be the sane.
This set is updated whenever a nulticast server registers or

der egi sters.

When the MARS nust perform ' hole punching’ it mght consider the
follow ng al gorithm

Assume the MARS JO N LEAVE received by the MARS fromthe cluster
nmenber specified the bl ock <Em n, Emax>.

Assune Pmin(N) and Pmax(N) are the <m n> and <max> fields fromthe
Nth pair in the MARS s current set P.

Assune set P has K pairs. Pmin(1l) MJST equal 224.0.0.0, and
Pmax(M MJUST equal 239.255.255.255. (If K== 1 then no hole
punching is required).

Execut e pseudo- code:

create copy of set P, call it set C
i ndex1l = 1;
whil e (Pmeax(indexl) <= Em n)
i ndex1++;
i ndex2 = K;
whil e (Pmi n(index2) >= Enmax)
i ndex2--;

if (indexl > index2)
Exit, as the hol e-punched set is null.

if (Pmn(indexl) < Emn)
Cm n(index1l) = Em n;

i f (Pmax(index2) > Enmax)
Cmax(i ndex2) = Enax;
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Set Cis the required 'hole punched’ set of address bl ocks.

The resulting set Cretains all the MARS s pre-constructed ’hol es’
covering the nulticast servers, but will have been pruned to cover
the section of the Cass D space specified by the originating host’s
<Em n, Emax> val ues.

The host end should keep a table, H, of open VCs in ascendi ng order
of C ass D address.

Assunme H(x).addr is the C ass address associated with VC x.
Assune H(x).addr < H(x+1).addr.

The pseudo code for updating VCs based on an incom ng JO N LEAVE
m ght be:

X
N

1
1

while (x < no.of VCs open)
while (H(x).addr > max(N))
{

N++;
if (N> no. of pairs in JO N LEAVE)
return(0);

}

if ((H(x).addr <= max(N) &&
((H(x).addr >= mn(N))
perform VC update();
X++:

Arm t age St andar ds Track [ Page 68]



RFC 2022 Mul ticast over UNI 3.0/3.1 based ATM Novenber 1996

Appendix B. Mnimsing the inmpact of IGW in |IPv4 environnents.

| mpl enenting any part of this appendix is not required for
conformance with this docunent. It is provided solely to docunent
i ssues that have been identified.

The intent of section 5.1 is for cluster nenbers to only have
outgoing point to nultipoint VCs when they are actually sending data
to a particular mnulticast group. However, in nost |Pv4 environnents
the nmulticast routers attached to a cluster will periodically issue
| GWP Queries to ascertain if particular groups have nenbers. The
current 1 GWP specification attenpts to avoid having every group
menber respond by insisting that each group nenber wait a random
period, and responding if no other menber has responded before them
The IGW reply is sent to the nulticast address of the group being
queri ed.

Unfortunately, as it stands the |GV algorithmw |l be a nuisance for
cluster nmenbers that are essentially passive receivers within a given
mul ticast group. It is just as likely that a passive nmenber, with no
out goi ng VC al ready established to the group, will decide to send an
| GWP reply - causing a VC to be established where there was no need
for one. This is not a fatal problemfor small clusters, but wll
seriously inpact on the ability of a cluster to scale.

The nost obvi ous solution is for routers to use the

MARS GROUPLI ST_REQUEST and MARS GROUPLI ST_REPLY nessages, as
described in section 8.5. This would renove the regular | GVW Queri es,
resulting in cluster nenbers only sending an | GW Report when they
first join a group

Alternative solutions do exist. One would be to nodify the IGW reply
algorithm for exanple:

If the group nenber has VC open to the group proceed as per RFC
1112 (picking a randomreply delay between O and 10 seconds).

If the group nenber does not have VC al ready open to the group
pi ck randomreply del ay between 10 and 20 seconds instead, and
then proceed as per RFC 1112.

If even one group nmenber is sending to the group at the tine the | GW
Query is issued then all the passive receivers will find the | Gw
Reply has been transmitted before their delay expires, so no new VC
is required. If all group nenbers are passive at the tinme of the | GW
Query then a response will eventually arrive, but 10 seconds |ater

t han under conventional circunstances.
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The preceding solution requires re-witing existing | GW code, and
inplies the ability of the IGW entity to ascertain the status of VCs
on the underlying ATMinterface. This is not likely to be avail able
in the short term

One short termsolution is to provide sonething |ike the preceding
functionality with a "hack’ at the IP/ATMdriver level within cluster
menbers. Arrange for the IP/ATMdriver to snoop inside |IP packets

|l ooking for IGW traffic. If an | GW packet is accepted for

transm ssion, the IP/ATMdriver can buffer it locally if there is no
VC already active to that group. A 10 second tiner is started, and if
an | GW Reply for that group is received from el sewhere on the
cluster the timer is reset. If the timer expires, the | P/ATM dri ver
then establishes a VCto the group as it would for a nornal IP
mul ti cast packet.

Sone network inplenmentors may find it advantageous to configure a
mul ti cast server to support the group 224.0.0.1, rather than rely on
a mesh. Gven that IP nulticast routers regularly send | GW queries
to this address, a nmesh will nmean that each router will permanently
consune an AAL context within each cluster nenber. In clusters served
by multiple routers the VC load within switches in the underlying ATM
network will beconme a scaling problem

Finally, if a nmulticast server is used to support 224.0.0.1, another
ATM driver |evel hack becones a possible solution to | GW Reply
traffic. The ATM driver may choose to grab all outgoing | GW packets
and send them out on the VC established for sending to 224.0.0. 1,
regardl ess of the Cass D address the | GvW nessage was actually for.
Gven that all hosts and routers nust be menbers of 224.0.0.1, the

i ntended recipients will still receive the |GW Replies. The negative
inmpact is that all cluster nmenbers will receive the | GW Replies.

Arm t age St andar ds Track [ Page 70]



RFC 2022 Mul ticast over UNI 3.0/3.1 based ATM Novenber 1996

Appendi x C. Further comments on 'Custers’.

The cluster concept was introduced in section 1 for two reasons. The
nore well known term of Logical |IP Subnet is both very IP specific,
and constrained to unicast routing boundaries. As the architecture
described in this docunent nmay be re-used in non-1P environnments a
nore neutral termwas needed. As the needs of nulticasting are not

al ways bound by the sane scopes as unicasting, it was not inmediately
obvious that apriori limting ourselves to LI Ss was beneficial in the
long term

It must be stressed that Clusters are purely an adninistrative being.
You choose their size (i.e. the nunber of endpoints that register
with the sane MARS) based on your nulticasting needs, and the
resource consunption you are willing to put up with. The larger the
nunber of ATM attached hosts you require nulticast support for, the
nore individual clusters you m ght choose to establish (along with
mul ticast routers to provide inter-cluster traffic paths).

G ven that not all the hosts in any given LIS nay require mrulticast
support, it becones conceivable that you m ght assign a single MARS
to support hosts fromacross multiple LISs. In effect you have a
cluster covering multiple LISs, and have achieved 'cut through’
routing for multicast traffic. Under these circunstances increasing
t he geographi cal size of a cluster mght be considered a good thing.

However, practical considerations limt the size of clusters. Having
a cluster span multiple LISs nay not always be a particular "win’
situation. As the nunmber of nulticast capable hosts in your LISs
increases it becones nore likely that you'll want to constrain a
cluster’s size and force multicast traffic to aggregate at multi cast
routers scattered across your ATM cl oud.

Finally, multi-LIS clusters require a degree of care when depl oyi ng

I P multicast routers. Under the O assical |IP nbdel you need unicast
routers on the edges of LISs. Under the MARS architecture you only
need nulticast routers at the edges of clusters. If your cluster
spans multiple LISs, then the nmulticast routers will perceive

thensel ves to have a single interface that is sinultaneously attached
to multiple unicast subnets. Whether this situation will work depends
on the inter-domain nulticast routing protocols you use, and your

mul ticast router’s ability to understand the new rel ati onshi p between
uni cast and nul ti cast topol ogies.

In the absence of futher research in this area, networks deployed in

conformance to this docunent MJST make their IP cluster and IP LIS
coi ncide, so as to avoid these conplications.
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Appendi x D. TLV list parsing algorithm

The foll owi ng pseudo-code represents how the TLV |ist format
described in section 10 could be handl ed by a MARS or MARS client.

list = (mar$extof f & OXFFFC);
if (list == 0) exit;
list = 1list + nessage_base;

while (list->Type.y !'= 0)

{ switch (list->Type.y)
defaul t:
if (list->Type.x == 0) break
if (list->Type.x == 1) exit;
}if (list->Type.x == 2) |log-error-and-exit;
[...other handling goes here..]
}
list += (list->Length + 4 + ((4-(list->Length & 3)) %
4));
}
return;
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Appendi x E.  Sunmary of tiner val ues.

Thi s appendi x sunmarises various tiners or limts nentioned in the
mai n body of the docunment. Values are specified in the follow ng
format: [X, y, z] indicating a mninumvalue of x, a recomended
value of y, and a maxi numvalue of z. A’-" will indicate that a
category has no val ue specified. Values in mnutes are foll owed by
"mn, values in seconds are followed by ’sec’.

Idle time for MARS - MARS client pt to pt VC
[1 min, 20 mn, -]

Idle time for multipoint VCs fromclient.
[1 min, 20 mn, -]

Al'l owed time between MARS MJULTI conponents.
[-, -, 10 sec]

Initial random L_MJULTI _RQ ADD retransmit tinmer range.
[5 sec, -, 10 sec]

Randomtine to set VC revalidate flag.
[1 sec, -, 10 sec]

MARS JO N LEAVE retransmit interval.
[5 sec, 10 sec, -]

MARS JO N/ LEAVE retransmt limt.
[-, -, 5]

Randomtine to re-register with MARS.
[1 sec, -, 10 sec]

Force wait if MARS re-registration is |ooping.
[1 min, -, -]

Transm ssion interval for MARS_REDI RECT_MNAP.
[I1 min, 1 min, 2 mn]

Limt for client to nmiss MARS REDI RECT_MAPs.
[-, -, 4 min]
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Appendi x F. Pseudo code for MARS operation.

| mpl enentations are entirely free to conply with the body of this
meno in any way they see fit. This appendix is purely for possible
clarification.

A MARS i npl enmentation night be built along the |ines suggested in
thi s pseudo-code.

1. Main
1.1 Initilization

Define a server list as the list of |eaf nodes
on Server Control VC.
Define a cluster list as the list of |eaf nodes
on O usterControl VC
Define a host map as the list of hosts that are
menbers of a group
Define a server map as the list of hosts (MCSs)
that are serving a group
Read config file.
Al'l ocat e nessage queues.
Al l ocate internal tables.
Set up passive open VC connection
Set up redirect_map timer.
Est abl i sh 1 oggi ng.

1.2 Message Processing

Forever {
| f the nessage has a TLV then {
If TLV is unsupported then {
process as defined in TLV type field.
} /* unknown TLV */
} /* TLV present */
Pl ace incom ng nessage in the queue.
For (all messages in the queue) {
If the nessage is not a JO N LEAVE MSERV/ UNSERV wi t h
mar $f | ags. regi ster == 1 then {
If the nessage source is (not a nenber of server list) &&
(not a menber of cluster list) then {
Drop the nessage silently.

}

f (mar$pro.type is not supported) or
(the ATM source address is mssing) then {
Conti nue.

}
|
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}

Determi ne type of message.

If an ERR_L_RELEASE arrives on C usterControl VC then {
Renove the endpoints ATM address fromall groups
for which it has joined.

Rel ease the CM .
Conti nue.

} /* error on CCVC */

Call specific nessage handling routine.

If redirect_map tiner pops {

Cal I MARS_REDI RECT_MAP nessage handling routine.

} /* redirect timer pop */

} /* all nsgs in the queue */
} /* forever |oop */

2. Message Handl er
2.1 Messages:
- MARS_REQUEST

I ndi cate no MARS_MJLTI support of TLV.
If the supported TLV is not NULL then {
I ndi cate MARS_MULTI support of TLVW.
Process as required.
} else { /* TLV NULL */
I ndi cate nessage to be sent on Private VC
If the nmessage source is a nmenber of server list then {
If the group has a non-null host map then {
Call MARS MULTI with the host map for the group
} else { /* no group */
Call MARS_NAK nessage routi ne.
} /* no group */
} else { /* source is cluster list */
If the group has a non-null server map then {
Call MARS_MULTI with the server map for the group
} else { /* cluster nmenber but no server map */
If the group has a non-null host map then {
Call MARS MULTI with the host map for the group
} else { /* no group */
Call MARS_NAK nessage routi ne.
} /* no group */
} /* cluster nenber but no server map */
} /* source is a cluster list */
} /* TLV NULL */
If a nmessage exists then {
Send nmessage as indicated.

}
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Ret ur n.
- MARS_MULTI

Construct a MARS _MULTI for the specified map.
If the paramindi cates TLV support then {
Process the TLV as required.

}

Ret ur n.
- MARS _JA N

If (mar$flags.copy !'=0) silently ignore the nessage.
If nmore than a single <min,max> pair is specified then
silently ignore the nessage.
I ndi cate nessage to be sent on private VC
If (mar$flags.register == 1) then {
If the node is already a registered nenber of the cluster
associ ated with protocol type then { /*previous register*/
Copy the existing CM into the MARS JO N.
} else { /* newregister */
Add the node to ClusterControl VC
Add the node to cluster |ist.
mar $cmi = obtain CM.
} /* new register */
} else { /* not a register */
If the group is a duplicate of a previous MARS JO N then {
mar $nsn = current csn
I ndi cate nessage to be sent on Private VC.
} else {
I ndi cate no nessage to be sent.
If the nessage source is in server map then {
Drop the nessage silently.
} else {
If the first <min, max> enconpasses any group Wi th
a server map then {
Call the Modified JO N LEAVE Processing routine.
} else {
If the MARS JONis for a multi group then {
Call the Multi G oup JO N LEAVE Processi ng Routine.
} else {
I ndi cate nessage to be sent on C usterControl VC
} /* not for a multi group */
} /* group not handl ed by server */
} /* neg src not in server map */
Updat e i nternal tables.
} /* not a duplicate */
} /* not a register */
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If a nmessage exists then {
mar $f | ags. copy = 1.
Send nessage as i ndi cat ed.

}

Ret ur n.

- MARS_LEAVE

If (mar$flags.copy !'= 0) silently ignore the nessage.
If nmore than a single <min,max> pair is specified then
silently ignore the nessage.
I ndi cate nessage to be sent on d usterControl VC
If (mar$flags.register == 1) then { /* deregistration */
Update internal tables to renove the nenber’s ATM addr
fromall groups it has joined.
Drop the endpoint from C usterControl VC
Drop the endpoint fromcluster list.
Rel ease the CM.
I ndi cate nessage to be sent on Private VC
else { /* not a deregistration */

1996

If the group is a duplicate of a previous MARS LEAVE then {

mar $nsn = current csn
I ndi cate nessage to be sent on Private VC.
} else {
I ndi cate no nessage to be sent.
If the first <min, max> enconpasses any group with
a server map then {
Call the Modified JO N LEAVE Processing routi ne.
} else {
If the MARS LEAVE is for a multi group then {

Call the Multi G oup JO N LEAVE Processi ng Routine.

} else {
I ndi cate nessage to be sent on d usterControl VC,
}
}

Update internal tables.
} /* not a duplicate */
} /* not a deregistration */
If a nessage exists then {
mar $f | ags. copy = 1.
Send nessage as i ndi cat ed.

}
Ret ur n.
- MARS_MBERV
If (mar$flags.register == 1) then { /* server register */
Add the endpoint as a | eaf node to ServerControl VC
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Add the endpoint to the server |list.
I ndi cate the nessage to be sent on Private VC.
mar $cm = 0.
} else { /* not a register */
If the source has not registered then {
Drop and ignore the nessage.
I ndi cate no nmessage to be sent.
} else { /* source is registered */
If MCS is already nmenber of indicated server nap {
I ndi cate nessage to be sent on Private VC.
mar $f | ags. | ayer3grp = O;
mar $f | ags. copy = 1.
} else { /* New MCS to add. */
Add the server ATM addr to server map for group
I ndi cate nessage to be sent on Server Control VC
Send nessage as indicated.
Make a copy of the nessage.
I ndi cate nessage to be sent on C usterControl VC
If new server map was just created {
Construct MARS_M GRATE, with MCS as target.
} else {
Change the op code to MARS JO N.
mar $f | ags. | ayer3grp = 0.
mar $f | ags. copy = 1.
} /* new server nap */
} /* New MCS to add. */
} /* source is registered */
} /* not a register */

If a nmessage exists then {
Send nessage as indicated.

}

Ret ur n.

- MARS_UNSERV

If (mar$flags.register == 1) then { /* deregister */
Renove the ATM addr of the MCS fromall server maps.
If a server map becones null then delete it.

Renove the endpoint as a | eaf of ServerControl VC
Renove the endpoint fromserver |ist.
I ndi cate the nessage to be sent on Private VC.

} else { /* not a deregister */

If the source is not a nenmber of server list then {
Drop and ignore the nessage.
I ndi cate no nessage to be sent.

} else { [/* source is registered */
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If MCS is not nmenber of indicated server map {
I ndi cate nessage to be sent on Private VC.
mar $f | ags. | ayer3grp = O;
mar $f | ags. copy = 1.
} else { /* MCS existed, nmust be renoved. */
Renove ATM addr of the MCS fromi ndi cated server nap
If a server map is null then delete it.
I ndi cate the nessage to be sent on Server Control VC
Send nessage as indicated.
Make a copy of the nessage.
Change the op code to MARS LEAVE
I ndi cate nessage (copy) to be sent on O usterControl VC
mar $f | ags. | ayer3grp = O;
mar $f | ags. copy = 1.
} /* MCS existed, must be renoved. */
} /* source is registered */
} /* not a deregister */
If a nmessage exists then {
Send nessage as i ndi cat ed.

}

Ret ur n.
- MARS_NAK

Bui | d command.
Ret ur n.

- MARS_GROUPLI ST_REQUEST

I f (mar$pnum != 1) then Return.
Call MARS_GROUPLI ST_REPLY with the range and out put VC
Ret ur n.

- MARS_CGROUPLI ST_REPLY

Buil d command for specified range.

I ndi cate nessage to be sent on specified VC
Send nessage as i ndi cat ed.

Ret ur n.

- MARS_REDI RECT_MAP

I ncl ude the MARSs own address in the nmessage.

| f there are backup MARSs then include their addresses.

I ndi cate MARS _REDI RECT_MAP is to be sent on O usterControl VC.
Send nessage back as indicat ed.

Ret ur n.
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Send Message Handl er

If (the nmessage is going out ClusterControl VO &&
(a new csn is required) then {
mar $nsn = obtain a CSN

}

If (the nmessage is going out ServerControl VO &&
(a new ssn is required) then {

mar $nsn = obtain a SSN

}

Ret ur n.
Nunber Gener at or
Cl uster Sequence Nunber

Generate the next sequence nunber.
Ret ur n.

Server Sequence Number

Generat e the next sequence nunber.
Ret ur n.

CM

CMs are allocated uniquely per registered cluster nenber
within the context of a particular layer 3 protocol type.
A single node may register nultiple tines if it supports
mul tiple layer 3 protocols.

The CM s allocated for each such registration may or may
not be the sane.

Generate a CM for this protocol.

Ret ur n.

Modi fied JO N LEAVE Processi ng

This routine processes JO N LEAVE when a server map exi sts.

Make a copy of the nessage.

Change the type of the copy to MARS SJO N.
If the nmessage is a MARS_LEAVE then {
Change the type of the copy to MARS SLEAVE.

}

mar $f | ags. copy = 1 (copy).

Hol e punch the <m n, max> group by excl udi ng
fromthe range those groups which the joining
(leaving) node is already (still) a nmenber of

1996
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due to it having previously issued a single group
j oin.

I ndi cate the nessage to be sent on ServerControl VC

If the nmessage (copy) contains one or nore <mn, max> pair {
Send nessage (copy) as indicated.

mar $f | ags. punched = 0 in the original nmessage.
I ndi cate the nessage to be sent on Private VC.
Send nessage (original) as indicated.
Hol e punch the <m n, max> group by excl udi ng
fromthe range those groups that are served by MCSs
or which the joining (leaving) node is already
(still) a menber of due to it having previously
i ssued a single group join.
Indicate the (original) nessage to be sent on C usterControl VC
I f (nunmber of holes punched > 0) then { /* punched hol es */
In original nmessage do {
mar $f | ags. punched = 1.
ol d punched list <- new punched i st.

}
} /* punched holes */
mar $f | ags. copy = 1.
Send nessage as i ndi cat ed.
Ret ur n.

5.1 Multi Goup JO N LEAVE Processi ng
This routine processes JO N LEAVE when a nulti group exists.

I f (mar $fl ags. | ayer3grp) {
Ignore this setting, consider it reset.

}

mar $f | ags. copy = 1.

Make a copy of the nessage.

From the copy hol e punch the <m n, max> group by
excluding fromthe range those groups that this
node has al ready joined or left.

I f (nunmber of holes punched > 0) then {
mar $f | ags. punch = 0 in original nessage.

I ndi cate original nessage to be sent on Private VC
Send original nessage as indicated.

mar $f | ags. punch = 1 in copy nessage.

ol d group range <- new punched Iist.

I ndi cate nessage to be sent on C usterControl VC
Send copy of nessage as indicat ed.

} else {

I ndi cate nessage to be sent on C usterControl VC
Send original nessage as indicated.
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} /* no holes punched */
Ret ur n.
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