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Abstract

Thi s docunent specifies three protocols for transporting CIP
requests, responses and index objects, utilizing TCP, mail, and HTTP.
The objects thenselves are defined in [CIP-MME] and the overall CIP
architecture is defined in [Cl P-ARCH] .

1. Pr ot ocol

In this section, the actual protocol for transmitting CIP index

obj ects and nmi ntaining the mesh is presented. While comnpanion
docunents ([ClIP-ARCH and [CIP-M ME]) describe the concepts invol ved
and the formats of the CIP M ME objects, this docunent is the
authoritative definition of the nmessage formats and transfer

nmechani sns of Cl P used over TCP, HTTP and nmail.

1.1 Phil osophy

The phil osophy of the CIP protocol design is one of building-block
design. Instead of relying on bulky protocol definition tools, or
ad- hoc text encodings, CIP draws on existing, well understood
Internet technologies Iike MM, RFC 822, Wois++, FTP, and SMIP.
Hopefully this will serve to ease inplenmentation and consensus
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building. It should also stand as an exanple of a sinple way to
| everage existing Internet technologies to easily inplenent new
application-Ilevel services.

1.2 Conventions

The key words "MJST" and "MAY" in this docunment are to be interpreted
as described in "Key words for use in RFCs to Indicate Requirenment
Level s" [ KEYWORDS] .

Formal syntax is defined using ABNF [ ABNF].

In exanpl es octets sent by the sender-ClIP are preceded by ">>> " and
those sent by the receiver-CIP by "<<< ".

2 M ME nessage exchange nechani sns

CIP relies on interchange of standard M ME nessages for all requests
and replies. These nessages are passed over a bidirectional, reliable
transport system This docunment defines transport over reliable
network streanms (via TCP), via HITP, and via the Internet nai

i nfrastructure

The CIP server which initiates the connection (conventionally
referred to as a client) will be referred to bel ow as the sender-Cl P
The CI P server which accepts a sender-Cl P s inconm ng connection and
responds to the sender-ClP's requests is called a receiver-CIP

2.1 The Stream Transport

Cl P nessages are transmitted over bi-directional TCP connections via
a sinple text protocol. The transaction can take place over any TCP
port, as specified by the mesh configuration. There is no "well known
port" for CIP transactions. Al configuration information in the
system nust include both a hostnane and a port.

Al'l sender-ClI P actions (including requests, connection initiation,
and connection finalization) are acknow edged by the receiver-C P
with a response code. See section 2.1.1 for the format of these
codes, a list of the responses a CIP server may generate, and the
expected sender-Cl P action for each.

In order to maintain backwards conpatibility with existing Wois++
servers, ClPv3 sender-ClPs MJST first verify that the newer protocol
is supported. They do this by sending the followng illegal \Wois++
system conmmand: "# Cl P-Version: 3<cr><|f>". On existing Wois++
servers inplenenting version 1 and 2 of CIP, this results in a 500-
series response code, and the server terminates the connection. |If
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the server inplenments ClPv3, it MJST instead respond with response
code 300. Future versions of CIP can be correctly negotiated using
this technique with a different string (i.e. "CIP-Version: 4"). An
exanpl e of this short interchange is given bel ow.

Note: If a sender-ClP can safely assune that the server inplenents
ClPv3, it may choose to send the "# CIP-Version: 3" string and

i mediately followit with the ClPv3 request. This optinization,
useful only in known honbgeneous Cl Pv3 nmeshes, avoids waiting for the
roundtrip inherent in the negotiation.

Once a sender-ClI P has successfully verified that the server supports
Cl Pv3 requests, it can send the request, fornatted as a M ME nessage
with M me-Version and Content-Type headers (only), using the network
standard |ine ending: "<cr><If>".

C p- Reqg = Req- Hdrs CRLF Req- Body
Req- Hdr s = *( Version-Hdr | Reg-Cntnt-Hdr )
Reg- Body = Body ; format of request body as in [Cl P-M Mg]
Body = Data CRLF "." CRLF
Dat a = ; data with CRLF "." CRLF replaced by
; CRLF ".." CRLF

Ver si on- Hdr "M nme-Version:" "1.0" CRLF
Req- Cnt nt - Hdr "Content-Type:" Reqg-Content CRLF
Reg- Cont ent ; format is specified in [ClP-M Mg]

C p-Rsp Rsp- Code CRLF [ Rsp-Hdrs CRLF Rsp-Body ]

[ Indx-Cntnt-Hdr CRLF | ndex- Body ]

Rsp- Code =DIA@TDGAT DAT Conment

Conmrent = ; any chars except CR and LF

Rsp- Hdr s = *( Version-Hdr | Rsp-Cntnt-Hdr )

Rsp-Cntnt-Hdr = "Content-Type:" Rsp-Content CRLF

Rsp- Cont ent = ; format is specified in [ClP-M Mg

Rsp- Body = Body ; format of response body as in [Cl P-M M|

| ndx- Cnt nt - Hdr "Cont ent-Type:" | ndx-hj-Type CRLF

| ndx- Qbj - Type ; any registered index object’s M ME-type
; the fornmat is specified in [ RFC2045]

| ndex- Body = Body ; format defined in each index
; specifications

CRLF = CRLF ; Internet standard new ine

CR = 90D ; carriage return

LF = OW&OA ; |inefeed

DAT = 9%30-39
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The nmessage is term nated using SMIP-styl e nessage ternination. The
data is sent octet-for-octet, except when the pattern

<cr><| f>1*["."]<cr><If> is seen, in which case one nore period is
added.

When the data is finished, the octet pattern "<cr><lf> <cr><lf>" is
transmtted to the receiver-ClP

On the receiver-CIP's side, the reverse transformation is applied,
and the nmessage read consists of all bytes up to, but not including,
the term nating pattern

In response to the request, the receiver-ClP sends a response code,
fromeither the 200, 400, or 500 series. The receiver-CIP then
processes the request and replies, if necessary, with a M ME nessage.
This reply is also delinmted by an SMIP-styl e nessage term nator

After responding with a response code, the receiver-Cl P MJST prepare
to read another request nessage, resetting state to the point when
the sender-CIP has just verified the CIP version. If the sender-C P
is finished maki ng requests, it may close the connection. In response
the receiver-Cl P MIST abort reading the nmessage and prepare for a new
sender-Cl P connection (resetting its state conpletely).

An exanple is given below It is again worth reiterating that the
command format is defined in [CIP-M Mg whereas the nessage body is
defined in each index object definition. In this exanple the index
object definitionin [CP-TIQ wll be used. Line endings are
explicitly shown in angl ebrackets; newines in this text are added
only for readability. Comments occur in curly-brackets.

{ sender-CIP connects to receiver-CIP }
<<< % 220 Exanple CIP server ready<cr><|f>
>>> # Cl P-Version: 3<cr><|f>
<<< 9% 300 Cl Pv3 K!<cr><|f>
>>> M ne-Version: 1.0<cr><|f>
>>> Content-type: application/index.cnd. datachanged; type=
>>> x-tagged-index-1; dsi=1.2.752.17.5.10<cr><If>
>>> <cr><| f>
>>> updat etype: increnental tagbased<cr><|f>
>>> t hi supdat e: 855938804<cr><|f>
>>> | astupdate: 855940000<cr><|f>
>>> | <cr><|f>
<<< % 200 Good M ME nessage received
>>> M ME-Version: 1.0<cr><|f>
>>> Content-Type: application/index.obj.tagged;
>>> dsi=1.2.752.17.5.10;
>>> pase-uri="I|dap://Idap. unu. se/ dc=unu, dc=se" <cr><| f >
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>>> <cr><|f>
>>> version: x-tagged-index-1l<cr><|f>
>>> updat etype: increnental <cr><|f>
>>> | astupdate: 855940000<cr><|f>
>>> t hi supdat e: 855938804<cr><|f>
>>> BEG N | O schema<cr ><| f >
>>> cn: TOKEN<cr ><| f >
>>> sn: FULL<cr><If>
>>> title: FULL<cr><|f>
>>> END | O Schema<cr ><| f >
>>> BEG N Updat e Bl ock<cr><|f>
>>> BEG N A d<cr><| f >
>>> title: 3/testpilot<cr><|f>
>>> END d d<cr><| f >
>>> BEG N New<cr ><| f >
>>> title: 3/chiefpilot<cr><|f>
>>> END New<cr><| f >
>>> END Updat e Bl ock<cr><|f>
>>> | <cr><|f>
<<< 9% 200 Good M ME nessage received
{ Sender-CI P shuts down socket for witing }
<<< % 222 Connection closing in response to sender-Cl P shut down
{ receiver-CIP closes its side, resets, and awaits a
new sender-ClI P }

An exanpl e of an unsuccessful version negotiation |ooks |ike this:

{ sender-CIP connects to receiver-CIP }
<<< % 220 WWhoi s++ server ready<cr><|f>
>>> # Cl P-Version: 3<cr><|f>
<<< % 500 Syntax error<cr><|f>

{ server closes connection }

The sender-CIP may attenpt to retry using version 1 or 2 protocol
Sender-CI P may cache results of this unsuccessful negotiation to
avoid later attenpts.

2.1.1 Transport specific response codes

The followi ng response codes are used with the streamtransport:

Code Suggested description Sender-ClI P action
t ext

200 M ME request received Expect no output, continue session
and processed (or close)
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201

220

222

300

400

500

501

502

520

530

531

532
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M ME request received
and processed, output
foll ows
Initial banner
nessage

server

Connection closing (in
response to sender-Cl P
cl ose)

Requested CI P version
accept ed

Tenporarily unable to
process request

Bad M ME nessage f or mat

Unknown or
request in
appl i cation/index.cnd

m ssi ng

Request is m ssing
required CIP attributes

Aborting connection for
sonme unexpected reason

Request requires valid
si ghature
Request has invalid

signature

Cannot check signature

St andards Track
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Read a response, delimted by SMIP-
styl e nessage deliniter.

Continue with Wois++ interaction
or attenpt CI P version negotiation.

Done with transaction

Continue with CIP transaction, in
the specified version

Retry at a later tinme. May be used
to indicate that the server does not
currently have the resources

avail abl e to accept an index.

Retry with correctly formatted M ME

Retry with correct CIP command

Retry with correct CIP attri butes.

Alert |ocal adm nistrator.

Si gn the request,
retry. O herw se,
the admini strator.

if possible, and
report problemto

Report problemto the administrator.

Al ert local administrator, who should
cooperate with renote adm ni strator
tp di agnose and resolve the problem
(Probably nissing a public key.)
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2.2 Internet nail infrastructure as transport

As an alternative to TCP streans, CIP transactions can take place
over the existing Internet mail infrastructure. There are two
notivations for this feature of CIP. First, it lowers the barriers to
entry for |eaf servers. Wen the need for a full TCP inplenmentation
is relaxed, |eaf nodes (which, by definition, only send index

obj ects) can consist of as little as a database and an i ndexi ng
program (possibly witten in a very high | evel |anguage) to
participate in the nmesh

Second, it keeps with the phil osophy of naking use of existing

I nternet technol ogy. The M ME nessages used for requests and
responses are, by definition of the MM specification, suitable for
transport via the Internet mail infrastructure. Wth a few sinple
rules, we open up an entirely different way to interact with CIP
servers which choose to inplenent this transport. See Protoco

Conf ormance, below, for details on what options server inplenenters
have about supporting the various transports.

The basic rhythm of request/response is maintai ned when using the
mai | transport. The followi ng sections clarify sone special cases
whi ch need to be considered for nail transport of CIP objects. In
general, all mail protocols and mail format specifications
(especially MME Security Miultiparts) can be used with the Cl P nai
transport.

2.2.1 Cl P- Ver si on negoti ation

Since no informati on on which ClP-version is in use is present in the
M ME nmessage, this information has to be carried in the mail header.
Therefore CIP requests sent using the mail transport MJST include a
Cl P-version headerline, to be registered according to [ MHREQF .

The format of this line is:

DAT = 9%30- 39

nunber = 1*DIAT

cipversion = "ClIP-Version:" <sp> nunber["." nunber]
2.2.2 Return path

When CI P transactions take place over a bidirectional stream the
return path for errors and results is inplicit. Using mail as a
transport introduces difficulties to the recipient, because it’'s not
al ways clear fromthe headers exactly where the reply should go,

t hough in practice there are some heuristics used by MJA's.
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CIP solves this problemby fiat. CIP requests sent using the nai
transport MJST include a Reply-To header as specified by RFC 822.
Any mail received for processing by a CIP server inplenenting the
mai | transport w thout a Reply-To header MJST be ignored, and a
nmessage shoul d be logged for the local admnistrator. The receiver
MUST not attenpt to reply with an error to any address derived from
the incom ng mail.

If there are no circunmstances under which a response is to be sent to
a CIP request, the sender should include a Reply-To header with the
address "<>" in it. Receivers MJST never attenpt to send replies to
that address, as it is defined to be invalid (both here, and by the
BNF grammar in RFC-822). It should be noted that, in general, it is a
bad idea to turn off error reporting in this way. However, in the

si npl est case of an index pushing program this MAY be a desirable
sinmplification.

2.3 HITP transport

HTTP MAY al so be used to transport CIP objects, since they are just
M ME obj ects. A transaction is performed by using the POST nethod to
send an application/index.cnd and returning an

appl i cation/index.response or an application/index.obj in the HTTP
reply. The URL that is the target of the post is a configuration
paraneter of the Cl P-sender to ClP-receiver relationship.

Exanpl e:

{ the client opens the connection and sends a POST }
>>> POST / HTTP/ 1. 1<cr><|f>
>>> Host: cip.sone. corp<cr><|f>
>>> Content-type: application/index.cnd. noop<cr><|f>
>>> Date: Thu, 6 Jun 1997 18:16: 03 GMI<cr><|f>
>>> Content-Length: 2<cr><If>
>>> Connection: close<cr><If>
>>> <cr><|f>
{ the server processes the request }
<<< HTTP/ 1.1 204 No Content<cr><|f>
{ the server closes the connection }

In addition to | everaging the security capabilities that cone with
HTTP, there are other HTTP features that MAY be useful in a CIP
context. A CIP client MAY use the Accept-Charset and Accept-Language
HTTP headers to express a desire to retrieve an index in a particul ar
character set or natural |anguage. It MAY use the Accept-Encodi ng
header to (e.g.) indicate that it can handl e conpressed responses,
which the CIP server MAY send in conjunction with the Transfer-
Encodi ng header. It MAY use the If-Mdified-Since header to prevent
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wast ed transm ssion of an index that has not changed since the |ast
poll. A CIP server can use the Retry-After header to request that the
client retry later when the server is |ess busy.

3. Security Considerations

There are two |l evels at which the index information can be protected;
the first is by use of the technol ogy avail able for securing M M

[ M ME- SEC] objects, and secondly by using the technol ogy avail abl e
for securing the transport.

When it comes to transport the streamtransport can be protected by
the use of TLS [TLS] . For HITP the Security is handl ed by using HITP
Basi ¢ Authentication [ RFC 2616], HTTP Message Di gest Authentication

[ RFC2617] or SSL/TLS. Extra protection for the SMIP exchange can be
achi eve by the use of Secure SMIP over TLS [ SMIPTLS].
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6.

Ful I Copyright Statenent
Copyright (C) The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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