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Status O This Meno

This RFC suggests a proposed protocol for the ARPA-Internet
comuni ty, and requests discussion and suggestions for inprovenents.
Distribution of this neno is unlimted.

Overvi ew

We discuss the utility of "subnets" of Internet networks, which are
logically visible sub-sections of a single Internet network. For
admi ni strative or technical reasons, nany organi zati ons have chosen
to divide one Internet network into several subnets, instead of
acquiring a set of Internet network nunbers.

We propose procedures for the use of subnets, and di scuss approaches
to solving the problens that arise, particularly that of routing.
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1. Introduction

The original view of the Internet universe was a two-|evel hierarchy:
the top level the catenet as a whole, and the level belowit a
collection of "Internet Networks", each with its own Network Number.
(We do not nean that the Internet has a hierarchical topol ogy, but
that the interpretation of addresses is hierarchical.)

While this view has proved sinple and powerful, a nunber of
organi zati ons have found it inadequate and have added a third | eve

to the interpretation of Internet addresses. |In this view, a given
Internet Network mght (or might not) be divided into a collection of
subnet s.

The original, two-level, view carries a strong presunption that, to a
host on an Internet network, that network nay be viewed as a single
edge; to put it another way, the network may be treated as a "bl ack
box" to which a set of hosts is connected. This is true of the
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ARPANET, because the | MPs nask the use of specific links in that
network. It is also true of nost |ocal area network (LAN)
technol ogi es, such as Ethernet or ring networks.

However, this presunption fails in many practical cases, because in
noderately |arge organi zations (e.g., Universities or conpanies with
nore than one building) it is often necessary to use nore than one
LAN cable to cover a "local area". For exanple, at this witing
there are eighteen such cables in use at Stanford University, with
nor e pl anned.

There are several reasons why an organi zation might use nore than one
cable to cover a canpus:

D fferent technol ogies: Especially in a research environnent,
there may be nore than one kind of LAN in use; e.g., an

organi zati on may have sonme equi pnment that supports Ethernet, and
some that supports a ring network.

- Limts of technol ogies: Mst LAN technol ogies inpose linits,
based el ectrical paraneters, on the nunber of hosts connected,
and on the total length of the cable. It is easy to exceed
these limts, especially those on cable |ength.

- Network congestion: It is possible for a snall subset of the
hosts on a LAN to nonopolize nost of the bandw dth. A conmon
solution to this problemis to divide the hosts into cliques of
hi gh mutual comruni cation, and put these cliques on separate
cabl es.

- Point-to-Point Iinks: Sometinmes a "local area", such as a
uni versity canpus, is split into two |ocations too far apart to
connect using the preferred LAN technology. In this case,
hi gh- speed point-to-point |inks m ght connect several LANs.

An organi zation that has been forced to use nore than one LAN has
three choices for assigning Internet addresses:

1. Acquire a distinct Internet network nunber for each cabl e.

2. Use a single network number for the entire organization, but
assi gn host nunbers without regard to which LAN a host is on
(W will call this choice "transparent subnets".)

3. Use a single network nunmber, and partition the host address

space by assigning subnet nunmbers to the LANs. ("Explicit
subnets".)
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Each of these approaches has di sadvantages. The first, although not
requiring any new or nodified protocols, does result in an expl osion
in the size of Internet routing tables. [Information about the
internal details of local connectivity is propagated everywhere,
although it is of little or no use outside the |ocal organization
Especially as sonme current gateway inplenentations do not have nuch
space for routing tables, it would be nice to avoid this problem

The second approach requires some convention or protocol that nakes
the collection of LANs appear to be a single Internet network. For
exanpl e, this can be done on LANs where each Internet address is
translated to a hardware address using an Address Resol ution Protocol
(ARP), by having the bridges between the LANs intercept ARP requests
for non-local targets. However, it is not possible to do this for
all LAN technol ogi es, especially those where ARP protocols are not
currently used, or if the LAN does not support broadcasts. A nore
fundanental problemis that bridges nust discover which LAN a host is
on, perhaps by using a broadcast algorithm As the nunber of LANs
grows, the cost of broadcasting grows as well; also, the size of
transl ation caches required in the bridges grows with the tota
nunber of hosts in the network.

The third approach addresses the key problem existing standards
assune that all hosts on an Internet |ocal network are on a single
cable. The solution is to explicitly support subnets. This does
have a disadvantage, in that it is a nodification of the Internet
Protocol, and thus requires changes to IP inplenmentations already in
use (if these inplenentations are to be used on a subnetted network.)
However, we believe that these changes are relatively mnor, and once
made, yield a sinple and efficient solution to the problem Al so,

t he approach we take in this docunent is to avoid any changes that
woul d be inconpatible with existing hosts on non-subnetted networks.

Further, when appropriate design choices are nade, it is possible for
hosts which believe they are on a non-subnetted network to be used on
a subnetted one, as will be explained later. This is useful when it
is not possible to nodify sonme of the hosts to support subnets
explicitly, or when a gradual transition is preferred. Because of
this, there seens little reason to use the second approach listed
above.

The rest of this docunent describes approaches to subnets of |nternet
Net wor ks.
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1.1. Term nol ogy

To avoid either anmbiguity or prolixity, we will define a few
terms, which will be used in the follow ng sections:
Cat enet

The col | ecti on of connected | nternet Networks
Net wor k

A single Internet network (that may or nmay not be divided into
subnets.)

Subnet

A subnet of an Internet network.
Net wor kK Nunber

As in [8].
Local Address

The bits in an Internet address not used for the network
nunber; also known as "rest field".

Subnet Number
A nunber identifying a subnet within a network.
Subnet Field

The bit field in an Internet address used for the subnet
nunber.

Host Field

The bit field in an Internet address used for denoting a
speci fi c host.

Gat eway
A node connected to two or nore administratively distinct

net wor ks and/ or subnets, to which hosts send datagrams to be
f or war ded.
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Bri dge

A node connected to two or nore admnistratively

i ndi stingui shabl e but physically distinct subnets, that
automatically forwards datagranms when necessary, but whose

exi stence is not know to other hosts. Al so called a "software
repeater".

2. Standards for Subnet Addressing

Fol l owi ng the division presented in [2], we observe that subnets are
fundanentally an issue of addressing. 1In this section, we first
describe a proposal for interpretation of Internet Addressing to
support subnets. W then discuss the interaction between this
address format and broadcasting; finally, we present a protocol for
di scovering what address interpretation is in use on a given network.

2.1. Interpretation of Internet Addresses

Suppose that an organi zati on has been assigned an Internet network
nunber, has further divided that network into a set of subnets,
and wants to assign host addresses: how should this be done?

Since there are minimal restrictions on the assignment of the

"l ocal address" part of the Internet address, several approaches
have been proposed for representing the subnet nunber:

1. Variable-width field: Any nunber of the bits of the |ocal
address part are used for the subnet nunber; the size of
this field, although constant for a given network, varies
fromnetwork to network. |If the field width is zero, then
subnets are not in use.

2. Fixed-width field: A specific nunber of bits (e.g., eight)
is used for the subnet nunber, if subnets are in use.

3. Self-encoding variable-width field: Just as the width (i.e.,
class) of the network nunber field is encoded by its
hi gh-order bits, the width of the subnet field is simlarly
encoded.

4. Self-encoding fixed-wdth field: A specific nunber of bits
is is used for the subnet number. Subnets are in use if the
hi gh-order bit of this field is one; otherw se, the entire
| ocal address part is used for host nunber.

Since there seens to be no advantage in doing otherw se, all these
schenes place the subnet field as the nost significant field in
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the local address part. Also, since the |ocal address part of a
Class C address is so small, there is little reason to support
subnets of other than C ass A and C ass B networKks.

What criteria can we use to choose one of these four schenes?
First, do we want to use a self-encoding schene; that is, should
it be possible to tell fromexam ning an Internet address if it
refers to a subnetted network, without reference to any ot her

i nformation?

One advantage to self-encoding is that it allows one to determ ne
if a non-local network has been divided into subnets. It is not
clear that this would be of any use. The principle advantage,
however, is that no additional information is needed for an

i mpl enentation to determine if two addresses are on the sane
subnet. However, this can also be viewed as a di sadvantage: it
may cause problenms for non-subnetted networks which have existing
host nunbers that use arbitrary bits in the |local address part
<1>. In other words, it is useful to be able control whether a
network is subnetted i ndependently fromthe assignment of host
addresses. Anot her di sadvantage of any sel f-encoding schene is
that it reduces the | ocal address space by at |least a factor of

t wo.

If a self-encoding schene is not used, it is clear that a
vari abl e-wi dth subnet field is appropriate. Since there nust in
any case be sone per-network "flag" to indicate if subnets are in
use, the additional cost of using an integer (the subnet field

wi dth) instead of a boolean is negligible. The advantage of using
a variable-width subnet field is that it allows each organi zation
to choose the best way to allocate relatively scarce bits of |ocal
address to subnet and host nunbers.

Qur proposal, therefore, is that the Internet address be
interpreted as:

<net wor k- nunber ><subnet - nunber ><host - nunber >

where the <network-nunber> field is as in [8], the <host-nunber>
field is at |east one bit wide, and the width of the

<subnet -nunber> field is constant for a given network. No further
structure is required for the <subnet-nunber> or <host-nunber>
fields. If the width of the <subnet-nunber> field is zero, then
the network is not subnetted (i.e., the interpretation of [8] is
used.)
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For exanple, on a Cass A network with an eight bit w de subnet
field, an address is broken down like this:

1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
| O] NETWORK | SUBNET | Host nunber |
T S o T s T T o S T il sl S T R S i i

We expect that, for reasons of sinplicity and efficient

i mpl enentati on, that nost organi zations will choose a subnet field
width that is a multiple of eight bits. However, an

i mpl ement ati on nust be prepared to handl e other possible w dths.

W reject the use of "recursive subnets”, the division of the host
field into "sub-subnet" and host parts, because:

- There is no obvious need for a four-Ievel hierarchy.

- The nunber of bits available in an I P address is not |arge
enough to make this useful in general

- The extra nechanismrequired is conpl ex.

2.2. Changes to Host Software to Support Subnets

Mogul

In nost inplementations of IP, there is code in the nodul e that
handl es out goi ng packet that does sonething |ike:

| F i p_net_nunber (packet.ip_dest) = ip_net_nunber(ny_ip_addr)
THEN
send_packet | ocal | y(packet, packet.ip_dest)
ELSE
send_packet _| ocal | y( packet,
gateway_t o(i p_net _nunber (packet.ip_dest)))

(I'f the code supports multiple connected networks, it will be nore
conplicated, but this is irrelevant to the current discussion.)

To support subnets, it is necessary to store one nore 32-bit
guantity, called my_ip _nmask. This is a bit-nask with bits set in
the fields corresponding to the IP network nunmber, and additional
bits set corresponding to the subnet nunber field. For exanple,
on a Cass A network using an eight-bit w de subnet field, the
mask woul d be 255. 255. 0. 0.

The code then becones:
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| F bitwi se_and(packet.ip_dest, mny_ip_mnask)
= bitwi se_and(ny_i p_addr, ny_ip_mask)
THEN
send_packet | ocal | y(packet, packet.ip_dest)
ELSE
send_packet _| ocal | y( packet,
gat eway_t o(bitw se_and(packet.ip_dest, ny_ip_mask)))

O course, part of the expression in the conditionally can be
pr e- conput ed.

It may or may not be necessary to nodify the "gateway_to"
function, so that it perfornms conparisons in the sane way.

To support nmultiply-connected hosts, the code can be changed to
keep the "ny_ip_addr" and "my_i p_nask" quantities on a
per-interface basis; the expression in the conditional nust then
be eval uated for each interface.

2. 3. Subnets and Broadcasting

Mogul

In the absence of subnets, there are only two kinds of broadcast
possible within the Internet Protocol <2>. broadcast to all hosts
on a specific network, or broadcast to all hosts on "this
network"; the latter is useful when a host does not know what
network it is on.

When subnets are used, the situation becones slightly nore
complicated. First, the possibility now exists of broadcasting to
a specific subnet. Second, broadcasting to all the hosts on a
subnetted network requires additional mechanism in [6] the use of
"Reverse Path Forwarding" [3] is proposed. Finally, the
interpretation of a broadcast to "this network” is that it should
not be forwarded outside of the original subnet.

I mpl erent ati ons nust therefore recogni ze three kinds of broadcast
addresses, in addition to their own host addresses:

Thi s physical network
A destination address of all ones (255.255.255.255) causes the

a datagramto be sent as a broadcast on the |ocal physical
network; it must not be forwarded by any gateway.
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Speci fic network

The destination address contains a valid network nunber; the
| ocal address part is all ones (e.g., 36.255.255.255).

Speci fic subnet

The destination address contains a valid network number and a
valid subnet nunber; the host field is all ones (e.g.,
36. 40. 255. 255) .

For further discussion of Internet broadcasting, see [6].

One factor that may aid in deciding whether to use subnets is that
it is possible to broadcast to all hosts of a subnetted network
with a single operation at the originating host. It is not

possi ble to broadcast, in one step, to the sanme set of hosts if
they are on distinct networks.

2.4. Determining the Wdth of the Subnet Field

Mogul

How can a host (or gateway) determnine what subnet field width is
in use on a network to which it is connected? The problemis

anal ogous to several other "bootstrappi ng" problens for I|nternet
hosts: how a host deternmines its own address, and how it |ocates a
gateway on its local network. In all three cases, there are two
basi c solutions: "hardw red" information, and broadcast-based

pr ot ocol s.

"Hardwi red" information is that available to a host in isolation
froma network. It rmay be conpiled-in, or (preferably) stored in
a disk file. However, for the increasingly conmon case of a

di skl ess workstation that is bootl oaded over a LAN, neither
hard-wired solution is satisfactory. |Instead, since npst LAN
technol ogy supports broadcasting, a better nethod is for the
new y- booted host to broadcast a request for the necessary

i nformation. For exanple, for the purpose of deternmining its
Internet address, a host may use the "Reverse Address Resol ution
Protocol " [4].

We propose to extend the | CVMP protocol [9] by adding a new pair of
| CMP nessage types, "Address Fornmat Request" and "Address For mat
Repl y", anal ogous to the "Informati on Request" and "I nformation
Repl y" |1 CWP nessages. These are described in detail in

Appendi x | .

The intended use of these new ICMPs is that a host, when booting,
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broadcast an "Address Format Request" message <3>. A gateway (or
a host acting in lieu of a gateway) that receives this nmessage

responds with an "Address Format Reply". |If there is no
indication in the request which host sent it (i.e., the |IP Source
Address is zero), the reply is broadcast as well. The requesting
host will hear the response, and fromit determ ne the w dth of

the subnet field.

Since there is only one possible value that can be sent in an
"Address Format Reply" on any given LAN, there is no need for the
requesting host to match the responses it hears against the
request it sent; sinmilarly, there is no problemif nore than one
gat eway responds. W assune that hosts reboot infrequently, so

t he broadcast |oad on a network fromuse of this protocol should
be small.

If a host is connected to nore than one LAN, it must use this
protocol on each, unless it can determine (froma response on one
of the LANs) that several of the LANs are part of the sane
network, and thus nust have the sane subnet field width.

One potential problemis what a host should do if it receives no
response to its "Address Format Request", even after a reasonable
nunber of tries. Three interpretations can be placed on the
situation:

1. The local net exists in (permanent) isolation fromall other
nets.

2. Subnets are not in use, and no host supports this |ICwW
request.

3. Al gateways on the local net are (tenporarily) down.

The first and second situations inply that the subnet field width
is zero. In the third situation, there is no way to deternine
what the proper value is; the safest choice is thus zero.

Al though this might later turn out to be wong, it will not
prevent transm ssions that woul d otherw se succeed. It is

possi ble for a host to recover froma wong choi ce: when a gateway
cones up, it should broadcast an "Address Format Reply"; when a
host receives such a nessage that disagrees with its guess, it
shoul d adjust its data structures to conformto the received
value. No host or gateway should send an "Address Format Reply"
based on a "guessed" val ue.
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Finally, note that no host is required to use this | CVP protocol
to discover the subnet field width; it is perfectly reasonable for
a host with non-volatile storage to use stored infornation

3. Subnet Routing Methods
One problemthat faces all Internet hosts is howto deternmne a route
to another host. |In the presence of subnets, this problemis only
slightly nodified.

The use of subnets neans that there are two levels to the routing

process, instead of one. |If the destination host is on the sane
network as the source host, the routing decision involves only the
subnet gat eways between the hosts. |f the destination is on a

different network, then the routing decision requires the choice both
of a gateway out of the source host’s network, and of a route within
the network to that gateway.

Fortunately, many hosts can ignore this distinction (and, in fact,
ignore all routing choices) by using a "default" gateway as the
initial route to all destinations, and relying on | CMP Host Redirect
nmessages to define nore appropriate routes. However, this is not an
efficient nethod for a gateway or for a multi-honed host, since a
redirect may not nmake up for a poor initial choice of route. Such
hosts should use a routing informati on exchange protocol, but that is
beyond the scope of this docunent; in any case, the problem arises
even when subnets are not used.

The problemfor a singly-connected host is thus to find at |east one
nei ghbor gateway. Again, there are basic two solutions to this: use
hard-wired information, or use broadcasts. W believe that the

nei ghbor - gat eway acquisition problemis the same with or w thout
subnets, and thus the choice of solution is not affected by the use
of subnets.

However, one problemrenmains: a source host nust determine if
datagramto a given destination address nust be sent via a gateway,
or sent directly to the destination host. In other words, is the
destinati on host on the sanme physical network as the source? This
particul ar phase of the routing process is the only one that requires
an inplenmentation to be explicitly aware of subnets; in fact, if
broadcasts are not used, it is the only place where an |nternet

i npl ementati on nmust be nodified to support subnets.

Because of this, it is possible to use sone existing inplenentations

wi t hout nodification in the presence of subnets <4>. For this to
wor k, such inplenmentations nust:
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- Be used only on singly-honed hosts, and not as a gateway.
- Be used on a broadcast LAN.
- Use an Address Resolution Protocol (ARP), such [7].

- Not be required to maintain connections in the case of gateway
crashes.

In this case, one can nodify the ARP server nodule in a subnet
gateway so that when it receives an ARP request, it checks the target
Internet address to see if it is along the best route to the target.
If it is, it sends to the requesting host an ARP response indicating
its own hardware address. The requesting host thus believes that it
knows t he hardware address of the destination host, and sends packets
to that address. 1In fact, the packets are received by the gateway,
and forwarded to the destination host by the usual neans.

This nethod requires sonme blurring of the layers in the gateways,
since the ARP server and the Internet routing table would normally
not have any contact. In this respect, it is sonmewhat
unsatisfactory. Still, it is fairly easy to inplenent, and does not
have significant performance costs. One problemis that if the
original gateway crashes, there is no way for the source host to
choose an alternate route even if one exists; thus, a connection that
m ght ot herw se have been maintained will be broken

One shoul d not confuse this nethod of "ARP-based subnetting” with the
superficially sinilar use of ARP-based bridges. ARP-based subnetting
is based on the ability of a gateway to exanine an | P address and
deduce a route to the destination, based on explicit subnet topol ogy.
In other words, a small part of the routing decision has been noved
fromthe source host into the gateway. An ARP-based bridge, in
contrast, nust somehow | ocate each host wi thout any assistance froma
mappi ng between host address and topol ogy. Systens built out of

ARP- based bridges should not be referred to as "subnetted".

N.B.: the use of ARP-based subnetting is conplicated by the use of
broadcasts. An ARP server [7] should never respond to a request
whose target is a broadcast address. Such a request can only cone
froma host that does not recogni ze the broadcast address as such
and so honoring it would alnost certainly lead to a forwarding | oop.
If there are N such hosts on the physical network that do not
recogni ze this address as a broadcast, then a packet sent with a

Ti me-To-Live of T could potentially give rise to T**N spurious

re- broadcasts.
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In this section, we briefly sketch how subnets have been used by
several organizations.

4.1. Stanford University
At Stanford, subnets were introduced initially for historica

reasons. Stanford had been using the Pup protocols [1] on a
coll ection of several Experinmental Ethernets [5] since 1979,

1984

several years before Internet protocols canme into use. There were
a nunber of Pup gateways in service, and all hosts and gat eways
acqui red and exchanged routing table information using a sinple

broadcast protocol.

When the Internet Protocol was introduced, the decision was nade
to use an eight-bit w de subnet nunber; Internet subnet nunbers

were chosen to natch the Pup network nunmber of a given Ethernet,
and the Pup host nunbers (also eight bits) were used as the host

field of the Internet address.

The Pup-only gateways were then nodified to forward | nternet

dat agrams according to their Pup routing tables; they otherw se

had no understandi ng of Internet packets and in fact did not

adjust the Time-to-live field in the Internet header. This seens
to be acceptable, since bugs that caused forwardi ng | oops have not
appeared. The Internet hosts that are multi-homed and thus can

serve as gateways do adjust the Tinme-to-live field; since al

of

the currently also serve as Pup gateways, no additional routing

i nformati on exchange protocol was needed.

Internet host inplenmentations were nodified to understand subnets
(in several different ways, but with identical effects). Since
all already had Pup inplenentations, the Internet routing tables

wer e nai ntai ned by the same process that nmintained the Pup

routing tables, sinmply translating the Pup network nunbers into

| nt ernet subnet nunbers.

When 10Moit Ethernets were added, the gateways were nodified to

use the ARP-based schene described in an earlier section; this

al | owed unnodi fied hosts to be used on the 10Mdit Ethernets.

| P subnets have been in use since early 1982; currently, there are

about 330 hosts, 18 subnets, and a sinm|ar nunber of subnet

gateways in service. Once the Pup-only gateways are converted to

be true Internet gateways, an |Internet-based routing exchange
protocol will be introduced, and Pup will be phased out.
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4.2. MT

Mogul

MT was the first IP site to accunmulate a |arge collection of

| ocal network links. Since this happened before network nunbers
were divided into classes, to have assigned each link at MT its
own | P network nunmber woul d have used up a good portion of the
avai |l abl e address space. MT decided to use one | P network
nunber, and to manage the 24-bit "rest" field itself, by dividing
it into three 8-bit fields; "subnet", "reserved, nust be zero"
and "host". Since the CHACS protocol already in use at MT used
an 8-bit subnet nunber field, it was possible to assign each link
the same subnet nunber in both protocols. The IP host field was
set to 8 bits since nobst avail able | ocal net hardware at that
poi nt used 8 bit addresses, as did the CHACS protocol; it was felt
that reserving sonme bits for the future was w se

The initial plan was to use a dynamic routing protocol between the
| P subnet gateways; several such protocols have been nooted but
nobody has bothered to inplenment one; static routing tables are
still used. It is likely that this change will finally be made
soon.

To solve the problemthat inported IP software always needed

nodi fication to work in the subnetted environnment, MT searched
for a nodel of operation that led to the | east change in host IP
software. This led to a nodel where |IP gateways send | CVP Host
Redirects rather than Network Redirects. Al internal MT IP

gat eways now do so. Wth hosts that can maintain | P routing

tabl es for non-local comrunication on a per host basis, this hides
nost of the subnet structure. The "nini num adjustnment” for host
software to work correctly in both subnetted and non-subnetted
environments is the bit-mask algorithmnentioned earlier.

M T has no i mMmedi ate plans to nove toward a single "approved"
protocol; this is due partly to the degree of |ocal autonomy and
the amount of installed software, and partly to the lack of a
single promnent industry standard. Rather, the approach taken
has been to provide a single set of physical links and packet
switches, and to |layer several "virtual" protocol nets atop the
single set of links. MT has had sone bad experiences with trying
to exchange routing information between protocols and wrap one
protocol in another; the general approach is to keep the protocols
strictly separated except for sharing the basic hardware. Using
ARP to hide the subnet structure is not nmuch in favor; it is felt
that this overloads the address resolution operation. In a
conmplicated system (i.e. one with | oops, and variant |ink speeds),

[ Page 14]



RFC 917 Oct ober 1984
| nt ernet Subnets

a nore sophisticated information interchange will be needed
bet ween gat eways; making this an explicit nmechani sm (but one
i nsulated fromthe hosts) was felt to be best.

4.3. Carnegie-Mellon University

Mogul

CMJ uses a Class B network currently divided into 11 physi cal
subnets (two 3Moit Experinmental Ethernets, seven 10Mit Ethernets,
and two ProNet rings.) Al though host nunbers are assigned so that
all addresses with a given third octet will be on the same subnet
(but not necessarily vice versa), this is essentially an

adm ni strative convenience. No software currently knows the
specifics of this allocation nechanismor depends on it to route
bet ween cabl es.

I nstead, an ARP-based bridge schene is used. Wen a host
broadcasts an ARP request, all bridges which receive it cache the
ori gi nal protocol address mapping and then forward the request
(after the appropriate adjustnents) as an ARP broadcast request
onto each of their other connected cables. Wen a bridge receives
a non- broadcast ARP reply with a target protocol address not its
own, it consults its ARP cache to determ ne the cable onto which
the reply should be forwarded. The bridges thus attenpt to
transparently extend the ARP protocol into a heterogenous

nmul ti-cable environnent. They are therefore required to turn ARP
broadcasts on a single cable into ARP broadcasts on all other
connected cabl es even when they "know better”. This algorithm
works only in the absence of cycles in the network connectivity
graph (which is currently the case). Wrk is underway to replace
this sinple-minded algorithmw th a protocol inplenmented anong the
bridges, in support of redundant paths and to reduce the

coll ective broadcast load. The intent is to retain the ARP base
and host transparency, if possible.

| mpl ement ati ons supporting the 3Moit Ethernet and 10Mo proNET ring
at CMUJ use RFC-826 ARP (instead of sone wired-in mapping such as
sinmply using the 8-bit hardware address as the the fourth octet of
the | P address).

Since there are currently no redundant paths between cabl es, the
i ssue of maintaining connections across bridge crashes is noot.
Wth about 150 | P-capable hosts on the net, the bridge caches are
still of reasonable size, and little bandwidth is devoted to ARP
br oadcast forwardi ng.

CMJ s network is likely to grow fromits relatively snall
si ngl y-connected configuration centered within their CS/ R
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Mogul

facility to a canmpus-wi de intra-departnental configuration with
5000- 10000 hosts and redundant connections between cables. It is
possi bl e that the ARP-based bridge scheme will not scale to this
size, and a systemof explicit subnets nay be required. The

medi umterm goal, however, is an environnent into which unnodified
extant (especially 10My ethernet based) I|IP inplenentations can be
inmported; the intent is to stay with a host-transparent (thus

ARP- based) routing nechanismas |ong as possible. CMJis
concerned that even if subnets becone part of the IP standard they
will not be widely inplenented; this is the major obstacle to
their use at CMU
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. Address Format | CW
Address Format Request or Address Format Reply

0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Code | Checksum |
T S o T s T T o S T il sl S T R S i i

| I dentifier | Sequence Nunber |
T i T s s I T sl S P Y S Y S S S S
| P Fields:

Addr esses

The address of the source in an address fornat request
nmessage will be the destination of the address format reply
nmessage. To form an address format reply nessage, the
source address of the request becones the destination
address of the reply, the source address of the reply is set
to the replier’s address, the type code changed to A2, the
subnet field width inserted into the Code field, and the
checksum reconputed. However, if the source address in the
request nessage is zero, then the destination address for
the reply nmessage should denote a broadcast.

| CMP Fi el ds:
Type
Al for address format request nessage
A2 for address format reply nessage
Code
0 for address format request nessage

Wdth of subnet field, in bits, for address format reply
nessage

Checksum

The checksumis the 16-bit one’s conplenent of the one’'s
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conmpl enent sum of the | CVP nessage starting with the | CW
Type. For conputing the checksum the checksumfield should
be zero. This checksum may be replaced in the future.

| dentifier

An identifier to aid in matching request and replies, may be
zero.

Sequence Number

A sequence nunber to aid in matching request and replies,
may be zero

Descri ption

A gateway receiving an address format request should return it
with the Code field set to the nunber of bits of Subnet nunber
in | P addresses for the network to which the datagram was
addressed. |If the request was broadcast, the destination
network is "this network". The Subnet field width may be from
0to (31 - N, where Nis the width in bits of the IP net
nunber field (i.e., 8, 16, or 24).

If the requesting host does not know its own |IP address, it may
| eave the source field zero; the reply should then be
broadcast. Since there is only one possible address format for
a network, there is no need to natch requests with replies.
However, this approach should be avoided if at all possible,
since it increases the superfluous broadcast |oad on the

net wor k.

Type Al may be received froma gateway or a host.

Type A2 may be received froma gateway, or a host acting in
lieu of a gateway.
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Exanpl es
For these exanples, we assune that the requesting host has address
36.40.0.123, that there is a gateway at 36.40.0.62, and that on
network 36.0.0.0, an 8-bit wi de subnet field is in use.

First, suppose that broadcasting is allowed, and that 36.40.0.123

knows its own address. It sends the follow ng datagram
Sour ce addr ess: 36.40.0.123
Desti nati on address: 36. 255. 255. 255
Pr ot ocol : ICvwP = 1
Type: Address Fornmat Request = Al
Code: 0

36.40.0.62 will hear the datagram and should respond with this
dat agr am

Sour ce addr ess: 36.40.0. 62

Desti nati on address: 36.40.0.123

Pr ot ocol : ICVWP = 1

Type: Address Format Reply = A2
Code: 8

For the follow ng exanpl es, assune that address 255.255.255. 255
denotes "broadcast to this physical network", as described in [6].

The previous exanple is inefficient, because it potentially
broadcasts the request on nany subnets. The nost efficient nethod,
and the one we reconmend, is for a host to first discover its own
address (perhaps wusing the "Reverse ARP" protocol described in [4]),
and then to send the |ICWP request to 255.255. 255. 255:

Sour ce address: 36.40.0.123

Desti nati on address: 255. 255. 255. 255

Pr ot ocol : ICVWP = 1

Type: Address Fornmat Request = Al
Code: 0

The gateway can then respond directly to the requesting host.

Suppose that 36.40.0.123 is a diskless workstation, and does not know
even its own host nunmber. It could send the foll ow ng datagram
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Sour ce address: 0.0.0.0
Desti nati on address: 255. 255. 255. 255
Pr ot ocol : ICVP = 1
Type: Address Fornmat Request = Al
Code: 0
36.40.0.62 will hear the datagram and should respond with this
dat agr am
Sour ce address: 36.40.0. 62
Desti nati on address: 36. 40. 255. 255
Pr ot ocol : ICVWP = 1
Type: Address Format Reply = A2
Code: 8

Note that the gateway uses the narrowest possible broadcast to reply
(i.e., sending the reply to 36.255.255.255 would nean that it is
transnitted on many subnets, not just the one on which it is needed.)
Even so, the overuse of broadcasts presents an unnecessary load to
all hosts on the subnet, and so we recomend that use of the
"anonynmous" (0.0.0.0) source address be kept to a nini num

If broadcasting is not allowed, we assune that hosts have wired-in
i nformati on about nei ghbor gateways; thus, 36.40.0.123 night send
thi s dat agram

Sour ce addr ess: 36.40.0.123

Desti nati on address: 36.40.0. 62

Pr ot ocol : ICVWP = 1

Type: Address Fornmat Request = Al
Code: 0

36.40. 0. 62 should respond exactly as in the previous case.
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Not es
<1> For exanple, some host have addresses assi gned by concatenating
their Cdass A network nunber with the |low order 24 bits of a
48-bit Ethernet hardware address.
<2> CQur discussion of Internet broadcasting is based on [6].

<3> |f broadcasting is not supported, them presumably a host "knows"
the address of a nei ghbor gateway, and should send the ICVWP to
that gat eway.

<4> This is what was referred to earlier as the coexistence of
transparent and explicit subnets on a single network.
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