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Abstract
Thi s docunent describes the applicability of Miltiprotocol Label
Switching (MPLS) to traffic engineering in |IP networks. Special
consi derations for deploynent of MPLS for traffic engineering in

operational contexts are discussed and the limtations of the MPLS
approach to traffic engineering are highlighted.
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1. Introduction

It

is generally acknow edged that one of the nobst significant initial

applications of Miltiprotocol Label Switching (MPLS) is traffic
engineering (TE) [1][2] in IP networks. A significant conmunity of

| P service providers have found that traffic engineering of their
networ ks can have tactical and strategic value [2, 3, 4]. To support

t he
f or

traffic engi neering application, extensions have been specified
Interior Gateway Protocols (IGP) IS-I1S[5] and CSPF [6], and to

signaling protocols RSVP [7] and LDP [8]. The extensions for IS 1S,
OSPF, and RSVP have all been devel oped and deployed in large scale in
many networ ks consi sting of multi-vendor equipnent.

Thi s docunent discusses the applicability of TE to Internet service
provi der networks, focusing on the MPLS-based approach. It augnents

t he

exi sting protocol applicability statenents and, in particular,

relates to the operational applicability of RSVP-TE [9]. Speci al
consi derations for deploynent of MPLS in operational contexts are
di scussed and the limtations of this approach to traffic engi neering

are
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2. Technical Overview of ISP Traffic Engineering

Traffic engineering (TE) is generally concerned with the perfornmance
optim zation of operational networks [2]. In contenporary practice,
TE means mapping IP traffic flows onto the existing physical network
topology in the nost effective way to acconplish desired operationa
obj ectives. Techniques currently used to acconplish this include,
but are not limted to:

1. Manipulation of I1GP cost (metrics)

2. Explicit routing using constrained virtual-circuit
swi tching techni ques such as ATM or Frane Relay SPVCs

3. Explicit routing using constrained path setup techni ques
such as MPLS

Thi s docunent is concerned primarily with MPLS techniques.
Specifically, it deals with the ability to use paths other than the
shortest paths selected by the IGP to achieve a nore bal anced network
utilization, e.g., by noving traffic away from| GP-sel ected shortest
paths onto alternate paths to avoid congestion in the network. This
can be achieved by using explicitly signaled LSP-tunnels. The
explicit routes to be used may be conmputed offline and subsequently
downl oaded and configured on the routers using an appropriate
mechanism Alternatively, the desired characteristics of an LSP
(such as endpoints, bandwi dth, affinities) nmay be configured on a
router, which will then use an appropriate algorithmto conpute a
pat h through the network satisfying the desired characteristics,
subject to various types of constraints. Generally, the
characteristics associated with LSPs may incl ude:

I ngress and egress nodes

Bandwi dth required

Priority

Nodes to include or exclude in the path
Affinities to include or exclude in the path
Resi |l i ence requirenents

O O0OO0O0OO0Oo

Affinities are arbitrary, provider-assigned, attributes applied to
links and carried in the TE extensions for the 1GPs. Affinities

i npose a class structure on links, which allow different |links to be
| ogically grouped together. They can be used to inplenent various
types of policies, or route preferences that allow the inclusion or
excl usi on of groups of links fromthe path of LSPs. Affinities are
uni que to MPLS and the original requirenent for them was docunented
in[2].
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3. Applicability of Internet Traffic Engineering

As nmentioned in [2] and [7], traffic engineering with MPLS is
appropriate to establish and nmaintain explicitly routed paths in an
I P network for effective traffic placenent. LSP-tunnels can be used
to forward subsets of traffic through paths that are independent of
routes computed by conventional |GP Shortest Path First (SPF)
algorithms. This gives network operators significant flexibility in
controlling the paths of traffic flows across their networks and
allows policies to be inplenented that can result in the perfornance
optim zation of networks. Exanples of scenarios where MPLS-based TE
capabilities are applicable in service provider environnments are
given below. The applicability of MPLS is certainly not restricted
to these scenari os.

3.1 Avoi dance of Congested Resources

In order to lower the utilization of congested |ink(s), an operator
may utilize TE nmethods to route a subset of traffic away fromthose
links onto | ess congested topol ogical elenments. These types of
techni ques are vi abl e when segnents of the network are congested
while other parts are underutilized.

OQperators who do not nmake extensive use of LSP-tunnels may adopt a
tactical approach to MPLS TE in which they create LSP-tunnels only
when necessary to address specific congestion problens. For exanple,
an LSP can be created between two nodes (source and destination) that
are known to contribute traffic to a congested network el enent, and
explicitly route the LSP through a separate path to divert some
traffic away fromthe congestion. On the other hand, operators who
make extensive use of LSP-tunnels, either for neasurenent or
automated traffic control, may decide to explicitly route a subset of
the LSPs that traverse the point of congestion onto alternate paths.
This can be enployed to respond qui ckly when the bandwi dt h paraneter
associated with the LSPs does not accurately represent the actua
traffic carried by the LSPs, and the operator determ nes that
changi ng the bandwi dt h paraneter val ues night not be effective in
addressing the issue or may not have |asting inpact.

There are other approaches that neasure traffic workl oads on LSPs and
utilize these enpirical statistics to configure various
characteristics of LSPs. These approaches, for exanple, can utilize
the derived statistics to configure explicit routes for LSPs (al so
known as offline TE [10]). They can also utilize the statistics to
set the values of various LSP attributes such as bandw dt hs,

priority, and affinities (online TE). Al of these approaches can be
used both tactically and strategically to react to periods of
congestion in a network. Congestion nay occur as a result of many

Boyl e, et al. I nf or mat i onal [ Page 4]



RFC 3346 Applicability Statement for Traffic Engi neering August 2002

factors: equipnment or facility failure, |longer than expected
provi sioning cycles for new circuits, and unexpected surges in
traffic demand.

3.2 Resource Utilization in Network Topol ogies with Parallel Links

In practice, many service provider networks contain nultiple parallel
I i nks between nodes. An exanple is transoceanic connectivity which
is often provisioned as nunmerous | ow capacity circuits, such as
NxDS-3 (N parallel DS-3 circuits) and NxSTM1 (N parallel STM1
circuits). Parallel circuits also occur quite often in bandw dth-
constrained cities. MPLS TE nethods can be applied to effectively
distribute the aggregate traffic workl oad across these parall el
circuits.

MPLS- based approaches commonly used in practice to deal with parall el
i nks include using LSP bandw dth paranmeters to control the
proportion of demand traversing each link, explicitly configuring
routes for LSP-tunnels to distribute themacross the parallel |inks,
and using affinities to map different LSPs onto different |inks.
These types of solutions are also applicable in networks with
parall el and replicated topol ogi es, such as an NxOC-3/12/48 topol ogy.

3.3 Inplementing Routing Policies using Affinities

It is sonmetimes desirable to restrict certain types of traffic to
certain types of links, or to explicitly exclude certain types of
links in the paths for sone types of traffic. This mght be needed
to acconplish sonme business policy or network engi neering objectives.
MPLS resource affinities provide a powerful mechanismto inplenent
these types of objectives.

As a concrete exanple, suppose a global service provider has a flat
(non-hierarchical) IGP. MLS TE affinities can be used to explicitly
keep continental traffic (traffic originating and termnating within
a continent) fromtraversing transoceani c resources.

Anot her exanple of using MPLS TE affinities to exclude certain
traffic froma subset of circuits mght be to keep inter-regional
LSPs off of circuits that are reserved for intra-regional traffic.

Still another exanple is the situation in a heterogeneous network
consisting of links with different capacities, e.g., 0OC 12, OC- 48,
and OC-192. In such networks, affinities can be used to force sone

types of traffic to only traverse links with a given capacity, e.g.
OC- 48.

Boyl e, et al. I nf or mat i onal [ Page 5]



RFC 3346 Applicability Statement for Traffic Engi neering August 2002

3.4 Re-optimzation After Restoration

4.

After the occurrence of a network failure, it nmay be desirable to

cal cul ate a new set paths for LSPs to optinizes performnce over the
residual topology. This re-optimzation is conplenmentary to the
fast-reroute operation used to reduce packet |osses during routing
transi ents under network restoration. Traffic protection can also be
acconpl i shed by associating a prinary LSP with a set of secondary
LSPs, hot-standby LSPs, or a conbination thereof [11].

| npl ement ati on Consi der ati ons

4.1 Architectural and Operational Considerations

When depl oying TE solutions in a service provider environment, the

i npact of administrative policies and the sel ection of nodes that
will serve as endpoints for LSP-tunnels should be carefully
considered. As noted in [9], when devising a virtual topology for
LSP-tunnel s, special consideration should be given to the tradeoff
bet ween t he operational conplexity associated with a | arge nunber of
LSP-tunnel s and the control granularity that |arge nunbers of LSP-

tunnels allow. In other words, a |large nunber of LSP-tunnels allow
greater control over the distribution of traffic across the network,
but increases network operational conplexity. |In |large networks, it

may be advisable to start with a sinple LSP-tunnel virtual topol ogy
and then introduce additional conplexity based on observed or
anticipated traffic flow patterns [9].

Adm ni strative policies should guide the anount of bandw dth to be
allocated to an LSP. One may choose to set the bandwi dth of a
particular LSP to a statistic of the nmeasured observed utilization
over an interval of tinme, e.g., peak rate, or a particular percentile
or quartile of the observed utilization. Sufficient over-
subscription (of LSPs) or under-reporting bandwi dth on the physical
links should be used to account for flows that exceed their nornma
limts on an event-driven basis. Flows should be nonitored for
trends that indicate when the bandwi dth parameter of an LSP should be
resized. Flows should be nonitored constantly to detect unusua
variance from expected levels. |If an unpoliced flow greatly exceeds
its assigned bandwi dth, action should be taken to determ ne the root
cause and renedy the problem Traffic policing is an option that may
be applied to deal with congestion problens, especially when sone

fl ows exceed their bandw dth paranmeters and interfere with other
conpliant flows. However, it is usually nore prudent to apply
policing actions at the edge of the network rather than within the
core, unless under exceptional circunstances.
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When creating LSPs, a hierarchical network approach nay be used to
alleviate scalability problenms associated with flat full mesh virtua
topol ogies. In general, operational experience has shown that very
large flows (between city pairs) are long-lived and have stable
characteristics, while smaller flows (edge to edge) are nore dynanic
and have nore fluctuating statistical characteristics. A

hi erarchical architecture can be devi sed consisting of core and edge
networks in which the core is traffic engineered and serves as an
aggregation and transit infrastructure for edge traffic.

However, over-aggregation of flows can result in a streamso |arge
that it precludes the constraint-based routing algorithmfromfinding
a feasible path through a network. Splitting a flow by using two or
nore parallel LSPs and distributing the traffic across the LSPs can
solve this problem at the expense of introducing nore state in the
net wor k.

Fai l ure scenarios should al so be addressed when splitting a stream of
traffic over several links. It is of little value to establish a
finely bal anced set of flows over a set of links only to find that
upon link failure the bal ance reacts poorly, or does not revert to
the original situation upon restoration

4.2 Network Managenent Aspects

Net wor ks pl anning to deploy MPLS for traffic engi neering nust

consi der networ k management aspects, particularly perfornmance and
fault managenent [12]. Wth the deploynment of MPLS in any

i nfrastructure, sone additional operational tasks are required, such
as constant nonitoring to ensure that the performance of the network
is not inpacted in the end-to-end delivery of traffic. |In addition
traffic characteristics, such as | atency across an LSP, nay al so need
to be assessed on a regular basis to ensure that service-Ileve
guar ant ees are achi eved.

ot aining information on LSP behavior is critical in determning the
stability of an MPLS network. Wen LSPs transition or path changes
occur, packets may be dropped which inpacts network perfornmance. It
shoul d be the goal of any network deploying MPLS to nininmze the
volatility of LSPs and reduce the root causes that induce this
instability. Unfortunately, there are very few, if any, NM5 systens
that are available at this time with the capability to provide the
correct |l evel of managenment support, particularly root cause

anal ysis. Consequently, nost early adopters of MPLS develop their
own managenent systens in-house for the MPLS domain. The |ack of
availability of conmercial network nanagenent systens that dea
specifically with MPLS-rel ated aspects is a significant inpedinment to
the | arge-scal e depl oynent of MPLS networks.
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The performance of an MPLS network is al so dependent on the
configured val ues of bandwi dth for each LSP. Since congestion is a
common cause of perfornmance degradation in operational networks, it
is inportant to proactively avoid these situations. Wile MPLS was
designed to minimze congestion on links by utilizing bandw dth
reservations, it is still heavily reliant on user configurable data.
If the LSP bandwi dth val ue does not properly represent the traffic
demand of that LSP, over-utilization may occur and cause significant
congestion within the network. Therefore, it is inportant to

devel op, deploy, and nmaintain a good nodeling tool for determning
LSP bandwi dth size. Lack of this capability may result in sub-

opti mal network perfornmance.

4.3 Capacity Engineering Aspects

Traffic engineering has a goal of ensuring traffic performance
objectives for different services. This requires that the different
network el ements be dinmensioned properly to handl e the expected | oad.
More specifically, in mapping given user demands onto network
resources, network dinmensioning involves the sizing of the network

el ements, such as links, processors, and buffers, so that performance
obj ectives can be net at mininmumcost. Major inputs to the

di mensi oni ng process are cost nodels, characterization of user
demands and specification of perfornmance objectives.

I n using MPLS, dinensioning involves the assignnent of resources such
as bandwi dth to a set of pre-selected LSPs for carrying traffic, and
mappi ng the | ogi cal network of LSPs onto a physical network of |inks
wWith capacity constraints. The di nensioning process al so deternm nes
the link capacity paranmeters or thresholds associated with the use of
sone bandw dth reservati on schene for service protection. Service
protection controls the QoS for certain service types by restricting
access to bandwi dth, or by giving priority access to one type of
traffic over another. Such nethods are essential, e.g., to prevent
starvation of lowpriority flows, to guarantee a m ni mrum anount of
resources for flows with expected short duration, to inprove the
acceptance probability for flows with high bandwi dth requirenents, or
to maintain network stability by preventing performance degradation
in case of a |ocal overl oad.

4.4 Network Measurenent Aspects

Net wor kK measurenent entails robust statistics collection and systens
devel opnent. Knowi ng *what* to do with these neasurenents is often
where the secret-sauce is. Exanples for different applications of
nmeasurenments are described in [13]. For instance, to ensure that the
QoS obj ectives have been net, performance neasurenents and
performance nonitoring are required so that real-time traffic contro
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actions, or policy-based actions, can be taken. Also, to
characterize the traffic demands, traffic neasurements are used to
estimate the offered | oads fromdifferent service classes and to
provi de forecasting of future demands for capacity planning purposes.
Forecasting and planning nmay result in capacity augnentation or may
lead to the introduction of new technol ogy and architecture.

To avoid QoS degradation at the packet |evel, measurenent-based

admi ssi on control can be enpl oyed by using online neasurenments of
actual usage. This is a formof preventive control to ensure that
the QoS requirenents of different service classes can be net

si mul t aneously, while maintaining network efficiency at a high |evel.
However, it requires proper network di nensioning to keep the
probability for the refusal of connection/flow requests sufficiently
I ow.

5. Limtations

Significant resources can be expended to gain a proper understanding
of how MPLS works. Furthernore, significant engineering and testing
resources nay need to be invested to identify problens with vendor

i npl erentations of MPLS. Initial deploynent of MPLS software and the
configurations managenent aspects to support TE can consume
significant engi neering, operations, and system devel opment

resources. Devel opi ng autonated systens to create router
configurations for network elenments can require significant software
devel opnent and hardware resources. Getting to a point where
configurations for routers are updated in an automated fashion can be
a time consuning process. Tracking manual tweaks to router
configurations, or problens associated with these can be an endl ess
task. What this nmeans is that much nore is required in the form of
various types of tools to sinplify and automate the MPLS TE functi on.

Certain architectural choices can |l ead to operational, protocol, and
router inplenentation scalability problens. This is especially true
as the nunber of LSP-tunnels or router configuration data in a
network increases, which can be exacerbated by designs incorporating
full meshes, which create QCN*2) nunber of LSPs, where Nis the
nunber of network-edge nodes. In these cases, mnimzing N through
hi erarchy, regionalization, or proper selection of tunnel term nation
points can affect the network’s ability to scale. Loss of scale in
this sense can be via protocol instability, inability to change
network configurations to accormodate growh, inability for router

i npl eentations to be updated, hold or properly process
configurations, or loss of ability to adequately rmanage the network.
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Al t hough wi dely depl oyed, MPLS TE is a new technol ogy when conpared
to the classic IP routing protocols such as 1S-1S, OSPF, and BGP
MPLS TE al so has nore configuration and protocol options. As such
sone inplenentations are not battl e-hardened and automated testing of
various configurations is difficult if not infeasible. Milti-vendor
envi ronnents are begi nning to appear, although additional effort is
usually required to ensure full interoperability.

Conmon approaches to TE in service provider environments switch the
forwar di ng paradi gm from connectionl ess to connection oriented.
Thus, operational analysis of the network may be conplicated in sone

regards (and inproved in others). |Inconsistencies in forwarding
state result in dropped packets whereas with connectionl ess nethods
the packet will either loop and drop, or be misdirected onto anot her

branch in the routing tree.

Currently depl oyed MPLS TE approaches can be adversely affected by
both internal and external router and link failures. This can create
a msmatch between the signal ed capacity and the traffic an LSP-
tunnel carries.

Many routers in service provider environnents are already under
stress processing the software workl oad associated with running | GP,
BGP, and IPC. Enabling TE in an MPLS environnment involves addi ng
traffic engineering databases and processes, adding additional
information to be carried by the routing processes, and addi ng
signhaling state and processing to these network el enments. Additional
traffic nmeasurenents may al so need to be supported. In sone
environnents, this additional |oad nay not be feasible.

MPLS in general and MPLS-TE in particular is not a panacea for |ack
of network capacity, or lack of proper capacity planning and

provi sioning in the network dinmensioning process. MLS-TE nay cause
network traffic to traverse greater distances or to take paths with
nore network el ements, thereby incurring greater |atency. GCenerally,
this added inefficiency is done to prevent shortconings in capacity
pl anni ng or avail abl e resources path to avoid hot spots. The ability
of TE to accommopdate nore traffic on a given topol ogy can al so be
characterized as a short-termgain during periods of persistent
traffic growh. These approaches cannot achi eve inpossi bl e nappings
of traffic onto topologies. Failure to properly capacity plan and
execute will lead to congestion, no nmatter what technol ogy aids are
enpl oyed.
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6. Concl usion

The applicability of traffic engineering in Internet service provider
envi ronnents has been discussed in this docunent. The focus has been
on the use of MPLS-based approaches to achieve traffic engineering in
this context. The applicability of traffic engineering and
associ at ed managenent and depl oynent consi derati ons have been
described, and the limtations highlighted.

MPLS conbi nes the ability to nonitor point-to-point traffic
statistics between two routers and the capability to control the
forwardi ng paths of subsets of traffic through a given network

topol ogy. This makes traffic engineering with MPLS applicable and
useful for inproving network performance by effectively mapping
traffic flows onto links within service provider networks. Tools
that sinplify and autonate the MPLS TE functions and activation help
to realize the full potential

7. Security Considerations
Thi s docunent does not introduce new security issues. Wen depl oyed
in service provider networks, it is nmandatory to ensure that only
authori zed entities are pernitted to initiate establishment of LSP-
tunnel s.
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the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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