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and requests discussion and suggestions for inprovenents. It does
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Abstract

A real-tine communication service provides its clients with the
ability to specify their perfornmance requirenents and to obtain
guar ant ees about the satisfaction of those requirenents. In this
paper, we propose a set of performance specifications that seem
appropriate for such services; they include various types of del ay
bounds, throughput bounds, and reliability bounds. W also describe
ot her requirenents and desirable properties froma client’s

vi ewpoi nt, and the ways in which each requirenent is to be translated
to make it suitable for lower levels in the protocol hierarchy.
Finally, we present sonme exanples of requirenents specification, and
di scuss sone of the possible objections to our approach
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1. Introduction
We call real-tine a conputer communication service whose clients are
allowed to specify their perfornmance requirenents and to obtain
guar antees about the fulfillnent of those requirenents.

Three terns in this definition need further discussion and
clarification: clients, performance, and guarantees.

Networ k architecture usually consists, at |east froma | ogical

vi ewpoi nt, of a stack of protocol layers. In the context of such an
architecture, the notions of client and server apply to a nunber of
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different pairs of entities: every layer (with the support of the
underlying | ayers) provides a service to the layer inmedi ately above
it and is a client of its underlying layers. In this paper, our
consi derations generally apply to any client-server pair. However,
nmost of themparticularly refer to human clients (users, progranmers)
and to the ways in which such clients express their comruni cation and
processing needs to the system(e.g., interactive comrands,
application prograns). This type of client is especially inportant,
since client needs at |lower |layers can be regarded as translations of
t he needs expressed by human clients at the top of the hierarchy.
Wien the client is human, the server consists of the entire
(distributed) system including the hosts, their operating systens,
and the networks interconnecting them

As for the generic term performance, we will give it a fairly broad
meaning. It will include not only delay and throughput, the two nain
net wor k performance indices, but also reliability of nessage
delivery. Real-time communication is concerned with those aspects of
quality of service that have to do with performance in this broad
sense.

The term guarantee in this paper has a rather strong |egal flavor.
When a server guarantees a given |evel of performance for the

conmuni cations of a client, it conmts itself to providing that
performance and to paying appropriate penalties if the actual
performance turns out to be insufficient. On the other hand, the
client will have to obey certain rules, and will not be entitled to
the requested perfornmance guarantees unless those rules are

scrupul ously obeyed. In other words, client and server have to enter
into a contract specifying their respective rights and duties, the
benefits that will accrue, the conditions under which those benefits
will rmaterialize, and the penalties they will incur for not keeping
their rmutual promises. W believe that a legal viewpoint is to be
adopted if serious progress in the delivery of comunication services
(not only the real-tine ones) is desired. UWility services, as well
as ot her kinds of service, are provided under |egally binding
contracts, and a mature conputer conmmunication utility cannot fail to
do the same. |In the field of real-tinme comunication, such a
contract will by definition include perfornmance guarantees.

Real -time services may be offered in any kind of network or
i nternetwork. Sone of their predictable applications are:

(a) digital continuous-nedia (notion video, audio)
conmuni cati on: | ower bounds on throughput and upper bounds
on delay or delay variability or both are needed to ensure
any desired level of output quality; in the interactive case,
both the values of delay and delay variabilities have to be
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bounded; sonme |limted nmessage | osses are often tolerable in
the cases of video and voice (whenever very high quality is
not required), but usually not in the case of sound;

(b) transm ssion of urgent messages in real-tinme distributed
systens: delay bounds are the inportant guarantees to be
provided in these applications; |osses should ideally be
i mpossi bl e;

(c) urgent electronic-nail nmessages and, nore in general
urgent datagrans: again, delay is the obvious index to be
bounded in this case, but snall probabilities of |osses can
often be tol erated;

(d) transfers of large files: mninmmthroughput bounds are
usual ly nore inportant than delay bounds in this
application; also, all pieces of a file nmust be delivered
with probability 1;

(e) fast request-reply comuni cation: e.g., data base queries,
information retrieval requests, renote procedure calls; this
is another case in which delay (nore precisely, round-trip
delay) is the index of primary interest; reliability
requirenments are generally not very stringent.

We conj ecture that, when networks start offering well-designed and
reasonabl y-priced real-tine services, the use of such services wl|l
grow beyond the expectations of nost observers. This will occur
primarily because new performance needs will be induced by the

avail ability of guaranteed-perfornance options. As the history of
transportati on and comuni cati on has repeatedly shown, faster
services bring about major increases of the shipnents that are
percei ved as urgent. The phenonenon will be nore conspi cuous
whenever the quality of service provided to non-real-tine clients
will deteriorate. It is clear fromthis coment that we assune that
real-tinme services will coexist within the same networks and

i nternetworks with non-real-time communi cations. Indeed, postul ating
a world in which the two types of service are segregated rather than
i ntegrated would be unrealistic, as it would go agai nst the clear

trend towards the eventual integration of all information services.
For the sanme reason, the traffic in the network is assuned to be
het er ogeneous, i.e., to consist of a variety of types of nessages,

representing a variety of information nedia and their conbinations,
with a wi de spectrum of burstiness values (from unconpressed

conti nuous fixed-rate streans to very short and erratic bursts of

i nformation).

Thi s paper discusses the client requirenents and characteristics of a
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real -time communi cation service. Server requirenents and design
principles will be the subject of a subsequent paper. Section 2
contai ns sonme consi derations about the ways in which the clients
specify their requirenments, and those in which a server should reply
to requests for real-tinme services. Performance requirenents are
presented in Section 3; other properties that clients rmay need or
desire are described in Section 4. Section 5 deals with the problem
of translating the requirements of a human client or an application
for the equivalent |ower-level ones. |In Section 6, we briefly
present four exanples of client requirenment specifications, and in
Section 7 we discuss sone of the objections that can be raised

agai nst our approach.

2. dient Requests and Server Replies

No real -time service can be provided if the client does not specify,
together with the requirenments, the characteristics of the expected
input traffic. Describing input traffic and all the various
requirenments entails nmuch work on the part of a client. Gathering
the necessary information and inputting it nay be very time-
consum ng. A well-designed real -tinme conmunication service will
mninize the effort to be spent by a client.

Sensi bl e default values, the possibility of partial or increnental
specifications (e.g., by editing preexisting specifications), and a
nunber of standard descriptions should be provided. These
descriptions will include characterizations of inputs (e.g., those of
a video streamfor nultinmedia conferencing, an HDTV stream a hi-fi
audio stream a file transfer stream and so on) and standard sets of
requi rements. Wth these aids, it mght be possible for a human
client to specify his or her request by a short phrase, perhaps
followed by a few characters representing options or changes to the
standard or default val ues.

Since requests for real-tinme services may be deni ed because of a

m smatch between the client’s demands and the resources available to
the server, the client will appreciate being inforned about the
reasons for any rejection, so that the request can be nodified and
resubm tted, or postponed, or cancelled altogether [Herr89]. The

i nformati on provided by the server to a human client should be

meani ngful, useful, and non-redundant. The reason for rejection
shoul d be understandable by the client (who should be assumed not to
know any of the details of the operating system of the protocols or

of the network) and should be acconpani ed by data that will be useful
to the client in deciding what to do as well as how the request ought
to be nodified to make it successful. |If, for exanple, a bound

specified by the client cannot be guaranteed by the server under its
current load, the information returned to the client should include
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the m ni mum or maxi mum val ue of the bound that the server could
guarantee; the client will thus be able to deci de whether that bound
woul d be acceptable (possibly with some other nodifications as well)
or not, and act accordingly.

When the client is not a human bei ng but an application or a process,
the type of a server’s replies should be very different fromthat
just described [Herr89]; another standard interface, the one between
an application and a real-tinme service, nust therefore be defined,
possibly in nultiple, application-specific versions.

Clients will also be interested in the pricing policies inplenented
by the server: these should be fair (or at |east perceived to be
fair) and easy to understand. The client should be able easily to
estimate charges for given perfornmance guarantees as a function of
di stance, tine of day, and other variables, or to obtain these
estimates fromthe server as a free off-line service.

3. Performance Requirenents
A client can specify a service requirenent using the general form
pred = TRUE,

where sone of the variables in predicate pred can be controlled or
i nfluenced by the server

A sinple and popul ar form of performance requirenment is that
i nvolving a bound. A deterministic bound can be specified as

(var <= bound) = TRUE, or var <= bound,
where variable var is server-controlled, while bound is client-
specified. The bounds in these expressions are upper bounds; if <
is replaced by >, they becone | ower bounds.
When the variable in the latter expression above is a probability, we
have a statistical bound, and bound in that case is a probability
bound; if the predicate is a deterninistic bound, we have:

Prob (var <= bound) >= probability-bound.
In this requirenent, the variable has an upper bound, and the
probability a | ower bound. Note that determ nistic bounds can be
viewed as statistical bounds that are satisfied with probability 1

A form of bound very simlar to the statistical one is the fractional
bound:
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Ca (var <= bound) >= b,

where variable var has a value for each nessage in a stream and Ca
is a function that counts the nunber of tinmes var satisfies the bound
for any a consecutive nessages in the stream this nunber Ca nust
satisfy bound b. Obviously, a fractional bound is realizable only if
b <= a . Fractional bounds will not be explicitly nentioned in the
sequel , but they can be used in lieu of statistical bounds, and have
over these bounds the avantages of easy verifiability and higher
practical interest.

In this section, we restrict our attention to those requirenents that
are likely to be the nost useful to real-tinme clients.

3.1 Delay requirenents

Dependi ng on the application, clients nay wi sh to specify their del ay
requirenments in different ways [Git90]. The delays involved will
usual ly be those of the application-oriented nmessages known to the
client; for instance, the delay between the beginning of the client-

| evel transmission of a video frame, file, or urgent datagram and the
end of the client-level reception of the sanme frame, file, or urgent
datagram (In those cases, e.g., in sone distributed real-tine
systens, where nessage deadlines are assigned instead of nessage

del ays, we can always conpute the latter from know edge of the fornmer
and of the sending times, thereby reducing ourselves again to a del ay

bound requirenment.) Also, they will be the delays of those nmessages
that are successfully delivered to the destination; the fraction of
nmessages that are not, to which the delay bounds will not apply, wll

be bounded by reliability specifications. Note that clients wll
express del ay bounds by making inplicit reference to their own

cl ocks; the design of a real-tinme service for a large network will
have to consider the inpact on bounds enforcenment of non-synchronized
clocks [VernB0]. Some of the forms in which a delay requirenent may
be specified are

(i) determnistic delay bound:
D <= Dmax for all i,

the client is delivered to the destination client-level entity, and
Dmax is the delay upper bound specified by the client. In our
descriptions we assune, wi thout |oss of generality, that the client
requesting a real-tine service is the sending client, and that the
destination (which could be a renote agent of the client or another
user) is athird party with respect to the establishnent of the
particul ar communi cati on being considered (I n our descriptions we
assune, without |oss of generality, that the client requesting a
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real -time service is the sending client, and that the destination
(which could be a renote agent of the client or another user) is a
third party with respect to the establishnent of the particular
comuni cati on bei ng considered.);

(ii) statistical delay bound:
Prob ( DO <= Dmax ) >= Zmn

where Di and Dnmax are defined as above, and Zmn is the | ower
bound of the probability of successful and tinely delivery;

(iii) determnistic delay-jitter bound:
Ji =] D - D] <= Jmax for all i,

where Dis the ideal, or target delay, Ji is the delay jitter of
the i-th nessage delivered to the destination, and Jnmax is the
upper jitter bound to be specified by the client together with D
note that an equivalent formof this requirenent consists of
assigning a determninistic upper bound D + Jmax and a deterministic
| ower bound D - Jnax to the delays Di [Herr90];

(iv) statistical delay-jitter bound:
Prob (Ji <= Jmax) >= Unin, for all i,

where Umin is the | ower bound of the probability that Ji be
withinits linmts.

O her forms of delay bound include bounds on average del ay, del ay
variance, and functions of the sequence nunber of each nmessage, for
exanpl e, Dmax(i) for the deterministic case. There nmay be

applications in which one of these will be the preferred form but,
since we have not found any so far, we believe that the four types of
bounds listed as (i)-(iv) above will cover the great mpjority of the

practical cases.
3.2 Throughput requirenents

The actual throughput of an information transfer froma source to a
destination is bounded above by the rate at which the source sends
nmessages into the system Throughput nmay be lower than this rate
because of the possibility of unsuccessful delivery or nessage | oss.
It is also bounded above by the maxi mum throughput, which is a
function of, anong other things, network |oad. As the source
increases its input rate, the actual throughput will grow up to a
limt and then stop. Cients concerned with the throughput of their
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transfers will want to rmake sure that saturation is never reached, or
is reached only with a suitably small probability and for acceptably
short intervals. Also, if the bandwidth allocated to a transfer is
not constant, but varies dynam cally on denand to accombdate, at

| east to some extent, peak requests, clients will be interested in
addi ng an average throughput requiremnment, which should include

i nformati on about the length of the interval over which the average
nmust be conputed [ Ferr89a].

Thus, reasonable forns for throughput requirenents appear to be the
fol |l ow ng:

(i) deterministic throughput bound:
Ti >= Tmn, for all i,
where Ti is the throughput actually provided by the server, and
Tnin is the | ower bound of throughput specified by the client,
that is, the mininmmthroughput the server nust offer to the
client;
(ii) statistical throughput bound:
Prob (Ti >= Tmin) >= Vmn,
where Ti and Tnin are defined as above, and Vnin is the | ower

bound of the probability that the server will provide a throughput
greater than the | ower bound;

(i

i) average throughput bound:
T >= Tave,

where T is the average throughput provided by the server, Tave is
its | ower bound specified by the client, and both variables are
averaged over an interval of duration | specified by the client;
the above inequality nust obviously hold for all intervals of
duration |, i.e., even for that over which T is nininum

One cl ear difference between del ay bounds and t hroughput bounds is
that, while the server is responsible for delays, the actua

t hroughputs of a non-saturated systemare dictated by the input

rates, which are determined primarily by the clients (though they may
be influenced by the server through flow control mechani sns).
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3.3 Reliability requirenents

The useful ness of error control via acknow edgnents and
retransmission in real-tine applications is doubtful, especially in
t hose environnents where message | osses are usually higher, i.e., in
wi de-area networks: the additional del ays caused by acknow edgnent
and retransm ssion, and out-of-sequence delivery are likely to be
intolerable in applications with stringent delay bounds, such as
those having to do with continuous nmedia. Fortunately, the | oss of
some of the nessages (e.g., video franes, voice packets) is often
tolerable in these applications, but that of sound packets is

generally intolerable. In other cases, however, conpleteness of
information delivery is essential (e.g., in file transfer
applications), and traditional retransm ssion schenes will probably

have to be enpl oyed.

A message may be incorrect when delivered or may be lost in the
network, i.e., not delivered at all. Network unreliability (due, for
exanple, to noise) is usually the cause of the forner problem buffer
overflow (due to congestion) or node or link failure are those of the
latter. The client is not interested in this distinction: for the
client, the nmessage is lost in both cases. Thus, the sinplest form
in which a reliability bound nmay be expressed and al so, we believe,
the one that will be nost popular, is

Prob (message is correctly delivered) >= Wrin,

where Wrin is the | ower bound of the probability of correct delivery,
to be specified by the client. The probability of nessage |loss will
obvi ously be bounded above by 1 - Wrin. This is a statistical bound,
but, as noted in Section 3, a determnistic reliability bound results
if we set Wrin = 1.

In those applications in which any nmessage delivered with a del ay
greater than Dmax nust be discarded, the fraction of nessages usable
by the destination will be bounded below by Wrin Zmin. The client
may actually specify the value of this product, and |let the server
deci de the individual values of the two bounds, possibly subject to a
client-assigned constraint, e.g., that the price of the service to
the client be m ni mum

If the value of Wrin is greater than the systenis reliability (the
probability that a delivered nessage is correct), then there is no
buffer space allocation in the hosts, interfaces, swtches and
routers or gateways that will allow the client-specified Wrin to be
guaranteed. In this case, the server uses error correcting codes, or
(if the application permts) retransm ssion, or duplicate nessages,
or (if the sequencing problemdiscussed in Section 4.1 can be sol ved
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satisfactorily or is not a problem) nultiple physical channels for
t he sanme | ogi cal channel, or has to refuse the request.

4. (O her Required or Desirable Properties

In this section, we briefly describe client requirements that cannot
be easily expressed as bounds on, but are related to, comrunication
performance. These include sequencing, absence of duplications,
failure recovery, and service setup tinme. W are not concerned here
with features that may be very inportant but have a functionality
(e.g., multicast capabilities) or security (e.g., client

aut hentication) rather than a performance flavor. Requirenments in

these areas will generally have appreciable effects also on
perfornmance; we do not discuss themonly because of space
limtations.

For a given application, sone of these properties may be required,
some others only desirable. Also, sone may be best represented as
Bool ean vari abl es (present or absent), some others as continuous or
mul ti-val ued discrete variables, others yet as partially qualitative
speci fications.

4.1 Sequencing

For applications involving nessage streans (rather than single
datagrans), it may be necessary or desirable that nessages be
delivered in sequence, even though the sequence nay not be conplete.
If the Iower-level servers are not all capable of delivering nessages
sequentially, a resequencing operation may have to be perforned at
sone higher level in the hierarchy. 1In those cases in which
reliability requirenments make retransm ssi on necessary, resequencing
may del ay delivery of a |arge nunber of nessages by relatively |ong
times. An adequate anmount of buffer space will have to be provided
for this purpose at the level of the resequencer in the protoco

hi er ar chy.

I f sequencing is not guaranteed by all servers at all levels, the
application nmay be able to tol erate out-of-sequence nessages as | ong
as their nunber is small, or if the delay bound is so large that very
few out - of - sequence nessages have to be di scarded because they are
too late. The client could be allowed to specify a bound on the
probability that a nessage be delivered out of sequence, or to bundle
out - of - sequence | osses with the other types of message | oss descri bed
by Wrin. The client would specify the value of Wrin (or Wrin Zm n),
and the server would have to deci de how nuch probability to allow for
buffer overflow, how nmuch for network error, and how much for

i nperfect sequencing, taking into account the stringency of the del ay
bounds.
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On the other hand, with fixed-route connections and appropriate
gueuei ng and scheduling in the hosts and in the network, it is often
not too hard to ensure sequenced delivery at the various |ayers,
hence also at the top

4.2 Absence of duplications

Most of the discussion of sequencing applies also to duplication of
nmessages. It is, however, easier and faster to elinminate
duplications than to resequence, as |long as sone |layer keeps track of
the sequence nunbers of the nessages already received. The
specification of a bound may be needed only if duplications becone
very frequent, but this would be a synptom of serious network

mal function, and should not be dealt with in the same way as we
handl e del ays or nessage | osses. These observations do not apply, of
course, to the case of intentional duplication for higher
reliability.

4.3 Failure recovery

The contract between client and server of a real-tinme service wll
have to specify what will happen in the event of a server failure.
Ideally, fromthe client’s viewpoint, failures should be perfectly
masked, and service should be conpletely fault-tolerant. As we have
al ready nentioned, however, it is usually unrealistic to expect that
per f ormance guar antees can be honored even in presence of failures.
Alittle less unrealistic is to assune that service can resune a
short tinme after a failure has disrupted it. 1In general, clients may
not only wish to know what will happen if a failure occurs, but also
have a guarant eed upper bound on the likelihood of such an
occurrence:

Prob (failure) <= Fmax.

Different applications have different failure recovery requirenents.
Urgent datagrams or urgent nessage streans in nost real-tinme
distributed systenms will probably not benefit nmuch fromrecovery,
unless it can be nade so fast that hard deadlines may still be
satisfied, at least in sone cases. |In the case of video or audio
transm ssion, tinmely resunption of service will normally be very
useful or even necessary; thus, clients may need to be given
guar ant ees about the upper bounds of nean or maxinmumtinme to repair;
this nmay al so be the case of other applications in which the

deadl ines are not so stringent, or where the main enphasis is on

t hroughput and/or reliability rather than on del ay.

I n conmuni cations over nulti-node routes and/or |ong distances, the
network itself may contain several nessages for each source-
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destination pair at the time a failure occurs. The recovery schene
will have to solve the problens of failure notification (to all the
systeni s conponents invol ved, and possibly also to the clients) and
di sposition of messages in transit. The solutions adopted nay nake
duplicate elimnation necessary even in contexts in which no
duplicates are ever created in the absence of failures.

4.4 Service setup tinme

Real -time services nust be requested before they can be used to
comuni cate [Ferr89b]. Sone clients nay be interested in long-term
arrangenents which are set up soon after the signing of a contract
and are kept in existence for long tines (days, nonths, years).

O hers, typically for economical reasons, may wish to be allowed to
request services dynanically and to avoid paying for them even when
not in use. The extreme case of short-termservice is that in which
the client wants to send one urgent datagram but this is probably
best handl ed by a service broker ("the datagraph office") using a
per manent setup shared by many (or all) urgent datagrams. |In nost

ot her cases, a request for a short-termor nediumtermservice nust
be processed by the server before the client is allowed to receive
that service (i.e., to send nessages). Certain applications wll
need the setup tinme to be short or, in any case, bounded: the maxi num
time the client will have to wait for a (positive or negative) reply
to a request may have to be guaranteed by the server in the contract.

5. Transl ating Requirenents

Perf ormance specifications and other requirenents are assigned at the
top level, that of the human client or application, either explicitly
or inplicitly (see Section 2). To be satisfied, these specifications
need the support of all the underlying layers: we believe that a

real -time service cannot be inplenented on top of a server at sone

Il evel that is unable to guarantee performance. (Some of the other
requi rements can be satisfied even without this condition: for
exanpl e, reliable delivery (when retransmnission is acceptable) and
sequencing.) Upper-level requirenents nust be translated into

| ower -1l evel ones, so that the inplenentation of the former will be
adequately supported. How should this be done?

5.1 Delay requirenents
The nmethod for translating delay bounds macroscopically depends on
the type of bound to be translated. Al nethods have to deal with
two problens: the effects of delays in the individual |ayers, and the
effects of nmessage fragnmentation on the requirenents.

(i) Determnistic delay bound. A determ nistic bound on the del ay
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(ii

encountered by a nessage in each layer (or group of layers) in
the hosts will have to be estimted and enforced.

The del ay bound for a server at a given level will be obtained
by subtracting the delay bounds of the layers above it in both
the sending and the receiving host fromthe original globa
bound:

Dmax’ = Dmax - SUM {d(mex,i)}.

Message fragnmentati on can be handled by recalling that delay is
defined as the difference between the instant of conpletion of the
reception of a nmessage and the instant when its shipnment began.

If x is the interfragnent tine (assuned constant for sinplicity
here) and f is the nunber of fragments in a nessage, we have

Dmax’ = Dmax - x(f-1),

where Dnmax’ is the fragnment delay bound corresponding to the
nmessage delay bound Dmax, i.e., the delay of the first fragnment.

) Statistical delay bound. The statistical case is nore
conplicated. |If the bounds on the delay in each |ayer
(or group of layers) are statistical, we may approach the
probl em of the nmessages del ayed beyond the bound
pessim stically, in which case we shall wite

Zmin = Zmn / (PROD {z(min,i)}),

where the index i spans the |ayers (or group of |ayers) above the
given | ower-|evel server, Znin is the probability bound to be
enforced by that |ower-Ilevel server, and d(max,i) and z(min,i) are
the bounds for layer i. (A layer has a sender side and a receiver
side at the same level in the hierarchy.) The expression for
Zmn is pessinmistic because it assunmes that a nessage del ayed
beyond its bound in a layer will not be able to neet the gl oba
bound Dmax. (The expression above and the next one assune that
the delays of a nmessage in the |layers are statistically

i ndependent of each other. This assunption is usually not valid,
but, in the light of the observations that follow the next
expression, the error should be tolerable.)

At the other extrene, we have the optimstic approach, which
assunmes that a nmessage will not satisfy the global bound only if
it is delayed beyond its |ocal bound in each |ayer:

Znin =1 - (1 - Zmin)/(PROD {1 - z(min,i)}).
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The correct assunption will be sonewhere in between the
pessimstic and the optimistic ones. However, in order to be able
to guarantee the gl obal bound, the systemw Il have to choose the

pessi m stic approach, unless a better approximation to reality can
be found. An alternative that may turn out to be nobre conveni ent
is the one of considering the bounds in the | ayers as

determ nistic, in which case Zmn wll equal Zmn, and the gl obal
bound will be statistical only because the network will guarantee
a statistical bound.

When estinmating the effects of nessage fragnentation, the new
bounds rnust refer to the fragnent stream as though its conponents
wer e i ndependent of each other. Assum ng sequential delivery of
fragnments, a nessage is delayed beyond its bound if its |ast
fragment is delayed beyond the fragnment bound. Qur goal can be
achi eved by inposing the sane probability bound on fragnments as on
nessages [ VernB0]. Thus,

Zmn’ = Zmn.

Note that both expressions for D prime sub max given in (i) above
apply to the statistical delay bound case as well.

(iii) Deterministic delay-jitter bound. For the case of layer to
| ayer translation, the discussion above yields:

Jmax’ = Jmax - SUM {j(max,i)}

where j(max,i) is the determnistic jitter bound of the i-th |ayer
above the given | ower-|evel server. Wen nessages are fragnented,
the delay jitter bound can be | eft unchanged:

Jmax’ = Jmax .

There woul d be reasons to reduce it in the case of nmessage
fragnmentation only if the underlying server did not guarantee
sequenced delivery, and if no resequencing of fragments were
provi ded by the correspondi ng reassenbly |layer on the receiving
si de.

(iv) Statistical delay-jitter bound. The interested reader wll
be able with little effort to derive the translation formulas
for this case fromthe definition in Section 3.1 (iv)
and fromthe discussion in (ii) and (iii) above.
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5.2 Throughput requirenents

Since all layers are in cascade, the throughput bounds woul d be the
sane for all of themif headers and sonetines trailers were not added
at each layer for encapsulation or fragnentation. Thus, throughput
bounds have to be increased as the request travels downward through
the protocol hierarchy, and the server at each | ayer knows by how
much, since it is responsible for these additions.

5.3 Reliability requirenents

If we assunme, quite realistically, that the probability of message
loss in a host is extrenely snall, then we do not have to change the
val ue of Whin when we change | ayers.

The effects of nessage fragnmentation are simlar to those on
statistical delay bounds, but in a given application a nmessage nay be
lost even if only one of its fragnents is lost. Thus, we have

Win =1- (1- Win)/f ,

where Wrin' is the |ower bound of the correct delivery probability
for the fragment stream and f is the nunber of fragnents per
nmessage. The optimstic viewpoint, which is the one we adopted in
Section 5.1 (ii), yields Wrin” = Wrin, and the observations made in
that section about the true bound and about providi ng guarant ees

appl y.
5.4 QO her requirenents

O the requirenments and desi derata discussed in Section 4, those that
are specified as a Boolean value or a qualitative attribute do not
have to be nodified for lower-level servers unless they are satisfied
in sonme | ayer above those servers (e.g., no sequencing is to be
required below the | evel where a resequencer operates). Wen they
are represented by a bound (e.g., one on the setup tinme, as described
in Section 4.4), then bounds for the | ayers above a | ower-|evel

server will have to be chosen to cal cul ate the correspondi ng bound
for that server. The above discussions of the translation of
performance requirenments will, in nost cases, provide the necessary
techni ques for doing these cal cul ati ons.

The requirenent that the server give clear and useful replies to
client requests (see Section 2) raises the interesting probl em of
reverse translation, that fromlower-|level to upper-Ieve

speci fications. However, at |east in nost cases, this does not seem
to be a difficult problem all the translation fornulas we have
written above are very easily invertible (in other words, it is
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6.

6.

straightforward to express Dmax as a function of Dmax’, Zmn as a
function of Zmn', and so on).

Exanpl es

In this section we describe sone exanples of client requirenments for
real -time services. Sinplifying assunptions are introduced to
decrease the anount of detail and increase clarity. Qur intent is to
determ ne the useful ness of the set of requirenents proposed above,
and to investigate some of the problens that may arise in practical
cases. An assunption underlying all exanples is that the network’s
transm ssion rate is 45 Mits/s, and that the hosts can keep up with
this rate when processi ng nessages.

1 Interactive voice

Let us assunme that human clients are to specify the requirements for
voice that is already digitized (at a 64 kbits/s rate) and packeti zed
(packet size: 48 bytes, coinciding with the size of an ATM cel |

packet transm ssion tinme: 8.53 m croseconds ; packet interarriva
time: 6 ms). Since the comunication is interactive, determnistic
(and statistical) delay bounds play a very inportant role. Jitter is
al so i nmportant, but does not dominate the other requirements as in
non-interactive audi o or video comruni cation (see Section 6.2). The
m ni nrum t hr oughput of fered by the system nust correspond to the

maxi muminput rate, i.e., 64 kbits/s; in fact, because of header
overhead (5 control bytes for every 48 data bytes), total guaranteed
t hr oughput shoul d be greater than 70.66 kbits/s, i.e., 8,834 bytes/s.
(Since the client may not know the overhead introduced by the system
the system may have to conpute this value fromthe one given by the
client, which in this case would be 8 kbytes/s.) The m ni num aver age
t hr oughput over an interval as long as 100 s is 44%of Tmin, due to
the silence periods [Brad64].

Voi ce transm ssion can tolerate limted packet |osses w thout nmaking
t he speech unintelligible at the receiving end. W assune that a
maxi nrum | oss of two packets out of 100 (each packet corresponding to
6 ns of speech) can be tolerated even in the worst case, i.e., when
the two packets are consecutive. Since packets arriving after their
absol ute deadline are discarded if the delay bound is to be
statistical, then this maxi mum|loss rate nust include | osses due to
| ateness, i.e., 0.98 will have to be the value of Zm n Wrin rather
than just that of Wrin.

This is illustrated in the first colum of Table la, which consists
of two subcolumms: one is for the choice of a determ nistic delay
bound, the other one for that of a statistical delay bound and a
comnbi ned bound on the probability of |ateness or loss. If in a row
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there is a single entry, that entry is the sane for both subcol ums.
Note that the maxi mum setup tinme could be made nuch | onger if
connections had to be reserved in advance.

Since voice is packetized at the client’s level, we will not have to
worry about the effects of fragmentation while translating the
requirenments into their | ower-1level correspondents.

6.2 Non-interactive video

At the level of the client, the video nessage stream consists of 1
Moit frames, to be transnitted at the rate of 30 frames per second.
Thus, the throughput bounds (both deterninistic and average) are,
taking into account the overhead of ATM cell headers, 4.14 Mytes/s.
As in the case of interactive voice, we have two alternatives for the
speci fication of delay bounds: the first subcolum is for the
determ ni stic bound case, the second for that of a statistical bound
on del ays and a conbi ned probability bound on | ateness or |oss; the
latter bound is set to at nost 10 frames out of 100, i.e., three out
of 30. However, the really inportant bound in this case is the one
on delay jitter, set at 5 ms, which is roughly equal to half of the
i nterval between two successive franes, and between 1/4 and 1/5 of
the transmission tinme. This dom nance of the jitter bound is the
reason why the other delay bounds are in parentheses.

If we assune that video franmes will have to be fragnmented into cells
at sone lower level in the protocol hierarchy, then these

requi rements nmust be translated at that |evel into those shown in the
first colum of Table Il. The values of Dmax’ have been cal cul ated
with x = 12.8 microseconds and f = 2605 fragnents/frane. The range
of Whin® and of (Znmin Wrin)' is quite wide, and achieving its higher
value (a probability of 1) may turn out to be either very expensive
or inpossible. W observe, however, that a frame in which a packet
or nore are mssing or have been incorrectly received does not have
to be discarded but can be played with gaps or patched with the old
packets in lieu of the nissing or corrupted ones. Thus, it may be
possi bl e to consider an optimistic approach (e.g., Zmin' = Zmin
Winin = Win, (Zmin Wrin)' = Zmn Wrin ) as sufficiently safe.

6.3 Real-tinme datagram

Areal-tinme datagramis, for instance, an alarmcondition to be
transnitted in an energency from one nachine to another (or a group
of others) in a distributed real-time system The client
requirements in this case are very sinple: a determnistic bound is
needed (we are assunming that this is a hard-real-tinme context), the
reliability of delivery nmust be very high, and the service setup tine
shoul d be very small. The value of 0.98 for Wrin in Table Ib tries
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to account for the inevitable network errors and to suggest that
retransm ssi on should not be used as m ght be necessary if we wanted
to have Wrin = 1, because it would be too slow. To increase
reliability in this case, error correcting codes or spatial
redundancy will have to be resorted to instead.

Note that one nmethod for obtaining a very small setup tinme consists
of shi ppi ng such urgent datagranms on | ong-lasting connections
previously created between the hosts involved and with the
appropriate characteristics. Note also that throughput requirements
cannot be defined, since we are dealing with one small nessage only,
whi ch may not even have to be fragnmented. Cuarantees on the other
bounds will fully satisfy the needs of the client in this case.

6.4 File transfer

Large files are to be copied froma disk to a renote disk. W assune
that the receiving disk’s speed is greater than or equal to the
sending disk’s, and that the transfer could therefore proceed, in the
absence of congestion, at the speed of the sending disk. The nessage
size equals the size of one track (11 Kbytes, including disk surface
over head such as intersector gaps), and the nmaxi numinput rate is
5.28 Miits/s. Taking into account the ATM cell headers, this rate
becones 728 kbytes/s; this is the mini num peak throughput to be
guaranteed by the system The nini num average throughput to be
provided is smaller, due to head switching times and setup del ays
(seek tines are even longer, hence need not be considered here): we
set its value at 700 kbytes/s.

Del ay bounds are nuch less inportant in this exanple than in the
previous ones; in Table Ib, we show determ nistic and statistical
bounds in parentheses. Reliability nmust be eventually 1 to ensure
the integrity of the file’s copy. This result will have to be

obtai ned by error correction (which will increase the throughput

requi rements) or retransm ssion (which would break nost del ay bounds
if they were selected on the basis of the first shipnment only instead
of the |ast one).

The second colum in Table Il shows the results of translating these
requirements to account for mnmessage fragnentation. The values x =
78.3 m croseconds and f = 230 have been used to compute those of
Dmax’ .

7. Discussion
In this section, we briefly discuss sone of the objections that can

be rai sed concerning our approach to real-tine service requirenents.
Sone of the objections are fundanental ones: they are at |east as
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related to the basic decisions to be made in the design of the server
as they are to client requirenents.

Qoj ection 1. Guarantees are not necessary.

This is the nost radical objection, as it stens froma basic

di sagreenment with our definition of real-tinme service. The problem
however, is not with definitions or terminologies: the really

i mportant question is whether a type of service such as the one we
call "real-tinme" will be necessary or at |east useful in future
networks. This objection is raised by the optinists, those who
believe that network bandwi dth will be so abundant that congestion
will becone a disease of the past, and that delays will therefore be
smal | enough that the enforcenent of |egalistic guarantees will not
be necessary. The history of conmputers and conmuni cati ons, however,
does not unfortunately support these argunents, while it supports
those of the pessinmists. In a situation of linited resources
(limted with respect to the existing denand for them), we believe
that there is no serious solution of the real-tinme comrunication
probl em ot her than one based on a policy for the allocation of
resources that rigorously guarantees the satisfaction of perfornance
needs. Even if the approaches to be adopted in practical networks
wi Il provide only approxinmate guarantees, it is inportant to devise
nmet hods that offer without exceptions precisely defined bounds.
These nmethods can at the very | east be used as reference approaches
for conpari son and eval uation

bj ection 2: Real-tine services are too expensive because reservation
of resources is very wasteful

This nmay be true if resources are exclusively reserved; for exanple,
physical circuits used for bursty traffic in a circuit-swtched
network. There are, however, other ways of building real-tinme

servi ces, based on priority mechani sns and preenption rather than
exclusive reservation of resources. Wth these schenes, the real-
time traffic always finds the resources it needs by preenpting non-
real-time traffic, as long as the real-tinme load is kept bel ow a
threshold. The threshold corresponds to the point where the demand
by real-time traffic for the bottl eneck resource equals the amount of
that resource in the system Wth this schenme, all resources not
used by real-time traffic can be used at any tinme by | ocal tasks and
non-real -tine traffic. Congestion may affect the latter, but not
real -time traffic. Thus, the only limtation is that a network
cannot carry unbounded amounts of real-tinme traffic, and nust refuse
any further requests when it has reached the saturation point.

Ferrari [ Page 19]



RFC 1193 Requi rements for Real - Ti me Services Novenber 1990

ojection 3. Real-tinme services can be built on top of non-real-tine
servers.

I f one accepts our interpretation of the term"guarantee," one can
easily see that performance guarantees cannot be provided by a

hi gher-1evel server unless it can rely on real-tinme support by its
underlying server. Since this is true at all levels, we conclude
that a real-time network service and sinilar services at al
internmediate |l evels are needed to provide guaranteed perfornmance to
human clients and applications.

bj ection 4: Delay bounds are not necessary, throughput requirenents
suffi ce.

Guar ant eei ng mi ni mum t hr oughput bounds does not automatically and in
general result in any stringent upper bound on delay. Delays in the
hosts and nodes of a packet-swi tching network fluctuate because of
bursty real -ti ne nessage streans, starting and ending of traffic on

i ndi vi dual connections (even those with continuous, constant-rate
traffic), and the behavior of scheduling algorithns. Even if del ays
did not fluctuate, but had a constant value, it would be possible for
a given throughput bound to be satisfied with many different constant
val ues for the delay of each nessage. |If delay bounds are wanted,
they nust be explicitly guaranteed and enforced. (lIn a circuit-
switching network, the circuit assigned to a connection has its own

t hroughput and its own delay. These values may be considered as
explicitly guaranteed and enforced.)

But are delay bounds wanted? W believe they are in digital video
and audi o communi cation, especially in the formof delay jitter
bounds, and they will be in other contexts as soon as a service which
can bound delays is offered.

bj ection 5: Satisfaction of statistical bounds is inpossible to
verify.

Strictly speaking, this objection is valid. No matter how nany
packets on a connection have been del ayed beyond their bound (or | ost
or delivered with errors), it is always in principle possible for the
server to redress the situation in the future and neet the given
statistical requirements. A nore sensible and verifiable bound woul d
be a fractional one (see Section 3). For instance, such a bound
coul d be specified as follows: out of 100 consecutive packets, no

| ess than 97 shall not be late. |In this case, the bound is no | onger
Zmin, a probability of 0.97, but is given by the two values B = 97
and A = 100; it is not only their ratio that counts but also their

i ndi vi dual val ues.
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8. Concl usion

Thi s paper has presented a specification of some of the requirements
that hunman clients and applications may wi sh to i npose on real -tine
comuni cations. Though those listed seemto be anong the nost useful
and natural ones, no attenpt has been nmade to be exhaustive and
conpr ehensi ve.

We have investigated delay bounds, throughput bounds, reliability
bounds, and other requirenments. W have studied how the requirenents
shoul d be translated fromthe client’s level into fornms suitable (and
correct) for lower |evels, described sone exanpl es of requirenent
speci fication, and discussed sone of the objections that may be

rai sed.

The material in this paper covers only part of the first phase in the
design of a real-tine service: that during which the various

requi rements are assenbled and exami ned to extract useful suggestions
for the design of the server. Server needs and design principles
will be the subject of the subsequent paper nentioned several tines
above.
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Table la

Exanpl es of dient Requirenents

Interactive Non-Interactive

Voi ce Vi deo
Del ay Bounds
determ ni stic: Dmax [ ns] 200 - (1000) -
statistical:Dmax [ns] - 200 - (1000)
Zmn - (*) - (*)
jitter:Jmax [ mns] 1 5
Thr oughput Bounds
determnistic: Tmin [kby/s] 8.834 4140
aver age: Tave [kby/ s] 3.933 4140
I [s] 100 100
Reliability Bound: Wr n 0.98 (*) (0.90) (*)
Del ay&Reliability: Zm nWrin - 0.98 - 0.90
Sequenci ng yes yes
Absence of Duplications yes yes
Fai |l ure Recovery:
max.repair tinme [s] 10 100
Max. Setup Tinme [s] 0.8 (0) 15 (o)

(*) To be chosen by the server
(0) Could be much longer if advance reservations were required
(+) Could be achieved by using a preexisting connection
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Table Ib
Exanpl es of dient Requirenents

Real - Ti me File
Dat agram Transfer

Del ay Bounds

determ ni stic: Dmax [ ns] 50 - (1500)
statistical:Dmax [ns] - (1000) -
Zm n - (0.95) -

jitter:Jmax [ ns] - -

Thr oughput Bounds

determnistic: Tmin [kby/s] - 728
aver age: Tave [kby/ s] - 700
I [s] - 100

Reliability Bound: Wri n 0.98 1
Del ay&Rel i ability: Zm nWrin - -
Sequenci ng - yes
Absence of Duplications yes yes
Fai |l ure Recovery:

max. repair time [s] - 100
Max. Setup Tinme [s] 0 (4 5 (0)

(*) To be chosen by the server
(0) Could be much longer if advance reservations were required
(+) Could be achieved by using a preexisting connection

1990
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Table 11
Transl ati on of the Requirenents in Table
Non- I nteractive File
Vi deo Transfer
Del ay Bounds
determ ni stic: Dmax’ [ ns] (966) - - (1482)
statistical : Dmax’ [ ns] - (966) (982) -
Zm n’ - (*) (0.95) -
jitter:Jmax’ [ ns] 5 -
Reliability Bound: Wr n’ 0.90-1 (*) 1
Del ay&Reliability: (Zm nWnin)' - 0.90-1 -

(*) To be chosen by the server

Security Considerations

Security considerations are not discussed in this neno.
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