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Classifications in E-nmail Routing
Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

Thi s paper presents a classification for e-nmail routing issues. It
clearly defines conmonly used terninology such as static routing,
store-and-forward routing, source routing and others. Real life
exanpl es show which routing options are used in existing projects.

The goal is to define all termnology in one reference paper. This
will also help relatively new mail system managers to understand the
i ssues and nmeke the right choices. The reader is expected to already
have a solid understanding of general networking termnm nol ogy.

In this paper, the word Message Transfer Agent (MIA) is used to
describe a routing entity, which can be an X. 400 MIA, a UNI X mmi |l er,
or any other piece of software performng mail routing functions. An
MI'A processes the so called envel ope informati on of a nmessage. The
term User Agent (UA) is used to describe a piece of software
perform ng user related mail functions. It processes the contents of
a nessage’s envelope, i.e., the header fields and body parts.
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1. Nam ng, addressing and routing

A nane uniquely identifies a network object (w thout |oss of
generality, we will assune the 'object’ is a person).

Once a person’s nane is known, it can be used as a key to deternine
hi s address.

An address uni quely defines where the person is located. It can
normal |y be divided into a donmain related part (e.g., the RFC 822
domai npart or in X 400 an ADVD or QU attribute) and a | ocal or user
related part (e.g., the RFC 822 localpart or in X 400 a DDA or
Surnane attribute). The domain related part of an address typically
consi sts of several conponents, which normally have a certain

hi erarchical order. These domain |evels can be used for routing
purposes, as we will see |ater.

Once a person’s address is known, it can be used as a key to
determ ne a route to that person’s |ocation

W will use the following definition of an e-nail route:

e-mail route a path between two | eaves in a
di rected Message Transfer System
(MrS) graph that a nessage travels
for one originator/recipient pair.
(see Figure 1)

Note that, in this definition, the User Agents (UAs) are not part of
the route thenselves. Thus if a nessage is redirected at the UA
level, a newroute is established fromthe redirecting UA to the UA
the nmessage is redirected to.
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The first and last leaves in a nmail route are not always UAs. A route
may start froma UA, but stop at a certain point because one of the
MIAs is unable to take any further routing decisions. If this
happens, a warning is generated by the MIA (not by a UA), and sent
back to the originator of the undeliverable nmessage. It may even
happen that none of the leaves is a UA, for instance if a warning
nmessage as di scussed above turns out to be undeliverable itself. The
cauti ous reader may have noticed that this is a dangerous situation
Speci al precautions are needed to avoid | oops in such cases (see

[1]).
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Figure 1. A mail route

It is inportant that the graph is directed, because routes are not
necessarily symetric. Areply to a nessage nay be sent over a
conpletely different nmail route for reasons such as cost, non-
symmetric network connectivity, network | oad, etc.
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According to the definition, if a nmessage has two different

reci pients, there will also be two mail routes. Since the delivery to
a UA (not the UAitself) is a part of the route, this definition is
still valid if two UAs are connected to the same MIA

The words ’ for one originator-recipient pair.’” in the definition

do not inply that this pair provides the MITA with all necessary
i nformati on to choose one specific route. One originator-recipient
pair may give an MIA the possibility to choose froma nunber of
possi bl e routes, the so-called routing indicators (see chapter 2).

O her information (e.g., line load, cost, availability) can then be
used to choose one route fromthe routing indicators.

Routing is defined as the process of establishing routes. Note that
this is a distributed process; every intermnmediate MIA takes its own
routing decisions, thus contributing to the establishnment of the
conpl ete route.

Taking a routing decision is not a purely algorithmnc process,

ot herwi se there would hardly be any difference between an address and
a route. The address is used as a key to find a route, typically in
some sort of rul e-based routing database. The possible options for
realising this database and algorithns for using it are the subject
of the rest of this paper.

2. Static versus dynamc

Dynamic (mail) routing allows a routing decision to be influenced by
external factors, such as systemavailability, network load, etc. In
contrast, static (mail) routing is not able to adapt to environnenta
constraints. Static routing can be viewed as an extrenely sinple form
of dynami c routing, nanely where there is only one choice for every
routing deci sion.

Dynam c routing algorithnms normally use sonme kind of distributed
dat abases to store and retrieve routing information, whereas static
routing is typically inplemented in routing tables.

Note that dynamic routing can occur at different [ayers: at the nai

| evel, dynamic routing nmight allow a nmessage to be relayed to a
choice of MIAs (the routing indicators). As an exanple, consider the
I nternet nechani sm of using nultiple Mail eXchanger (MX) records,
descri bing MIAs that can serve a domain. If the primary choice MIA is
not avail able, a second choice MIA can be tried. If this second
choice MITA is busy, a third one will be tried, etc. On | ower |ayers,
there may be nore than one presentation address for one MIA, each of
whi ch can again have an associated priority and other attributes.
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These choices may represent that an MIA prefers to be connected to
usi ng one certain stack, e.g., RFCL006/TCP/IP, but is also able to
accept incomng calls over another stack, such as TPO/ CONS/ X. 25. W
will call this dynam c stack routing. Theoretically, dynam c stack
routing should be transparent to the mail routing application, and is
thus not a part of dynamc mail routing. It is nentioned here because
in existing products, dynamic stack routing is often very well
visible at the mail configuration |evel, so MIA managers shoul d at

| east be aware of it.

Al though static routing is often table based, not all table based
routing algorithnms are necessarily static in nature. As a counter
exanpl e, X. 400 routing according to RFC 1465 [2] is clearly table
based, but at the sane tine allows a fairly dynam c kind of nai
routing (as well as dynamic stack routing, which in this approach is
cleanly separated fromthe dynamic mail routing part). A mail domain
can specify a choice of so-called RELAY-MIAs (fornmerly called WEPS)
that will serve it, each with a priority and nmaxi mum nunber of
retries.

For reasons of flexibility and reliability, dynamic routing is al nost
al ways the preferred nethod.

3. Direct versus indirect

Direct routing allows the originator’s MIA to contact the recipient’s
MIA directly, whereas indirect routing (al so known as store-and-
forward routing) uses internediate MIAs to relay the nessage towards
the recipient. It is difficult to clearly distinguish between direct
and indirect routing: direct routing assunes the existence of a fully
nmeshed routing topol ogy, whereas indirect routing assunmes the

exi stence of a nore tree-like hierarchical topology. Mail routing in
nost exi sting networks is upto sone degree indirect. Networks can be
classified as being nore or less direct according for the follow ng
rule of thunb: larger fan out of the routing tree nmeans nore direct
routing, greater depth of the tree nmeans |less direct routing. Two

ki nds of indirect routing are presented here: firewalls (downstrean)
and default routes (upstrean

3. 1. Firewalls

Afirewall "attracts’ all nessages for a certain set of addresses
(the address sub space behind the firewall) fromthe outside e-nai
world to a central relaying MIA (the firewall). This is done by
publishing routes to all other MIAs that nust relay their nmessages
over this firewall (the attracted community). Note that | ocal

know edge shoul d be used to route nessages within the address space
behind the firewall. An exanple for this is presented |ater on. There
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exi st many reasons for using firewalls, e.g., security considerations
or to concentrate the nanagenent for a given domain onto one well
managed system

The Internet mail systemwould allow all mail hosts connected to the
Internet to directly accept nmail fromany other host, but not al
hosts use this possibility. Many domai ns are hi dden behind one or
nmore 'Mail eXchanger’ (MX), which offer to relay all inconing mnai

for those domai ns. The RELAY-MIAs nentioned earlier can also be
considered firewall systens.

| The rest of the e-mail world |
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Figure 2. Firewall and default route
3.2. Default versus rule based
Default routing is to outgoing mail what a firewall is for incomng
mail, and is thus often used in conjunction with firewalls. It is

about the sinplest routing algorithmone can think of: route every
nmessage to one and the sane MIA, which is trusted to take further
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care of routing the nmessage towards its destination. Pure default
routing is rather useless; it is normally used as a fall back
nmechani sm acconpanyi ng a rul e based al gorithm

For exampl e, the sinplest usable default algorithmis the follow ng:
first check if a mail should be delivered to a local UA |f not,
perform defaul t routing.

In order to avoid loops, it is not acceptable for all MIAs within a
certain routing conmunity (see chapter 9) to use default routing. At
| east one MIA should be able to access all routing rules for that
conmuni ty. Consider the follow ng exanple: An X 400 MITA A, which
serves the organisation organisational unit OUJ=orgunA within the
organi sation O=org, receives a nessage for the domain O=org;
OU=orgunB;. Since MIA B in the sane organi sation serves all other
QUs, Awll default route the nmessage to B. Suppose that B woul d use
the same nechanism first check if the QUis local and if not,
default route to A If OJorgunC is not served by either Aor B, this
routing set-up will lead to a | oop. The decision that a certain QU
does not exist can only be nade if at |east one of the MIAs has

know edge of all existing QUs under O

An exanple of a firewall and two default routes is shown in figure 2.
It visualises that a firewall is a downstream and a default route is
an upstreamindirection. MIA B and D use default routing; they can
only route to one other MIA, MA A

For nore detailed information, please refer to [3], which |Iists npst
pros and cons of both approaches. Your choice will depend on nany
factors that are specific for your nmessagi ng environment.

4. Routing at user |evel

Normal |y a nessage is routed down to the deepest |evel domain, and
then delivered to the recipient per default routing. |.e., every user
in this domain is considered to have his mail box uni quely defined
within this domain on the sane MIA, and every user on that MIA can be
di stingui shed within this domain. Exceptions can occur when the users
within a donmain have their mail boxes on different MIAs (distributed
domai n), or when several domains exist on the sane MIA (shared MIA).

4.1. Distributed domai ns

Routing is normally performed down to a certain domain |evel. Mail to
all users that are directly registered under this donain is then
delivered per default routing, i.e., delivered locally. Explicit user
routing (i.e., rule-based routing on user |evel attributes according
to a fixed table listing all users) may be necessary when not al
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users have their UAs connected to the sane MIA

Note that the whole issue of distributed domains is nothing nore than
a special case of the problens discussed in chapter 3.2: 'Default
versus rul e-based’. The only reason for nmentioning this in a separate
chapter is that there are many software products that don’'t deal with
routi ng based on | ocal address parts in the sane way as with routing
based on domai n rel ated address parts.

As an exanpl e, consider an organi sation where two nmail platforns are
avail abl e. Sonme users prefer using platformA, others prefer platform
B. O course, the easiest solution would be to create a subdomain A
and a subdomain B, and then route domain A to systemA and B to B.
Default user routing on both platforns would then do the rest.
However, when an organi sation wants to present itself to the outside
worl d using only one domain, this schene cannot be used, at |east not
wi t hout special precautions (see the paragraph about avoiding | oops
in chapter 3.2).

S (T + - +

| MIA A | | Shared MIA B |

S (T + - +

I I / I I I

o e e e e a e oo [ -4+ oo e oo o + e ame - +
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| +--4 +--+ +--4/ | +--+ +--+ | | +--+ |
| [UAl | UAl | UA | | TUA JUA | | |UA I
| +--4 +--+ +-+ | | +-+ +--+ ] | +--+ |
| Distributed Domain A | | Domain B | | Domain C
S R R +  eeeeaa - oo +

Figure 3. Distributed domains and shared MIAs

Anot her possibility to have uniform addresses in outgoing e-mail
despite the fact that a domain is distributed, is to nake routing
decisions on information in the local part of the address, e.g., in
X. 400 the Surnane in exactly the same manner as naking routing

deci sions on any other attributes. Thus products and routing
algorithnms that are able to route on user related address parts are
said to support distributed domains.

4.2. Shared MIA
The opposite of a distributed domain is a shared MIA: several domains
are routed locally on the sane MIA. These domai ns sharing one MIA may

cause probl ens when two or nore domai ns have a |l ocal user with the
sane nane.
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Theoretically, this problemdoesn't exist: the address is being
routed down to the deepest domain level, and within that |evel, there
will only be one user with that name (let’'s at |east assune this for
sinmplicity). Some products however use only one database of all users
locally connected to this MIA i nstead of one database per domain, so
that default user routing at the deepest |evel can lead to conflicts.
It is beyond the scope of this docunent to describe the tricks needed
to avoid these conflicts when using such products.

5. Routing control

Routing control means that routing decisions can be affected by the
originator of a nessage. This normally takes the form of either
granting or denying access for a certain user or group of users.

Routing control is often useful in an X 400 ADMD PRMD envi r onnent,
where it is either used to grant access only to users who are known
to be chargeabl e, or where ADMDs can refuse nessages that were

rel ayed to them over international PRVD connections; a policy that is
not allowed in the CCITT version of the standards (as opposed to the
| SO version). O course, the PRVMDs can al so performrouting control
thensel ves in order to circunvent such probl ens.

Al t hough there may be good reasons for using routing control, one
must be aware that it can make the nmessagi ng environnent

unpredi ctabl e for end-users. Were using routing control is

unavoi dabl e, the originator whose nessage has been rejected is likely
to appreciate receiving a nessage, clearly telling himwhere and why
routi ng of his nmessage was refused, whomto contact, and what options
are available to avoid such rejections in the future.

6. Bul k routing

In order to reduce network traffic, intelligent mailers nmay prefer a
nmessage addressed to a group of renpte users to be transferred to a
renote domain only once, thus postponing the 'explosion’ into severa
copies. This technique, called bulk routing, is especially useful
when an MTIA hosts large nmailing |ists.

Several possibilities exist. In a typical hierarchical firewall mai
system bul k routing can be done al nost automatically by intelligent
MIAs. For instance, in an X 400 conmunity, a large international
distribution list can create a nessage with an envel ope contai ni ng
1000 reci pient addresses, sone of which can probably be grouped by

t he MIA dependi ng on whether they can be routed further to the sane
renote MIA, according to the normal routing inplenentation at this
MIA. The size and nunber of these groups will largely depend on how
indirect this routing inplenentation is. In the GO MHS conmmunity, the
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nunber of groups will alnost always be | ess than 50, which provides a
rather fair distribution of traffic | oad over the involved MIAs (that
is, fair according to the author’s taste, who is not aware of any
existing fair mail load distribution formula).

As an extrene exanple, the sinplest way to automatically (i.e.,

Wi t hout using special optimsation tools) bulk route mail is to use
one default route. Any outgoing nessage, regardless of the nunber of
recipients, will be routed over the default route only once. The

default renmote MIA will then have to break up the nessage (envel ope)
into several copies and is thus responsible for the actual explosion
and distribution. NB. This mechani smcan be exploited to shift the
cost and overhead of exploding a nessage towards anot her domai n/ MTA.
If you ever get a request for a bilateral default route agreenent;
i.e., the requesting party wants to default route over your MIA it
may be worth to check first if the requesting party is running or
planning to run large mailing lists.

In nore direct routing environnents, such as BI TNET, bul k routing
will not function as automatically as descri bed above. Wt hout
speci al precautions, an MIA woul d open a direct connection to every
singl e host that occurs in the nessage’ s envel ope, regardl ess of

whet her sonme of these hosts are far away fromthis MIA, but close to
each other, nmeasured by underlying network topology. This can clearly
lead to a waste of expensive bandwi dth. In order to be able to detect
such cases, and to act upon it by sending one single copy over an
expensive link and have it distributed at sone renote hosts, an MIA
must have additional know edge of the relation between nail domai ns
and the underlying network topol ogy.

Bl TNET uses the distribute protocol [4] for this purpose. A selected
set of hosts is published to have the required topol ogy know edge and
to be able to efficiently distribute the nail on behal f of other

MIAs, who can explicitly route all bulk mail to one of those hosts.
The conpl ete nessage, including the envel ope, is encoded in a nessage
body, which starts with a distribution request to the distribute
server. This server will break up the rest of the body into the

origi nal envel ope and contents and then use it’s topol ogy know edge
to efficiently distribute the original nessage. Note that this
protocol violates the conceptual nodel of the l|ayering of MIA and UA
functionality, but it is about the only trick that will work in a
very direct routing environment. It is only needed to overrule a non-
efficient (for large mailing lists) routing topol ogy.

Bul k routing is an area where nail routing issues start to overlap
with the area of distributing netnews (bulletin board services).
Several organisations, such as | SO RARE and the | ETF have started
initiatives in the direction of harnonising the two worlds. The first
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results, be it standards or products, are not expected before 1995
t hough.

7. Sour ce routing

Source routing was originally intended to allow a user to force a
nmessage to take a certain route. The nechani smworks as follows: the
MIA that the user wants the nessage to be routed through is
integrated into the address. Once the nessage has arrived at the
specified MIA, that MIA strips itself fromthe source-routed address
and routes the remaining address in the usual way. This nechanismis
called explicit source routing and can be useful if a user wants to
test a routing path or force a nessage to be routed over a faster,
cheaper, nore reliable, or otherw se preferred path.

For instance, if the Internet user user@ni-a.edu wants to test the
mai | connections to and froma renote donain uni-b.edu, he m ght
source route a nmessage to hinmself over the MIA at uni-b.edu by
addressing the mail to: @ni-b.edu:user@ni-a. edu

Source routing need not always be explicit. Source routes can al so be
generated autonatically by a gateway, in which case we speak of
address rooting (to that gateway). The gateway will root itself to
the nmessage by putting its own domain in the source route napped
address, thus ensuring that any replies to the gatewayed nessage wil |
be routed back through the sane gateway.

Exanpl e 1. RFC 1327 left hand side encoding (see [5]) perforned by
t he gateway ' gw. ch’

C=zz; A=a; P=p; O=00; S=pl ork ->
"| C=zz/ A=al P=p/ O=00/ S=pl ork/ " @w. ch

Exanpl e 2: RFC 1327 DDA mappi ng (see [5]) performed by the gateway
C=zz; A=a;

bush@lol e. us ->
DD. RFC- 822=bush( a) dol e. us; C=zz; A=a;

Exanpl e 3. the so-called % hack

user% i nal . dormai n@st . rel ay
When the rel aying host ’'1st.relay’ receives the nessage, it strips
its own donain part and interprets the |local part 'user%inal.donain’:

it changes the %to an @sign and relays the nmessage to the address

user @i nal . domai n
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Exanpl e 4. Anot her exanple of the already nentioned explicit source
routing, this tinme through two rel ays:

@st.relay, @nd.relay: user @i nal . domai n

In the Internet, use of explicit source routing is strongly

di scouraged (see [6]), one reason being that not all mail relays wll
handl e such addresses in a consistent nmanner. Apart fromthat, the
need to use explicit source routing has di sappeared over the | ast
decennia. In earlier days, when the RFC 822 world consisted of many
sparsely connected 'nmail islands’, source routing was sonetimnmes
needed to nake sure that a nessage was routed through a gateway that
was known to be connected to a renote island. Nowadays, the RFC 822
world is alnmost fully interconnected through the Internet, so the
need for end-users to have know edge of the mail network’s topol ogy
has becone superfl uous.

8. Poor man’s routing

If we conmbine static, indirect and source routing, we get what is
comonly known as "poor man’s routing". The user thus specifies the
conplete route in the address. A classic exanple is the old UUCP bang
styl e addressing:

host 1! host 2! host 3! host 4! user

Poor man’s routing is presented here for historical reasons only.
Since, for reasons discussed earlier, npbst present networks

di scourage source routing and prefer dynam c over static routing,
poor man’s routing is not w dely depl oyed anynore.

9. Routing comunities
A routing community can be defined as foll ows:

Routi ng communi ty: a set of MTAs X, with the property
that for any address a, every MIA
in X except a subset Ya will have
the option, according to an agreed
upon set of routing rules, to
directly route that address to at
| east one MIA in Ya.

Which is a rather formal way of describing that a routing commnity

consists of a set of MIAs (and human operators) that agreed on a
common set of rules on how to route nessages anong each ot her.
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An exanple of a routing conmunity is the large Internet routing
comunity, in which the agreed rules are inplenented in the Domain
Nane System (DNS). For details, refer to [7]. The subset Ya is in
this case the set of MIAs that have an MX record in the DNS for a.
MIAs that hide behind fire walls or behind default routes are thus
not consi dered direct nmenbers of this conmmunity, but normally form
their own smaller routing community, with one host (the nai
exchanger/default route) belonging to both communities.

Anot her exanple is the GO WVHS community, consisting of a set of
docunment ed RELAY-MIAs (formerly called WEPs, \Well-known Entry
Points). Routing comunities can be further classified depending on
t he openness and topol ogy of their routing rules. [3] defines four
cl asses of routing comunities:

Local comunity: The scope of a single MIA. Contains
the MIAs view of the set of
bilateral routing agreenents, and
routing information |ocal to the
MIA. Exanpl e: any |ocal MIA

Cl osed comuni ty: This is like a local community, but
i nvol ves nore than one MIA. The
idea is to route nessages only
within this closed comunity. A
smal | subset of the involved MIAs
can be in another community as
well, in order to get the
connectivity to the outside world,
as described earlier. Exanple: A
set of Private Managenent Domains
(PRVDs) representing the sanme
organi sation in nultiple countries.

Open comuni ty: Al'l routing information is public
and any MITA is invited to use it.
Exanpl e: the Internet.

Hi erarchical conmunity: A subtree of the O R address tree.
Note that the subtree will in
practice often be pruned; sub-sub-
trees may formtheir own routing
communi ty. Exanple: GO MHS.

This classification cannot always be followed too strictly. For
exanpl e, conpletely closed conmunities are relatively rare. In order
for e-mail to be an effective comunication tool, an organisation
will typically designate at |east one of its MIAs as a gateway to
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10.

10.

anot her routing conmunity, for instance to the Internet. The
organisation will register an Internet domain, say 'org.net’, which
points to this gateway, and thus acts as a firewall fromthe Internet
to the donmain 'org.net’, and as a default route fromthe cl osed
conmunity to the rest of the Internet. At this stage, the gateway MIA
can be regarded as being a nenber of any of the four types of routing
conmunities. The reader is invited to check this hinself.

Especially the distinction between open and cl osed conmunities is not
al ways easy. To sone extent, npbst routing conmunities are open, at

| east anong their own participants. It is just that some routing
conmuni ties are nore open than others. Al so, even the nobst open
routing conmunity is not just open to anyone. It is not enough for a
comunity participant to use the community’s routing rules and
connect to any other MIA in the conmunity. The participant wll
typically also have to fulfil an agreed upon set of operational
requirenments, for exanple the Internet host requirenments [6] or the
GO MHS domai n requirements [8].

The nost open routing conmunity known today is certainly the |Internet
mai | comunity. As for X 400 routing comunities, some problens occur
when trying to open a community, the main one being that nost X 400
sof tware does not support the so called 'anonynous’ connecti on node,
which allows any renote MIA to connect to it. Mst software was

desi gned or configured to use passwords for setting up MA
connections. This, together with the fact that X 400 routing was
originally designed to be hierarchical, is one of the main reasons
why nost X. 400 conmunities today are either closed or hierarchical.

Real i sati ons

In this chapter sone of the routing classifications described above
are assigned to existing mail services and projects.

1. Internet mail

RFC 822 mail. An operational service. Co-ordination: distributed.
Mostly dynami c routing, although static routing is also possible. DNS
based routing rules(*). Mstly direct routing, although indirect is

al so possible. No dynam ¢ stack routing. Distributed domains

possi bl e. Shared MIrAs possible, but rare. Routing control not
normal |y used. Bulk routing via SMIP envel ope grouping; also
possi bl e, but not widely deployed, using the 'distribute protocol

[4]. Source routing supported, but strongly discouraged. No poor
man’ s routing. Open (and hierarchical) routing conmunity.

(*) Sub-conmunities don't use DNS based routing: The MX records in
the DNS are used to "attract" nessages fromthe Internet to the
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10.

10.

10.

10.

"border"” between the Internet and the sub-comunity. Thus fromthe
Internet we have dynamic, directory based routing but once the
"border" is reached, it is no longer possible to use MX records for
mai | routing, and thus sone formof static routing is generally
needed.

2. UUCP

RFC 822 style mail. An operational service. Co-ordination
distributed. Mdstly static routing, although dynamic routing is also
possi bl e. Tabl e based routing rules. Mstly indirect routing. No
dynami ¢ stack routing. No distributed domai ns. Shared MIAs possi bl e,
but rare. Routing control not normally used. No bul k routing
possi bl e. Source routing (poor man’s routing) still widely used by
nmeans of ’'bang’ addressing, but strongly discouraged. Open (and

hi erarchical) routing comunity.

3. EARN

BI TNET mail. An operational service. Co-ordination: The EARN Ofice,
France. Static routing. Table based routing rules, although an X 500
based experinent is running. Mstly direct routing, although indirect
is al so possible. No dynanic stack routing. No distributed donains.
No shared MIAs. Routing control not normally used. Bul k routing

possi ble using the '"distribute protocol’ [4]. Source routing not
supported. No poor man’s routing. Open routing comunity.

4. GO MHS

X. 400 mail. An operational service. Co-ordination: GO MAS Proj ect
Team Switzerland. Mostly static routing, although dynamic routing is
getting nore and nore depl oyed since the introduction of RFC 1465
[2]. Table based conmunity-wi de routing rules. Indirect routing.

Dynanmi ¢ stack routing. Distributed domai ns possi bl e. Shared MIAs.
Routing control not normally used, only to avoid routing control

probl ens when routing international traffic to ADVMDs. Bul k routing
using X. 400 '"responsibility’ envel ope flags. Source routing supported
for gatewaying to the Internet. No poor man’s routing. Hierarchical
but open, routing comrunity.

5. ADMD infrastructure

X. 400 mail. An operational service. Co-ordination: The joint

Admi ni strative Managenent Donmins (ADMDs), typically operated by
PTTs. Mostly static routing. Indirect routing. Table based bil ateral
routing rules. No dynam c stack routing. Distributed domains not
supported. Shared MIAs. Routing control used to prohibit routing of
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10.

10.

11.

international traffic through PRVMDs and to linmit access to certain
gat eways. Bul k routing using X 400 'responsibility’ envel ope flags.
Source routing possible for gatewaying to the Internet. No poor man’s
routing. Cosed hierarchical routing comunity.

6. Long Bud

X. 400 mail. A pilot project. Co-ordination: The | ETF MHS-DS wor ki ng
group. Dynamic routing. X 500 based routing rules. Mstly indirect
routing, although direct is also possible. Dynamic stack routing.

Di stributed domai ns. Shared MIAs. No routing control. Bulk routing
using X. 400 "responsibility’ envel ope flags. Source routing supported
for gatewaying to the Internet. No poor man's routing. Open

hi erarchical routing conmunity.

7. X42D

X. 400 mail. An experinment. Co-ordination: INFN, Italy. Dynamic
routing. DNS based routing rules as defined in [9]. Mstly indirect
routing, although direct is also possible. Dynanmic stack routing. No
di stributed domains. Shared MIAs. No routing control. Bulk routing
using X. 400 "responsibility’ envel ope flags. Source routing supported
for gatewaying to the Internet. No poor man’s routing. Open

hi erarchical routing conmunity.

Concl usi on

W have seen several dinensions in which mail routing can be
classified. There are nmany nore issues that were not discussed here,
such as how exactly the routing databases are inplenmented, which
algorithms to use for naking the actual choices in dynam c routing,
etc. A followup paper is planned to discuss such aspects in nore
detail.

So far, the author has tried to keep this paper free of opinion, but
he would Iike to conclude by listing his own favourite routing
options (without any further explanation or justification; please
feel free to disagree):

Static/dynami c: Dynami c

Direct/indirect: Every routing community has its own
opti mum | evel of indirection

User routing: Support

Routing control: Avoi d

Bul k routing: Efficient distribution should be
transparent at mail |evel, but we

may need better e-mail nodel s
before this beconmes possible
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13.

Sour ce routing:
man’ s routing:

Poor
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Avoi d where possible
Avoi d

Abbr evi ati ons

ADNMD
CaTT

CONS
DDA
DNS
GO MHS
I P

| SO
Long Bud
VHS
VHS- DS
MT'A
MI'S

WX

O R address
PP
PRVD
RARE
RFC
RTR
SMIP
STD
TCP
TPO

UA
UUCP
VEP
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