Request for Comments: 823
bsol etes 1 EN-30 and | EN- 109

THE DARPA | NTERNET GATEWAY

RFC 823

Robert Hi nden
Al an Shel t zer

Bol t Beranek and Newman | nc.
10 Moulton St.
Canbri dge, Massachusetts 02238

Sept enmber 1982

Prepared for

Def ense Advanced Research Projects Agency
I nformation Processing Techni ques O fice
1400 W son Boul evard
Arlington, Virginia 22209

This RFC is a status report on the Internet Gateway devel oped by BBN. It
descri bes the Internet Gateway as of Septenber 1982. This nmenp presents
detail ed descriptions of nessage formats and gateway procedures, however
this is not an inplenentation specification, and such details are

subj ect to change.



DARPA I nternet Gateway Sept enber 1982
RFC 823

Tabl e of Contents

1 INTRODUCTI ON. . . .o e e e e e e 1
2 BACKGROUND. . . . . ottt e e e e e e e e e e 2
3 FORWARDI NG | NTERNET DATAGRAMS. . . ... e e 5
3.1 I NPUL . . 5
3.2 | P Header Checks.......... ... 6
3.3 ROUL I NG. . .o 7
3.4 Redi reCt s. . ..o 9
3.5 Fragmentati on. . ......... ... 9
3.6 Header Rebuild........ ... ... . .. . . . . 10
3.7 QUL PUL . . 10
4 PROTOCOLS SUPPORTED BY THE GATEVAY. .................. 12
4.1 Cross- Net Debugging Protocol....................... 12
4.2 Host Monitoring Protocol ........... ... ... ... ... ..... 12
4.3 L OV, 14
4.4 Gateway-to-Gateway Protocol........................ 14
4.4.1 Determ ni ng Connectivity to Networks............. 14
4.4.2 Determ ni ng Connectivity to Neighbors............ 16
4.4.3 Exchangi ng Routing Information................... 17
4.4.4 Conputing ROUtES. ... ... .. e 19
4.4.5 Non-Routing Gateways. ... ........uiiiinnnon.. 22
4.4.6 Addi ng New Nei ghbors and Networks................ 23
4.5 Exterior Gateway Protocol.......................... 24
5 GATEVAY SOFTWARE. . . . .. e 26
5.1 Software Structure. . ....... ... 26
5.1.1 Device DriVers. . ... ... 27
5.1.2 Network Software........... ... ... .. 27
5.1.3 Shared Gateway Software.......................... 29
5.2 Gateway Processes. ........ . 29
5.2.1 Network Processes. ... .........iiiinnnn.. 29
5.2.2 GEP ProCess. . ..o 30
5.2.3 HVP ProcCess. ... ... .. e 31
APPENDI X A. GGP Message Formats................ .. ...c..... 32
APPENDI X B. Information Maintained by Gateways........... 39
APPENDI X C. GGP Events and Responses..................... 41
REFERENCES. . . . . . 43



DARPA I nternet Gateway Sept enber 1982
RFC 823

1 | NTRODUCTI ON

Thi s docunent explains the design of the Internet gateway
used in the Defense Advanced Research Project Agency (DARPA)
Internet program The gateway design was originally docunented
in IEN-30, "Gateway Routing: An Inplenentation Specification"
[2], and was | ater updated in |IEN-109, "How to Build a Gateway"
[3]. This document reflects changes nade both in the internet
protocols and in the gateway design since these docunents were

rel eased. |t supersedes both I EN-30 and | EN-109.

The I nternet gateway described in this docunent is based on
the work of many people; in particular, special credit is given

to V. Strazisar, M Brescia, E. Rosen, and J. Haverty.

The gateway’s primary purpose is to route internet datagrans
to their destination networks. These datagrans are generated and
processed as described in RFC 791, "Internet Protocol - DARPA
Internet Program Protocol Specification" [1]. Thi s docunent
describes how the gateway forwards datagranms, the routing
algorithm and protocol wused to route them and the software
structure of the current gat ewnay. The current gat eway
i nplementation is witten in macro-11 assenbly | anguage and runs

in the DEC PDP-11 or LSI-11 16-bit processor



DARPA I nternet Gateway Sept enber 1982
RFC 823

2 BACKGROUND

The gateway system has undergone a series of changes since
its inception, and it is continuing to evolve as research
proceeds in the Internet community. This docunment describes the

i npl erentation as of nid-1982.

Early versions of gateway software were inplenented using
t he BCPL | anguage and the ELF operating system Thi s
i npl enentation evolved into one which used the MOS operating
system for increased performnce. In late 1981, we began an
effort to produce a totally new gateway inplenmentation. The
primary motivation for this was the need for a systemoriented
towards the requirenments of an oper ati onal communi cati ons
facility, rather than the research testbed environnment which was
associated with the BCPL inplenentati on. In addition, it was
general ly recogni zed t hat t he conpl exity and buffering
requi rements of future gateway configurations were beyond the
capabilities of the PDP-11/LSI-11 and BCPL architecture. The new
gateway inplenentation therefore had a second goal of producing a
hi ghly space-efficient inplenmentation in order to provide space
for buffers and for the extra mechanisnms, such as nonitoring,

whi ch are needed for an operational environnent.
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This docunent describes the inplenentation of this new
gateway which incorporates several nechanisns for operations
activities, is coded in assenbly |anguage for naxinum space-
efficiency, but otherwise is fundanmentally the sanme architecture

as the ol der, research-oriented, inplenmentations.

One of the results of recent research is the thesis that

gateways should be viewed as elenents of a gateway system where

the gateways act as a | oosel y- coupl ed packet - swi t chi ng
conmuni cat i ons system For reasons of maintainability and
operability, it 1is weasiest to build such a system in an
honogeneous fashion where all gateways are wunder a single
authority and control, as is the practice in other network

i npl enent ati ons.

In order to create a system architecture that pernitted
multiple sets of gateways with each set under single control but
acting together to inplenent a conposite single Internet System
new protocols needed to be devel oped. These protocols, such as
the "Exterior Gateway Protocol,"” will be introduced in the Iater

rel eases of the gateway inplenentation

W also anticipate further changes to t he gat eway

architecture and inplenmentation to introduce support for new
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capabilities, such as |arge nunbers of networks, access control
and other requirenments which have been proposed by the Internet
research community. This docunent represents a snapshot of the

current inplenentation, rather than a specification
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3 FORWARDI NG | NTERNET DATAGRAMS

This section describes howthe gateway forwards datagrans
bet ween networks. A host conputer that wants an | P datagramto
reach a host on another network nust send the datagram to a
gateway to be forwarded. Before it is sent into the network, the
host attaches to the datagrama | ocal network header containing

t he address of the gateway.

3.1 [Input

When a gateway receives a nessage, the gateway checks the
nmessage’s local network header for possible errors and perforns
any actions required by the host-to-network protocol. Thi s
processing involves functions such as verifying the | ocal network
header checksum or generating a |local network acknow edgnent
nmessage. If the header indicates that the nessage contains an
Internet datagram the datagramis passed to the Internet header
check routine. Al'l  other nmnessages received that do not pass

these tests are discarded.
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3.2 | P Header Checks

The I nternet header check routine perforns a nunber of
validity tests on the I P header. Datagrans that fail these tests
are di scarded causing an HW trap to be sent to the Internet
Network Operations Center (INOC) [7]. The follow ng checks are
currently perforned:

Proper | P Version Nunber
Valid | P Header Length ( >= 20 bytes)
Valid I P Message Length

Valid | P Header Checksum
Non-Zero Time to Live field

O O0OO0OO0OOo

After a datagram passes these checks, its Internet destination
address is examined to deternine if the datagramis addressed to
the gateway. Each of the gateway’'s internet addresses (one for
each network interface) is checked against the destination
address in the datagram |If a match is not found, the datagram

is passed to the forwardi ng routine.

If the datagramis addressed to the gateway itself, the 1P
options in the |IP header are processed. Currently, the gateway

supports the follow ng I P options:
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o NOP

o End of Option List

0 Loose Source and Record Route

0 Strict Source and Record Route
The datagramis next processed according to the protocol in the
P header. |If the protocol is not supported by the gateway, it

replies with an ICVMP error nessage and discards the datagram
The gateway does not support |IP reassenbly, so fragnmented

dat agrans which are addressed to the gateway are discarded.

3.3 Routing

The gateway nmust make a routing decision for all datagrans
that are to be to forwarded. The routing algorithm provides two
pi eces of information for the gateway: 1) the network interface
that should be used to send this datagram and 2) the destination
address that should be put in the local network header of the

dat agr am

The gateway nmi ntains a dynam ¢ Routing Tabl e which contains
an entry for each reachable network. The entry consists of a
networ k nunber and the address of the neighbor gateway on the

shortest route to the network, or else an indication that the
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gateway is directly connected to the network. A nei ghbor gateway
is one which shares a conmmon network with this gateway. The
di stance netric that is wused to determne which neighbor s

closest is defined as the "nunmber of hops," where a gateway is
considered to be zero hops fromits directly connected networks,
one hop froma network that is reachabl e via one ot her gateway,
etc. The Gateway-to-Gateway Protocol (GGP) is used to update the
Routing Table (see Section 4.4 describing the Gateway-to- Gat eway

Prot ocol ).

The gateway tries to match the destination network address
in the IP header of the datagramto be forwarded, with a network
inits Routing Table. If no match is found, the gateway drops
t he datagram and sends an | CMP Destinati on Unreachabl e nessage to
the I P source. |If the gateway does find an entry for the network
in its table, it wll use the network address of the nei ghbor
gateway entry as the local network destination address of the
dat agram However, if the final destination network is one that
the gateway is directly connected to, the destination address in
the 1ocal network header is created fromthe destinati on address

in the | P header of the datagram
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3.4 Redirects

If the routing procedure decides that an IP datagram is to
be sent back out the same network interface that it was read in,
then this gateway is not on the shortest path to the IP final
desti nati on. Nevert hel ess, the datagramwill still be forwarded
to the next address chosen by the routing procedure. If the
datagram is not wusing the |IP Source Route Option, and the IP
source network of the datagramis the same as the network of the
next gateway chosen by the routing procedure, an | CVP Redirect
message will be sent to the [P source host indicating that
anot her gateway should be used to send traffic to the final IP

desti nati on.

3.5 Fragnentation

The datagramis passed to the fragnentation routine after
the routing decision has been made. |[|f the next network through
whi ch the datagram nust pass has a maxi mum nmessage size that 1is
smaller than the size of the datagram the datagram nust be
fragnent ed. Fragnmentation is perforned according to the
algorithm described in the Internet Protocol Specification [1].

Certain | P options nmust be copied into the IP header of al
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fragments, and others appear only in the first fragnent according
to the IP specification. |If a datagramnust be fragnmented, but
the Don't fragnment bit is set, the datagramis discarded and an

| CMP error nessage is sent to the I P source of the datagram

3.6 Header Rebuild

The datagram (or the fragnments of the original datagram if
fragmentation was needed) is next passed to a routine that
rebuilds the Internet header. The Tinme to Live field is

decrenented by one and the | P checksumis reconputed.

The local network header is now  built. Using the
information obtained from its routing procedure, the gateway
chooses the network interface it considers proper to send the
datagram and to build the destination address in the |ocal

net wor k header.

3.7 CQutput

The datagramis now enqueued on an out put queue for delivery
towards its destination. A limt is enforced on the size of the

out put queue for each network interface so that a slow network

-10-
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does not unfairly wuse up all of the gateway’'s buffers. If a
dat agram cannot be enqueued due to the limt on the output queue
length, it is dropped and an HW trap is sent to the INOC. These
traps, and others of a simlar nature, are used by operational

personnel to nonitor the operations of the gateways.

-11-
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4 PROTOCOLS SUPPORTED BY THE GATEWAY

A nunber of protocols are supported by the gateway to
provi de dynani ¢ routing, nonitoring, debugging, and error

reporting. These protocols are described bel ow

4.1 Cross-Net Debuggi ng Protocol

The Cross-Net Debuggi ng Protocol (XNET) [8] is used to |oad
the gateway and to exanine and deposit data. The gat eway

supports the foll owi ng XNET op-codes:

NOP

Debug

End Debug
Deposi t

Exam ne

Create Process

O O0OO0O0OO0Oo

4.2 Host Monitoring Protoco

The Host Mnitoring Protocol (HW) [6] is used to collect
nmeasur ement s and status information from the gateways.
Exceptional conditions in the gateways are reported in HVP traps.
The status of a gateway’s interfaces, neighbors, and the networks

which it can reach are reported in the HW status nessage.

-12-
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Two types of gateway statistics, the Host Traffic Matrix and
the gateway throughput, are currently defined by the HW. The
Host Traffic Matrix records the nunber of datagrans that pass
through the gateway wth a given IP source, destination, and
prot ocol nunber. The gateway throughput nessage collects a
nunber of inportant counters that are kept by the gateway. The

current gateway reports the follow ng val ues:

o Datagrans dropped because destination net unreachable

o Datagrans dropped because destination host unreachabl e

o Per Interface:
Dat agrans received with IP errors
Dat agrans received for this gateway
Dat agrans received to be forwarded
Dat agr ans | ooped
Bytes received
Dat agrans sent, originating at this gateway
Dat agrans sent to destination hosts

Dat agr ans dropped due to flow control limtations
Dat agrans dropped due to full queue
Byt es sent

0o Per Nei ghbor:
Routing updates sent to
Routi ng updates received from
Dat agrans sent, originating here
Dat agrans forwarded to

Dat agr ans dropped due to flow control limtations
Dat agrans dropped due to full queue
Byt es sent

-13-
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4.3 | CW

The gateway will generate the followi ng | CMP nmessages under

appropriate circunstances as defined by the | CWP specification

[4]:

Echo Reply

Desti nati on Unreachabl e
Sour ce Quench

Redi r ect

Ti me Exceeded

Par anet er Probl em

I nformati on Reply

O O0OO0OO0OO0O0O0o

4.4 Gateway-to-Gateway Protoco

The gateway uses the Gateway-to-Gateway Protocol (G&P) to
determ ne connectivity to networks and nei ghbor gateways; it is
also used in the inplenentation of a dynanmic, shortest-path
routing algorithm The current GGP nessage formats (for rel ease

1003 of the gateway software) are presented in Appendi x A

4.4.1 Determning Connectivity to Networks

When a gateway starts running it assunes that all its

nei ghbor gateways are "down," that it is disconnected from

- 14-
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networks to which it is attached, and that the di stance reported
in routing updates from each neighbor to each network is

"infinity."

The gateway first determines the state of its connectivity
to networks to which it is physically attached. The gateway's
connection to a network is declared up if it can send and receive
internet datagranms on its interface to that network. Note that
the nmethod that the gateway uses to deternmine its connectivity to
a network is network-dependent. |In sonme networks, the host-to-
networ k protocol determ nes whether or not datagranms can be sent
and received on the host interface. In these networks, the
gateway sinply checks-status information provided by the protocol
in order to deternmine if it can conmmunicate with the network. In
ot her networks, where the host-to-network protocols are Iess
sophisticated, it nay be necessary for the gateway to send
datagrans to itself to determine if it can communicate wth the
net wor k. In these networks, the gateways periodically poll the
network using GGP network interface status nmessages [Appendix A]

to determine if the network interface is operational

The gateway has two rules relevant to conmputing di stances to

net wor ks: 1) if the gateway can send and receive traffic on its

-15-



DARPA I nternet Gateway Sept enber 1982
RFC 823

network interface, its distance to the network is zero; 2) if it
cannot send and receive traffic on the interface, its distance to
the network is "infinity." Note that if a gateway’'s network
interface is not working, it may still be able to send traffic to
the network on an alternate route via one of its neighbor

gat enays.

4.4.2 Determining Connectivity to Nei ghbors

The gateway determ nes connectivity to neighbors using a "K
out of N' algorithm Every 15 seconds, the gateway sends GGP
Echo nmessages [Appendix A] to each of its neighbors. The
nei ghbors respond by sending GGP echo replies. |If there is no
reply to Kout of N (current values are K=3 and N=4) echo
nmessages sent to a nei ghbor, the neighbor is declared down. |If a
nei ghbor is down and J out of M (current values are J=2 and M=4)
echo replies are received, the neighbor is declared to be up.
The values of J,KKMN and the tinme interval are operationa

paranet ers whi ch can be adjusted as required.

-16-
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4.4.3 Exchangi ng Routing Information

The gateway sends routing information in GGP Routing Update
nmessages. The gateway receives and transmits routing infornmation
reliably using sequence-nunbered nessages and a retransm ssion
and acknow edgnent scheme as expl ai ned bel ow. For each nei ghbor
the gateway renmenbers the Receive Sequence Nunmber, R, that it
received in the nost recent routing update fromthat nei ghbor
This value is initialized with the sequence nunber in the first

Routing Update received from a neighbor after that neighbor’s

status is set to On receipt of a routing update from a

up.
nei ghbor, the gateway subtracts the Receive Sequence Nunber, R
fromthe sequence nunber in the routing update, S. If this value
(S-R) is greater than or equal to zero, then the gateway accepts
the routing update, sends an acknow edgnent (see Appendix A) to
the neighbor containing the sequence nunber S, and repl aces the
Recei ve Sequence Nunber, R with S. If this value (S-R) is less
than zero, the gateway rejects the routing update and sends a

negati ve acknow edgrment [Appendix A] to the neighbor Wi th

sequence nunber R

The gateway has a Send Sequence Nunber, N, for sending

routing updates to all of its neighbors. This sequence nunber

-17-
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can be initialized to any value. The Send Sequence Nunber is
incremented each tinme a new routing update is created. On
recei ving an acknow edgnent for a routing update, the gateway
subtracts the sequence nunber acknow edged, A, fromthe Send
Sequence Number, N. If the value (N-A) is non-zero, then an old
routing update is being acknow edged. The gateway continues to
retransmit the npst recent routing update to the neighbor that
sent the acknow edgnent. If (NNA) is zero, the routing update
has been acknow edged. Note that only the nbst recent routing
update nust be acknow edged; if a second routing update is
generated before the first routing update is acknow edged, only

the second routing update nust be acknow edged.

If a negative acknow edgnment is received, the gateway
subtracts the sequence nunber negatively acknow edged, A from
its Send Sequence Nunber, N. If this value (NNA) is Iless than
zero, then the gateway replaces its Send Sequence Nunber, N, with
t he sequence nunber negatively acknow edged plus one, A+l, and
retransmits the routing update to all of its neighbors. If (NA)
is greater than or equal to zero, then the gateway continues to
retransmit the routing update using sequence nunber N. In order
to maintain the correct sequence nunbers at all gateways, routing

updates must be retransmitted to all neighbors if the Send

-18-
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Sequence Nunber changes, even if the routing information does not

change.

The gateway retransmits routing updates periodically until
they are acknowl edged and whenever its Send Sequence Nunber
changes. The gateway sends routing updates only to neighbors

that are in the "up" state.

4.4.4 Conputing Routes

A routing update contains a list of networks that are
reachable through this gateway, and the distance in "nunber of
hops" to each network nentioned. The routing update only
contains information about a network if the gateway believes that
it is as close or closer to that network then the neighbor which
is to receive the routing update. The network address may be an

internet class A, B, or C address.

The information inside a routing update is processed as
foll ows. The gateway contains an N x K distance natrix, where N
is the nunmber of networks and K is the nunber of neighbor
gat eways. An entry in this matrix, represented as dn(l,J), is

the distance to network |I from nei ghbor J as reported in the nopst

-19-
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recent routing update from nei ghbor J. The gateway al so contains
a vector indicating the connectivity between itself and its
nei ghbor gat eways. The values in this vector are conmputed as
di scussed above (see Section 4.4.2, Determ ning Connectivity to
Nei ghbor s) . The value of the Jth entry of this vector, which is
the connectivity between the gateway and the Jth neighbor, is

represented as d(J).

The gateway copies the routing update received fromthe Jth
nei ghbor into the appropriate row of the distance matrix, then
updates its routes as follows. The gateway calculates a mininmm
di stance vector which contains the mninmum distance to each
network from the gateway. The I1th entry of this vector

represented as MnD(l) is:

M nD(l) = mninmum over all neighbors of d(J) + dml,J)

where d(J) is the distance between the gateway and the Jth
nei ghbor, and dm(l,J) is the distance fromthe Jth neighbor to
the Ith network. |If the Ith network is attached to the gateway
and the gateway can send and receive traffic on its network
interface (see Section 4.4.2), then the gateway sets the |Ith

entry of the m nimum di stance vector to zero.

-20-
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Usi ng the m ni num di stance vector, the gateway conputes a
list of neighbor gateways through which to send traffic to each
network. The entry for a given network contains one of the

nei ghbors that is the mninmmdistance away fromthat network.

After updating its routes to the networks, the gateway
conmputes the new routing updates to be sent to its neighbors.
The gateway reports a network to a neighbor only if it is as
close to or closer to that network than its neighbor. For each
network |, the routing update contains the address of the network

and the mni mum di stance to that network which is MnD(l).

Finally, the gateway nust determ ne whether it should send
routing updates to its neighbors. The gateway sends new updates
to its neighbors if every one of the following three conditions
occurs: 1) one of the gateway’s interfaces changes state, 2)
one of the gateway’s nei ghbor gateways changes state, and 3) the
gateway receives a routing update from a neighbor that is
different fromthe update that it had previously received from
that nei ghbor. The gateway sends routing updates only to

nei ghbors that are currently in the "up" state.

The gateway requests a routing update from neighbors that

are in the "up" state, but fromwhich it has yet received a

-21-
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routi ng update. Routing updates are requested by setting the
appropriate bit in the routing update being sent [Appendix A].
Simlarly, if a gateway receives froma neighbor a routing update
in which the bit requesting a routing update is set, the gateway

sends the neighbor the npbst recent routing update.

4.4.5 Non-Routing Gateways

A Non-routing Gateway is a gateway that forwards internet
traffic, but does not inplement the GGP routing algorithm
Net wor ks that are behind a Non-routing Gateway are known a-priori
to Routing Gateways. There can be one or nore of these networks
whi ch are considered to be directly connected to the Non-routing
Gat eway. A Routing Gateway wll forward a datagramto a Non-
routing Gateway if it is addressed to a network behind the Non-
routing Gat eway. Routing Gateways currently do not send
Redirects for Non-routing Gateways. A Routing Gateway will
al ways use another Routing Gateway as a path instead of a Non-
routing Gateways if both exist and are the same nunber of hops
away fromthe destination network. The Non-routing Gateways path
will be used only when the Routing Gateway path is down; when the

Routing Gateway path cones back up, it will be used again.

-22.
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4.4.6 Adding New Nei ghbors and Networ ks

Gateways dynamically add routing information about new
nei ghbors and new networks to their tables. The gat eway
mai ntains a |list of neighbor gateway addresses. Wwen a routing
update is received, the gateway searches this list of addresses
for the Internet source address of the routing update nessage.
If the Internet source address of the routing update is not
contained in the list of neighbor addresses, the gateway adds
this address to the |list of neighbor addresses and sets the
nei ghbor’s connectivity status to "down." Routing updates are
not accepted from neighbors until the GGP polling nechani sm has

determ ned that the neighbor is up

This strategy of adding new neighbors requires that one
gat eway in each pair of neighbor gateways nust have the
nei ghbor’s address configured in its tables. The newest gateway
can be given a conmplete |list of neighbors, thus avoiding the need

to re-configure ol der gateways when new gateways are installed.

Gat eways obtain routing infornmati on about new networks in
several steps. The gateway has a list of all the networks for
which it currently maintains routing information. Wen a routing

update is received, if the routing update contains infornation

-23-
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about a new network, the gateway adds this network to the |ist of
networks for which it maintains routing information. Next, the
gateway adds the new network to its distance matriX. The
distance matrix conprises the is the matrix of distances (nunber
of hops) to networks as reported in routing updates from the
nei ghbor gat eways. The gateway sets the distance to all new
networks to "infinity," and then conputes new routes and new

routing updates as outlined above.

4.5 Exterior Gateway Protoco

The Exterior Gateway Protocol (EGP) is used to pernit other
gateways and gateway systens to pass routing infornmation to the
DARPA I nternet gateways. The use of the EGP permits the user to
perceive all of the networks and gateways as part of one tota
Internet system even though the "exterior" gateways are disjoint
and may wuse a routing algorithm that is different and not
conpatible with that wused in the "interior" gateways. The

i nportant elenments of the EGP are:

o Nei ghbor Acquisition
The procedure by which a gateway requests that it beconme a

nei ghbor of another gateway. This is used when a gateway
wants to becone a nei ghbor of another in order to pass

-24-
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routing information. This includes the capability to accept
or refuse the request.

0 Nei ghbor Up/ Down

The procedure by which a gateway decides if another gateway
is up or down.

0 Network Reachability | nformation

The facility used to pass routing and neighbor information
bet ween gat eways.

0 Gateway Coi ng Down
The ability of a gateway to informother gateways that it is
going down and no longer has any routes to any other
networks. This pernits a gateway to go down in an orderly
way Wi thout disrupting the rest of the Internet system

A conplete description of the EGP can be found in [I1EN 209, the

"Exterior Gateway Protocol" [10].
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5 GATEWAY SCOFTWARE

The DARPA Internet Gateway runs wunder the MOS operating

system[9] which provides facilities for:

Mul tipl e processes

I nt er process conmuni cation
Buf f er managenent
Asynchronous i nput/ out put
Shareabl e real -ti ne cl ock

O O0OO0OO0OOo

There is a MOS process for each network that the gateway is
directly connected to. A data structure called a NETBLOCK
contains variables of interest for each network and pointers to
|l ocal network routines. Net wor k processes run conmpn gat eway
code while network-specific functions are dispatched to the
routines pointed to in the NETBLOCK. There are al so processes
for gateway functions which require their own timng, such as GGP

and HWP.

5.1 Software Structure

The gateway software can be divided conceptually into three
parts: MOS Device Drivers, Network software, and Shared Gateway

sof t war e.
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5.1.1 Device Drivers

The gateway has a set of routines to handle sending and
receiving data for each type of hardware interface. There are
routines for initialization, initiation, and interruption for
both the transmit and receive sides of a device. The gateway

supports the followi ng types of devices:

a) ACC LSI-11 1822
b) DEC | MP1lla 1822
c) ACC LHDH 1822

d) ACC VDHL1E

e) ACC VDHL1C

f) Proteon Ring Network
g) RSRE HDLC

h) Interlan Ethernet
i) BBN Fi bernet

i) ACC XQ CP X.25 **
k) ACC XQ CP HDH **

5.1.2 Network Software

For each connected network, the gateway has a set of eight
routines which handle |l|ocal network functions. The network

routines and their functions are described briefly bel ow

** Pl anned, not yet supported.
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Up. net Perform local network initialization such as
flapping the 1822 ready |ine.

Sg. net Handl e specific local network timing functions
such as timing out 1822 Destination Deads.

Rc. net A nmessage has been received from the network
interface. Check for any input errors.

W. net A nessage has been transnitted to the network
interface. Check for any output errors.

Rs. net Set up a buffer (or buffers) to receive mnessages
on the network interface.

V. net Transnit a nessage to the network interface.

Hc. net Check the local network header of the received
nessage. Perform any local network protocol
t asks.

Ho. net Rebuil d the |l ocal network header.

There are network routines for the following types of

net wor ks:

o Arpanet (a,b,c,Kk)

o Satnet (d,e,k)

o0 Proteon Ring Network (f)

o Packet Radio Network (a,b,c)

0 Rsre HDLC Null Network (Q)

o Ethernet (h)

o Fibernet (i)

o Telenet X 25 (j) **

Not e:

* %

The letters in parentheses refer to the device drivers used

Pl anned, not yet supported.
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for each type of network as described in the previous section.

5.1.3 Shared Gateway Software

The internet processing of a datagramis performed by a body
of code which is shared by the network processes. This code
includes routines to check t he | P header, perform [|P
fragnentation, calculate the | P checksum forward a datagram and

i npl erent the routing, nonitoring, and error reporting protocols.

5.2 (Gateway Processes

5.2.1 Network Processes

When the gateway starts up, each network process calls its
| ocal network initialization routine and read start routine. The
read start routine sets up two maxi mum network size buffers for
receiving datagrans. The network process then waits for an input

conpl ete signal fromthe network device driver

When a nessage has been received, the MOS COperating System
signals the appropriate network process with an input conplete

signhal. The network process wakes up and executes the net read
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conpl ete routine. After the message has been processed, the

network process waits for nore input.

The net read conplete routine is the maj or nmessage
processing loop in the gateway. The following actions are

performed when a nessage has been received:

Call Local Network Read Conpl ete Routine
Start nore reads

Check | ocal Network Header

Check I nternet header

Check if datagramis for the gateway
Forward the datagramif necessary

Send | CVWP error nessage if necessary.

O O0OO0OO0OO0O0O0o

5.2.2 GGGEP Process

The GGP process periodically sends GGP echos to each of the
gateway’ s nei ghbors to determ ne nei ghbor connectivity, and sends
interface status nessages addressed to itself to deternine
network connectivity. The GGP process al so sends out routing
updat es when necessary. The details of the algorithnms currently
inplemrented by the GG process are given in Section 4.4,

Gat eway-t o- Gat eway Protocol, and in Appendi x C
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5.2.3 HW Process

The HMP process handles tinmer-based gateway statistics

collection and the periodic transm ssion of traps.
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APPENDI X A. GGP Message Fornmats

Note that the GGP protocol is currently undergoing extensive

changes to introduce the Exterior Gateway Protocol facility; this

is the vehicle needed to pernmit gateways in other systens to

exchange routing information with the gateways described in this

docunent .

Each GGP nessage consists of an Internet header followed by

one of the nessages expl ai ned below. The values (in decimal) in

the I nternet header used in a GGP nessage are as follows.

Ver si on

| HL

Type of Service
Total Length

I D, Flags,
Fragment O f set

Time to Live

Pr ot ocol

Header Checksum

4.

Internet header length in 32-bit words.
0.

Length of Internet header and data in
octets.

0.

Time to live in seconds. This field is
decrenent ed at | east once by each
machi ne that processes the datagram

Gat eway Protocol = 3.

The 16 bit one’s conplenment of the one's
compl ement sum of all 16-bit words in

the header. For conmputing the checksum
the checksum field should be zero.
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Sour ce Address The address of the gateway's interface
from which the nessage is sent.

Desti nati on Address The address of the gateway to which the
nessage i s sent.
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ROUTI NG UPDATE

0

1

0123456789012345
T S i S S S S

! Gat eway Type

! unused (0)

i S I S I T
! Sequence Number

di stance 1
net 11

!
+-
!
+-
!
+-
! net 12
+-

T S T T S S S T sl S S N SUp S S

! net 1nl

T S T T S S S T sl S S N SUp S S

need- updat e
ik S T S Y S Y S

I n-distances

!
+
!
T S I i S S S
!
+

! nl-di st !

T T T S i S S S SV AR SIS

T T T S i S S S SV AR SIS

T S S o T i S S S S S

di stance n

T T T S i S S S SV AR SIS

T T T S i S S S SV AR SIS

+-

!

+-

! netnl
+-

! net n2
+-

T T T S i S S S SV AR SIS

T S T T S S S T sl S S N SUp S S

! nn-di st !

T S S e i S T s sl S SIS T S SUR S

Sept enmber

1982

2 bytes
2 bytes
2 bytes
2 bytes

1, 2 or 3
byt es
1, 2 or 3
byt es

nl nets at
dist 1

ndiéf gr oups
of nets
2 bytes

1, 2 or 3
byt es
1, 2 or 3
byt es

! net nnn rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr s nn o nets at

oo et e e e e - - - - b+ 4+-4+ 0 dist N

Gat eway Type 12 (decinal)

Sequence Number The 16-bit sequence nunber used to
identify routing updates.

need- updat e An 8-bit field. This byte is set to 1

- 34-



DARPA | nt er net Gat eway
RFC 823

n- di st ances

di stance 1

nl-di st

net 11

net 12

net 1nl

Sept enmber 1982

if the source gateway requests a routing
update fromthe destination gateway, and
set to O if not.

An 8-bit field. The nunber of
di stance-groups reported in this update.
Each di stance-group consi sts of a
di stance value and a nunber of nets,
foll owed by the actual net numbers which
are reachable at that distance. Not al
di stances need be report ed.

hop count (or other distance neasure)
whi ch applies to this distance-group.

nunmber of nets which are reported in
thi s di stance-group

1, 2, or 3 bytes for the first net at
di stance "di stance 1".

second net
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ACKNOWNLEDGVENT or NEGATI VE ACKNOW.EDGVENT

0 1 2 3

01234567890123456789012345678901
il aT T T S S S S S i ot SR S YR S S T ot S S
| Gateway Type | Unused | Sequence number |
il aT T T S S S S S i ot SR S YR S S T ot S S

Gat eway Type Acknow edgnents are type 2. Negati ve
acknow edgnents are type 10.
Sequence Number The 16-bit sequence nunber that the

gateway is acknow edging or negatively
acknow edgi ng.
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GGP ECHO and ECHO REPLY

0

1

Sept enmber 1982

2 3

01234567890123456789012345678901
T T T S S s S S S e T T S S S S

+- +-
| Gateway Type
+- +-

Unused |

T T T S S S i Sy SIS S S A S S S NS

Gat eway Type

Sour ce Address

8 for echo nessage; O for echo reply.

In an echo nessage, this is the address
of the gateway on the sane network as
t he nei ghbor to which it is sending the
echo nmessage. |n an echo reply nessage,
the source and destination addresses are
sinply reversed, and the remainder is
ret urned unchanged.
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NETWORK | NTERFACE STATUS

0 1 2 3
01234567890123456789012345678901
il aT T T S S S S S i ot SR S YR S S T ot S S
! Gateway Type ! unused !
il aT T T S S S S S i ot SR S YR S S T ot S S

Gat eway Type 9

Sour ce Address

Desti nati on Address The address of the gateway's network
i nterface. The gateway can send Net

Interface Status nessages to itself to
determne if it is able to send and
receive traffic on its net wor k
i nterface.
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APPENDI X B. I nformation Mi ntained by Gateways

In order to inplenment the shortest-path routing algorithm
gateways mnust nmintain information about their connectivity to
networks and other gateways. Thi s section expl ai ns t he
informati on rmaintained by each gateway; this information can be

organi zed into the followi ng tables and vari abl es.

o Nunber of Networks

The nunber of networks for which the gateway maintains
routing information and to which it can forward traffic.

o Nunber of Neighbors

The nunber of neighbor gateways with which the gateway
exchanges routing information.

0 Gateway Addresses
The addresses of the gateway’s network interfaces.
0 Nei ghbor Gateway Addresses

The address of each neighbor gateway’'s network interface
that is on the sanme network as this gateway.

0 Nei ghbor Connectivity Vector

A vector of the connectivity between this gateway and each
of its neighbors.

o Distance Matrix

A matrix of the routing updates received from the neighbor
gat eways
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M ni mrum Di st ance Vect or
A vector containing the nininmumdistance to each network.
Routi ng Updates from Non-Routi ng Gat eways
The routing updates that would have been received from each
non-routing neighbor gateway which does not participate in
this routing strategy.

Routing Tabl e

A tabl e containing, for each network, a list of the neighbor
gat eways on a mni numdi stance route to the network.

Send Sequence Nunber

The sequence nunber that will be wused to send the next
routing update.

Recei ve Sequence Nunbers

The sequence nunbers that the gateway received in the |ast
routi ng update fromeach of its neighbors.

Recei ved Acknow edgnent Vect or
A vector indicating whether or not each neighbor has

acknow edged the sequence nunber in the nost recent routing
updat e sent.
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APPENDI X C. GGP Events and Responses

The following Ilist shows the GGP events that occur at a

gat enay

and the gateway’'s responses. The variables and tables

referred to are |listed above.

o Connectivity to an attached network changes.

OO0 TYD

Update the M ni num Di stance Vector.

Reconput e the Routing Updat es.

Recomput e the Routing Tabl e.

I f any routing update has changed, send the new routing
updat es to the nei ghbors.

o Connectivity to a nei ghbor gateway changes.

PoooT

Updat e the Nei ghbor Connectivity Vector.

Reconput e the M ni mum Di stance Vector.

Reconput e the Routing Updat es.

Reconput e the Routing Tabl e.

I f any routing update has changed, send the new routing
updat es to the nei ghbors.

0 A Routing Update nessage is received.

a.

Conpare the Internet source address of the Routing Update
nmessage to the Nei ghbor Addresses. |If the address is not
on the list, add it to the Iist of Neighbor Addresses,
increment the Nunber of Neighbors, and set the Receive
Sequence Number for this neighbor to the sequence nunber
in the Routing Update nessage.

Conpare the Receive Sequence Nunber for this neighbor to
the sequence nunber in the Routing Update nessage to

determ ne whether or not to accept this nessage. |If the
nmessage is rejected, send a Negative Acknow edgnent
nmessage. If the nessage is accept ed, send an

Acknow edgment nessage and proceed with the follow ng
st eps.
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c. Conpare the networks reported in the Routing Update
nmessage to the Number of Networks. |If new networks are
reported, enter themin the network vectors, increase the
nunber of networks, and expand the Distance Matrix to
account for the new networks.

d. Copy the routing update received into the appropriate row
of the Distance Matri Xx.

e. Reconpute the M nimum Di stance Vector
f. Reconpute the Routing Updates.
g. Reconpute the Routing Table.

h. If any routing update has changed, send the new routing
updates to the nei ghbors.

0 An Acknow edgnent nessage is received.

Conpare the sequence nunber in the nessage to the Send
Sequence Nurnber . If the Send Sequence Nunber is
acknowl edged, update t he entry in t he Recei ved
Acknow edgnent Vector for the neighbor that sent the
acknow edgnent .

0 A Negative Acknow edgnent nessage is received.
Conpare the sequence nunber in the nessage to the Send

Sequence Nunber. |If necessary, replace the Send Sequence
Nunber, and retransmt the routing updates.
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