Net wor k Wor ki ng Group D. Green

Request for Comments: 1679 P. Irey
Cat egory: I nfornmational D. Marl ow
K. O Donoghue

NSWC- DD

August 1994

HPN Wor ki ng Group Input to the | Png Requirenents Solicitation
Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

Thi s docunent was subrmitted to the IETF IPng area in response to RFC
1550. Publication of this docunent does not inply acceptance by the
| Png area of any ideas expressed within. Conments shoul d be
submitted to the big-internet @unnari.oz.au mailing list.

Executive Sunmary

The Navy’'s Hi gh Perfornance Network (HPN) working group has studied
the requirenents of mission critical applications on Navy platfornmns.
Based on this study, three basic categories of issues for |Png have
been identified. The assunptions identified include acconmopdation of
current functionality, conmmercial viability, and transitioning. The
general requirenents identified include addressing, integrated
services architecture, mobility, nulticast, and rapid route
reconfiguration. Finally, the additional considerations identified
include fault tol erance, policy based routing, security, and tine
synchroni zti on. The HPN working group is interested in participating
with the IETF in the devel opnent of standards which would apply to
m ssion critical systems. In particular, the HPN working group is
interested in the devel opnment of nulticast functionality, an

i ntegrated services architecture, and support for high perfornance
subnet wor ks.

1. | nt r oducti on

The HPN wor ki ng group has been established to study future network
architectures for nmission critical applications aboard Navy
platforms. As a result, the HPN working group is interested in the
results of the IPng selection and devel opnent process. This docunent
is a product of discussions within the HPN working group.
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The purpose of this docunent is to provide what the HPN working group
perceives as requirenments for an | Png protocol set. Many of the
necessary capabilities exist in current Internet and | SO network
protocols; however, the HPN working group has identified needed
capabilities that are beyond the existing standards.

The HPN wor ki ng group has identified three categories of topics for

di scussion in this docunment. The first category is assunptions or
those topics that the HPN working group believes the | Png process
will solve satisfactorily w thout specific Navy input. The second
category is general requirenments. These are capabilities that are
felt to be insufficiently addressed in existing network protocols and
of key inportance to Navy mission critical applications. Finally, a
set of additional considerations has been identified. These are al so
i ssues of inportance to the HPN working group. However, no gui dance
or specific requests can be provided at this tinme.

2. Backgr ound

The US Navy has set up a programthrough the Space and Naval Warfare
Systens Command cal | ed the Next Generation Conputer Resources (NGCR)
Program The purpose of this programis to identify the evol ving
needs for information systemtechnology in Navy mission critica
systens. The NGCR Hi gh Performance Network (HPN) working group was
recently established by the NGCR programto examni ne hi gh perfornance
networks for use on future Navy platfornms (aircraft, surface ships,
submari nes, and certain shore-based applications). This working group
is currently review ng Navy needs. The requirenents provided bel ow
are based on the HPN working group’s current understandi ng of these
Navy application areas. The application areas of interest are further
exam ned below. The tine frane for design, devel opnent, and

depl oynment of HPN based systens and subsystens is 1996 into the
twenty first century.

Three general probl em donai ns have been identified by the HPN worki ng
group. These are the particular problemdomains within a m ssion
critical environnent that the HPN working group is targeting. The
first is a distributed conmbat system environnment. This problem
domain is anal ogous to a collection of workstations involved in many
varied applications involving nultiple sources and types of

i nformation. Anal og, audio, digital, discrete, graphic, textual,

vi deo, and voice infornmation nmust be coordinated in order to present
a single concise view to a conmander, operator, or any end user. The
second problem area highlights the general internetworking
environnent. The task of noving information to many het erogeneous
systens over various subnetworks is addressed. Finally, the problem
of providing a high speed interconnect for devices such as sensors
and signal processors is identified. [1]
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2.1 Application Area

The application area of HPN is the conmunication network which is a
conponent of the mission critical systens of Navy platfornms. The
expected end points or users of the HPN i nclude hunans, conputers,
and the many devices (caneras, etc.) found on such platforns. The
function of these end points includes sensor input, signal

processors, operator consoles, navigation systens, etc. The endpoints
are typically grouped into systems both on platforns and at shore-
based sites. These systens perform functions including | ong range

pl anni ng, analysis of sensor information, and nmachinery control in
real -time.

Information types that have been identified as required by the HPN
wor ki ng group include voice, live and pre-recorded audi o ranging from
voice to CD quality (e.g., fromsensors), video (1 to 30 franes per
second in both nonochrome and color), inmage data (static or from
real -time sensors), reliable and connectionless data transfer, and
very hi gh-bandw dth (gigabits per second) unprocessed sensor data.
2.2 Servi ces

Anot her way of categorizing the HPN application area is by
consi dering the user services that need to be supported. Some of
t hese services are the foll ow ng:

1. process to process nessage passing

2. distributed file and dat abase mani pul ati on

3. e-mail (both within the platformand off the platform

4. tel econferencing (with the platform between platfornms, and
across the Internet)

5. vi deo nonitoring of various physical environnents

6. voi ce distribution (as a m ni mum between conputer processes
and peopl e)

7. i mage services
8. ti me synchroni zation
9. nane or directory services

10. network and system managenent
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11. security services (support of multilevel data security,
privacy and protection)

3. Assunpti ons

The assunptions docunented bel ow are concerns that the HPN worki ng
group presunmes will be accommmodated in the |Png process. However,
they are of enough inportance to this working group to nerit

i dentification.

3.1 Accomodati on of Current Functionality

The I Png protocols need to provide for at |east the existing
functionality. In particular, the follow ng i ssues have been
i dentified.

1) The I Png protocols need to provide for the basic
connectionless transfer of information fromone end-point to
anot her.

2) The I Png protocols need to support rmultiple subnetwork
technol ogies. This includes but is not linited to Ethernet,
FDDI, Asynchronous Transfer Mde (ATM, Fiber Channel, and
Scal abl e Coherent Interface (SCl). These are the subnetwork
technol ogi es that are of particular interest to the HPN
wor ki ng group. ldeally, IPng protocols should be subnetwork
i ndependent .

3) The 1 Png protocols need to support hosts that may be
nmul ti homed. Multihoned in this context inplies that a single
host may support nultiple different subnetwork technol ogies.
Mul ti honmed hosts nust have the capability to steer the traffic
to sel ected subnetworKks.

4) The |1 Png process needs to recognize that | Png may be only one
of several network protocols that a host utilizes.

5) The |1 Png process needs to provide for appropriate network
managenent in the finished product. Network nanagenent is of
vital inportance to the applications of interest to the HPN
wor Ki ng group.

3.2 Commercial Viability
As is the case in the conmercial world, the HPN working group feels

strongly that the IPng protocols nust be comercially viable. This
includes but is not limted to the follow ng issues:
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1) The I Png protocols nust function correctly. The Navy cannot
afford to have network protocol problenms in mssion critical
systens. There nust be a high degree of confidence that the
protocols are technically sound and nulti-vendor
interoperability is achievable.

2) The I Png protocols nust have the support of the
commercial /industrial comunity. This may first be
denmonstrated by a strong consensus within the I ETF comunity.

3.3 Transition Pl an

The Navy has a | arge nunber of existing networks including both
Internet and | SO protocols as well as a nunber of proprietary
systens. As a mininum the IPng effort nust address how to
transition fromexisting |IP based networks. Additionally, it would be
desirable to have some guidance for transitioning from other network
protocols including, but not Iimted to, CLNP and ot her commonly used
network protocols. The transition plan for |IPng needs to recognize
the large existing infrastructure and the lack of funds for a full
scale immediate transition. There will, in all likelihood, be a |ong
period of co-existence that shoul d be addressed.

4. General Requirenents

The general requirenments docunmented bel ow are topics that the HPN
wor ki ng group considers to be of vital inportance in a network
protocol solution. It is hoped that the IPng solution will address
all of these issues.

4.1  Addressing

The HPN wor ki ng group has identified initial addressing requirenents.
First, a large nunber of addresses are required. |In particular, the
nunber of addressable entities on a single platformw |l range from
the 100's to 100, 000. The nunber of large platfornms (ships,

submari nes, shore based sites) will range froma few hundred to
several thousand. In addition, there will be 500 to 1000 or nore
small platforms, primarily aircraft. Since it is expected that in
the future many of these platforns will be connected to gl oba

networ ks, the addresses nust be gl obally unique.

The second requirenent identified is for sone form of addressing
structure. It is felt that this structure should be flexible enough
to allow for logical structures (not necessarily geographical) to be
applied. It is also felt that this is inportant for the

i npl enentation of efficient routing solutions. In addition, the
addressing structure must support rmulticast group addressing. At a
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m ni num 2**16 gl obal Iy uni que mul ti cast groups must be
di sti ngui shabl e per platform

4.2 Integrated Services Architecture

An inportant goal of the HPN working group is to identify existing
and energi ng technol ogi es which provi de nechani sns for integrating
the services required by mission critical Navy systenms. The HPN
wor ki ng group has identified two classes of problens under the
general category of integrated services. The first is to provide for
the multiple types of services identified in section 2.1. It is
required to support these services in an integrated fashion in order
to be able to correlate (in tine) related streans of infornmation.

The second cl ass of problens relates to the predictabl e nanagenent of
the various traffic flows associated with the above identified
services. Wile many of these services require the delivery of a PDU
within a specified tine window, the applications in a mssion
critical environnent can demand nore stringent requirenents. In areas
where real-tine systens are in use, such as machi nery control

narrower and/or nore predictable delivery wi ndows may be required
than in the case of the delivery of audio or video streans. The

m ssion critical environment also requires the ability to assign
end-to-end inportance to instances of communications (i.e.,

i nvocations of a particular service). For exanple, an ongoing video
stream may need to yield to machinery control conmands to ensure that
the commands are received before their deadline. The expense of this
action is to degrade tenporarily the video streamquality.

The HPN wor ki ng group is | ooking for mechanisnms in the | Png protocols
to provide for both of these classes of problens in an integrated
fashion. An integrated services architecture reduces design and
integration conplexities by providing a uniformset of tools for use
by the mission critical system designer and application devel oper.
Finally, the integrated services architecture nust be flexible and
scal abl e so that new services can be added in the future with m nimum
i npact on systens using it. The HPN working group has intentionally
avoi ded nmentioning particul ar nmechani snms that can be used to sol ve
sone of these problenms in order to avoid requiring a particular

sol uti on.

4.3 Mobility

The HPN wor ki ng group has identified two classes of nmobility for the
Navy m ssion critical environnent. First, nost platforns are

t hensel ves nobile. As these platfornms nove fromport to port or from
flight deck to flight deck, it is inmportant that they are able to
conmuni cate with a nunber of defense installations via a genera
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infrastructure. Additionally, it is feasible that systems within a
single platformmy be nobile. Mintenance and damage assessnent
requires |large amounts of information at nunerous |ocations on a
platform This information could possibly be nmade avail abl e through
nobi | e term nal s.

4.4 Mul ti cast

Mul ticast transfer is a very critical IPng requirenment for the Navy's
m ssion critical systems. Aboard a Naval platformthere are many
hosts (e.g., workstations) connected via nunerous subnetworks. These
hosts are all working different aspects of the problem of keeping the
platformoperational to performits mssion. In support of this
environnent, nulticast transfer is needed to share data that is
needed by nultiple hosts. For exanple, aboard a ship platform
environnental data (roll, pitch, heading...) is needed by al nost al
systens. Video conferencing may be used for conmunication anong
operati onal personnel at multiple places aboard this ship. Video
conferencing could al so be used for comuni cating with personnel on
other platforns or at shore facilities. Both of these exanples, in
addition to a nunber of DoD and NATO studi es, have highlighted the
need for multicast functionality in nmission critical systens.

One of the limting factors with the present IP version 4 nulticast
is the optional nature of this nmulticast, particularly with respect
to routers. The use of tunnels, while enabling the initial deploynent
of multicast in the Internet, appears to limt its potential. The HPN
wor ki ng group believes that the best approach to provision of

mul ticast functionality is to consider it as a basic functionality to
be provided by IPng. In addition, sensible mechani sns are needed to
control nmulticast traffic (i.e., scope control). Finally, support is
required to enable nmulticast functionality in IPng in areas such as
group addressing and scal abl e multicast routing.

4.5 Rapi d Route Reconfiguration

The HPN project will be using very high bandw dth subnetwork
technology. In the mission critical environnment one very inportant
problemis placing a very |ow bound on the tinme it takes to identify
a subnetwork problem and to conplete the necessary route
reconfigurations. The Navy’'s mission critical environment needs to be
able to trade-off bandwi dth to enable a short
detection/reconfiguration tinme on subnetwork faults. A maxi mum bound
onthis tine is felt to be less than 1 second.
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5. Addi ti onal consi derations

This section represents additional concerns of the mssion critical
envi ronment which may inmpact |1Png. The HPN working group felt that
these issues are inportant for the mission critical environnent;
however, it was not clear how or whether it is necessary to
accommopdate themin IPng solutions. It may suffice that designers of
| Png are aware of these issues and therefore do not preclude
reasonabl e solutions to these probl ens.

51 Faul t Tol er ance

The mission critical environnent is particularly sensitive to the
area of fault tolerance. Any nechani sns that can be accompdat ed
within the I Png protocol set, including routing and managenent, to
support various levels of fault tolerance are desirable. In
particular, the follow ng features should be supported: error
detection, error reporting, traffic analysis, and status reporting.

5.2 Pol i cy Based Routing

The HPN wor ki ng group feels that there may be sonme uses for policy
based routing within the Navy’s mission critical systems. The
primary interest is in support of a very capable security facility.

O her uses discussed are as a neans for keeping certain types of data
on certain subnetworks (for nultiply honed hosts) and providing for
automatic reconfiguration in the event of particular subnetwork
failures.

5.3 Security

Security is an inportant requirenment for nost Navy applications and
thus the ability for the network functions to be designed to support
security services are essential. The following are several security
services in particular that the HPN worki ng group believes the
network function should be able to support: rule based access
control, |abeling, authentication, audit, connection oriented and
connectionl ess confidentiality, selective routing, traffic flow
confidentiality, connection oriented and connectionless integrity,
deni al of service protection, continuity of operations, and
precedence/ preenption. |In addition to these services, the network
function should al so support the security managenment of these
security services. In particular, key managenent is of inportance.

Currently, the IPSEC of the | ETF has several draft nmenos being
considered to incorporate various security services in the network
functions. It is of concern to the HPN working group that the I Png be
abl e to support the concepts currently being devel oped by the | PSEC
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and al so provide the ability for the addition of future security
servi ces.

5.4 Ti me Synchroni zati on

Ti me synchroni zati on anong the vari ous conponents of m ssion critical
systens is of vital inportance to the Navy. It is desirable to be
abl e to synchroni ze systens on nultiple subnetworks via a network

| ayer infrastructure. Some hooks for time synchronization can be
envi sioned in the network |layer. However, the HPN working group
feels that, as a mininum efficient tinme synchronization algorithns
nmust be able to function above an IPng infrastructure. For HPN
systens, it is desirable that a time-of-day synchronization
capability be supported of at |east an accuracy of one nicrosecond
anong all hosts in a platformor canpus network. The |Png protocols
shoul d not arbitrarily prevent this type of synchronization
capability.

6. Concl usi ons
A nunber of concerns specific to mission critical systens targeted by
t he HPN wor ki ng group have been identified. The HPN working group is
interested in participating with the IETF in the devel opnent of
standards which would apply to nmission critical systenms. In
particular, the HPN working group is interested in the devel opnent of
mul ticast functionality, an integrated services architecture, and
support for high performance subnetworks.
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Security issues are discussed in Section 5.3.
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