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Experi ence with the BGP Protocol

1. Status of this Meno.

This meno provides information for the Internet conmunity. |t does
not specify an Internet standard. Distribution of this meno is
unlimted.

2. I ntroduction.

The purpose of this nenp is to docunent how the requirenents for
advancing a routing protocol to Draft Standard have been satisfied by
Border Gateway Protocol (BGP). This report docunents experience wth
BGP. This is the second of two reports on the BGP protocol. As
required by the Internet Activities Board (1 AB) and the Internet

Engi neering Steering Goup (IESG, the first report will present a
performance anal ysis of the BGP protocol.

The remai ning sections of this meno docunment how BGP sati sfies
General Requirements specified in Section 3.0, as well as

Requi rements for Draft Standard specified in Section 5.0 of the
"Internet Routing Protocol Standardization Criteria" docunment [1].

This report is based on the work of Dennis Ferguson (University of
Toronto), Susan Hares (MERI T/ NSFNET), and Jessica Yu ( MERI T/ NSFNET) .
Details of their work were presented at the Twentieth | ETF neeting
(March 11-15, 1991, St. Louis) and are available fromthe | ETF

Pr oceedi ngs.

Pl ease send coments to iwg@i ce. edu.
3. Acknow edgenents.

The BGP protocol has been devel oped by the | WH BGP Wirki ng Goup of
the Internet Engineering Task Force. W would |ike to express our
deepest thanks to Guy Alnes (Rice University) who was the previous
chairman of the IWG Working G oup. W also like to explicitly thank
Bob Hinden (BBN) for the review of this docunent as well as his
constructive and val uabl e comments.

BGP Wor ki ng G oup [ Page 1]



RFC 1266 Experience with the BGP Protocol Cct ober 1991

4. Docunentation

BGP is an inter-autononous systemrouting protocol designed for the
TCP/IP internets. Version 1 of the BGP protocol was published in RFC
1105. Since then BGP Versions 2 and 3 have been devel oped. Version 2
was docunented in RFC 1163. Version 3 is docunented in [3]. The
changes between versions 1, 2 and 3 are explained in Appendix 3 of
[3]. Mst of the functionality that was present in the Version 1 is
present in the Version 2 and 3. Changes between Version 1 and
Version 2 affect nostly the format of the BGP nessages. Changes

bet ween Version 2 and Version 3 are quite ninor.

BGP Version 2 renoved fromthe protocol the concept of "up", "down",
and "horizontal" relations between autononbus systens that were
present in the Version 1. BGP Version 2 introduced the concept of
path attributes. |In addition, BGP Version 2 clarified parts of the
protocol that were "underspecified'. BGP Version 3 |ifted sone of
the restrictions on the use of the NEXT_HOP path attribute, and added
the BGP ldentifier field to the BGP OPEN nessage. It also clarifies
the procedure for distributing BGP routes between the BGP speakers

wi thin an autononous system Possible applications of BGP in the
Internet are docunented in [2].

The BGP protocol was devel oped by the | W& BGP Worki ng Group of the

I nternet Engi neering Task Force. This Wrking Goup has a nailing
list, iwg@i ce. edu, where discussions of protocol features and
operation are held. The | WF BGP Working G oup neets regularly during
the quarterly Internet Engineering Task Force conferences. Reports of
these neetings are published in the | ETF s Proceedi ngs.

5. MB

A BGP Managenent |nformati on Base has been published [4]. The MB
was witten by Steve WIllis (swillis@wellfleet.con) and John Burruss
(jburruss@wel I fleet.com.

Apart froma few systemvariables, the BGP MB is broken into two
tabl es: the BGP Peer Table and the BGP Received Path Attribute Table.
The Peer Table reflects informati on about BGP peer connections, such
as their state and current activity. The Received Path Attribute
Tabl e contains all attributes received fromall peers before |ocal
routing policy has been applied. The actual attributes used in
determ ning a route are a subset of the received attribute table.

The BGP MBis quite small. It contains total of 27 objects.
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6. Security architecture.

BGP provides flexible and extendi bl e mechani sm for authentication and
security. The nechanismallows to support schenes with various degree
of conplexity. Al BGP sessions are authenticated based on the BGP
Identifier of a peer. In addition, all BGP sessions are authenticated
based on the autononpbus system nunber advertised by a peer. As part
of the BGP authentication nmechanism the protocol allows to carry
encrypted digital signature in every BGP nessage. Al authentication
failures result in sending the NOTIFI CATI ON nessages and i nmedi ate
term nati on of the BGP connection

Since BGP runs over TCP and I P, BG' s authentication schene may be
augnented by any authentication or security mnmechani sm provi ded by
either TCP or IP

7. 1 npl enentations.

There are multiple interoperable inplenentations of BGP currently
avai l abl e. This section gives a brief overview of the three

conpl etely independent inplenmentations that are currently used in the
operational Internet. They are:

- cisco. This inplenmentati on was whol |y devel oped by ci sco.
It runs on the proprietary operating system used by the
cisco routers. Consult Kirk Lougheed (| ougheed@i sco.com
for nore details.

- "gated". This inplenentation was devel oped whol ly by Jeff
Honig (jch@isci.cit.cornell.edu) and Dennis Ferguson

(denni s@Anet.CA). It runs on a variety of operating systens
(4.3 BSD, AIX, etc...). It is the only available public domain
code for BGP. Consult Jeff Honig or Dennis Ferguson for nore
detail s.

- NSFNET. This inplenmentati on was devel oped whol | y by Yakov
Rekht er (yakov@vatson.ibmcon). It runs on the T1 NSFNET
Backbone and T3 NSFNET Backbone. Consult Yakov Rekhter for
nore details.

To facilitate efficient BGP inpl enentations, and avoid comonly nmade
nm st akes, the inplenmentation experience with BGP in "gated" was
docunented as part of RFC 1164. |Inplenentors are strongly encouraged
to follow the inplenentation suggestions outlined in that docunent.

Experience with inplenenting BGP showed that the protocol is

relatively sinple to inplenment. On the average BGP i npl ementation
takes about 1 man/nonth effort.
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Note that, as required by the IAB/IESG for Draft Standard status,
there are multiple interoperable conpletely independent
i npl enent ations, nanmely those fromcisco, "gated", and |BM

8. Operational experience.
This section di scusses operational experience with BGP

BGP has been used in the production environment since 1989. This use
involves all three inplenmentations |isted above. Production use of
BGP includes utilization of all significant features of the protocol.
The present production environnent, where BGP is used as the inter-
aut ononous systemrouting protocol, is highly heterogeneous. In
terms of the Iink bandwidth it varies from56 Kbits/sec to 45
Miits/sec. In terns of the actual routes that run BGP it ranges from
a relatively slow performance PC/ RT to a very high performance

RS/ 6000, and includes both the special purpose routers (cisco) and

t he general purpose workstations running UNIX. In terns of the actual
topologies it varies froma very sparse (spanning tree or a ring of
CA*Net) to a quite dense (Tl or T3 NSFNET Backbones).

At the tine of this witing BGP is used as an inter-autononbus system
routi ng protocol between the foll owi ng autononmous systens: CA*Net, T1
NSFNET Backbone, T3 NSFNET Backbone, T3 NSFNET Test Network, ClI CNET,
MERI T, and PSC. Wthin CA*Net there are 10 border routers
participating in BGP. Wthin T1 NSFNET Backbone there are 20 border
routers participating in BGP. Wthin T3 NSFNET Backbone there are 15
border routers participating in BG. Wthin T3 NSFNET Test Network
there are 7 border routers participating in BG. Wthin ClH CNET there
are 2 border routers participating in BG. Wthin MERIT there is 1
border router participating in BGP. Wthin PSC there is 1 router
participating in BGP. All together there are 56 border routers
spanni ng 7 autononous systens that are running BGP. Qut of these, 49
border routers that span 6 autononous systens are part of the
operational Internet.

BGP is used both for the exchange of routing information between a
transit and a stub autononmpbus system and for the exchange of routing
i nformati on between multiple transit autononmous systens. It covers
bot h the Backbones (CA*Net, T1 NSFNET Backbone, T3 NSFNET Backbone),
and t he Regi onal Networks (PSC, MERIT).

Wthin CA*Net, T3 NSFNET Backbone, and T3 NSFNET Test Network BGP is
used as the exclusive carrier of the exterior routing information
bot h between the autononpbus systens that correspond to the above
networ ks, and with the autononobus system of each network. At the tine
of this witing within the T1 NSFNET Backbone BGP is used together

wi th the NSFNET Backbone Interior Routing Protocol to carry the
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exterior routing information. Tl NSFNET Backbone is in the process of
nmoving toward carrying the exterior routing information exclusively
by BGP. The full set of exterior routes that is carried by BGP is
wel | over 2,000 networKks.

Oper ati onal experience described above invol ved nulti-vendor
depl oynment (cisco, "gated", and NSFNET).

Specific details of the operational experience with BGP in the NSFNET
were presented at the Twentieth | ETF neeting (March 11-15, 1991, St
Louis) by Susan Hares (MERI T/ NSFNET). Specific details of the
operational experience with BGP in the CA*Net were presented at the
Twentieth | ETF neeting (March 11-15, 1991, St. Louis) by Dennis
Ferguson (University of Toronto). Both of these presentations are
avail able in the I ETF Proceedi ngs.

Oper ati onal experience with BGP exercised all basic features of the
protocol, including the authentication and routing | oop suppression.

Bandwi dt h consuned by BGP has been neasured at the interconnection
poi nts between CA*Net and T1 NSFNET Backbone. The results of these
measurenents were presented by Dennis Ferguson during the |ast |ETF,
and are available fromthe | ETF Proceedi ngs. These results showed
clear superiority of BGP as conpared with EGP in the area of
bandwi dt h consumed by the protocol. Observations on the CA*Net by
Denni s Ferguson, and on the T1 NSFNET Backbone by Susan Hares
confirmed clear superiority of BGP as conpared with EGP in the area
of CPU requirenents.

9. Using TCP as a transport for BGP.
9.1. Introduction.

On nul tiple occasions sone nenbers of | ETF expressed concern about
using TCP as a transport protocol for BGP. In this section we exam ne
the use of TCP for BGP in terns of:

- real versus perceived problens

- offer potential solutions to real problens
- perspective on the convergence problem

- concl usi ons

BGP is based on the increnental updates. This is done intentionally
to conserve the CPU and bandwi dth requirenents. Extensive operational
experience with BGP in the Internet showed that indeed the use of the
i ncremental updates allows significant saving both in terns of the
CPU utilization and bandw dth consunption. However, to operate
correctly the incremental updates nmust be exchanged over a reliable
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transport. BGP uses TCP as such transport. It had been suggested
that another transport protocol would be nore suitable for BGP.

9.2. Exami nation of Problenms - Real and "perceived"

Ext ensi ve operational experience with BGP in the Internet showed that
the only real problemthat was attributed to BGP in general, and the
use of TCP as the transport for BGP in particular, was its sl ow
convergence in presence of congestion. This problemwas experienced
in CA*Net. As we nentioned before, CA*Net is conmposed of 10 routers
that forma ring. The routers are connected by 56 Kbits/sec |inks.

Al'l links are heavily utilized and are often congested. Experience
with BGP in CA*Net showed that unless special neasures are taken, the
protocol may exhi bit sl ow convergence when BGP information is passed
over the slow speed (56 Kbits/sec) congested links. This is because a
| arge percentage of packets carrying BGP infornation are being
dropped due to congestion. Therefore, there are three inter-related
probl ens: congestion, packet drops, and the resulting sl ow
convergence of routing under congestion and packet drops.

bserve, that any transport protocol used by BGP woul d have
difficulty preventing packets from being dropped under congestion
since it has no direct control over the routers that drop the
packets, and the congestion has nothing to do with the BGP traffic.
Therefore, since BGP is not the cause of congestion, and cannot
directly influence dropping at the routers, replacing TCP (as the BGP
transport) with another transport protocol would have no effect on
packets being dropped due to congestion. W think that once a network
i s congested, packets will be dropped (regardless of whether these
packets carry BGP or any other information), unless special measures
outside of BGP in general, and the transport protocol used by BGP in
particul ar, are taken.

| f packets carrying routing information are |ost, any distributed
routing protocol will exhibit slow convergence. |If quick convergence
is viewed as inportant for a routing within a network, special
measures to mnimze the | oss of packets that carry routing
i nformati on nust be taken. The next section suggests sone possible
nmet hods.

9.3. Solutions to the problem

Two possi bl e neasures could be taken to reduce the drop of BGP
packets which sl ows convergence of routing:

1) alleviate the congestion

2) reduce the percentage of BGP packets that are dropped due
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to congestion by marki ng BGP packets and setting policies to
routers to try not to drop BGP packets

Al'leviating the network congestion is a subject outside the contro
of BGP, and will not be discussed in this paper.

Operational experience with BGP in CA*Net shows that reducing the
per cent age of BGP packets dropped due to congestion by marking them
and setting policies to routers to try not to drop BGP packets

conpl etely solves the problem of slow convergence in presence of
congesti on.

The BGP packets can be marked (explicitly or inplicitly) by the
foll ow ng three nethods:

a) by neans of | P precedence (Internetwork Control)
b) by using a well-known TCP port nunber

c) by identifying packets by just source or destination IP
addr ess.

Appendi x 4 of the BGP protocol specification, RFC 1163, recommends
the use of IP precedence (Internetwork Control) because the
precedence provides a well-defined mechanismto mark BGP packets.

The method of a well-known TCP port nunber to identify packets is
simlar to the one that was used by Dave MIIs in the NSFNET Phase |
Dave MIls identified Telnet traffic by a well known TCP port nunber,
and gave it priority over the rest of the traffic. CA*Net identified
BGP traffic based on it’s source and destination |P address. Packets
receive a priority if either the source or the destination |IP address
bel ongs to CA*Net.

| f packets that carry the routing information are being dropped
(because of congestion), one also may ask about how does a particul ar
routi ng protocol react to such an event. In the case of BGP the
packets are retransnitted using the TCP retransni ssion nechanism It
seens pl ausi ble that being nore aggressive in ternms of the

retransm ssion should have positive effect on the convergence. This
can be done conpletely within TCP by adjusting the TCP retransm ssion
timers. However, we would like to point out that the change in the
retransm ssion strategy should not be viewed as a cure for the

probl em since the root of the problemlies in the way how packets
that carry the BGP information are handled within a congested
network, and not in how frequently the |ost packets are
retransmtted.

It should al so be pointed out that the [ocal systemcan control the

BGP Wor ki ng G oup [ Page 7]



RFC 1266 Experience with the BGP Protocol Cct ober 1991

anount of data to be retransmitted (in case of a congestion or
| osses) by adjusting the TCP Wndow size. That allows to control the
anmount of potentially obsolete data that has to be retransmtted.

9.4. Perspective on the Convergence Probl em

To put the convergence problemin a proper perspective, we'd like to
poi nt out that much of the Internet now uses EGP at AS borders,
ensuring that routing changes cannot be guaranteed to propagate
between ASes in less than a few mnutes. It would take huge amount of
congestion to slow BGP to this pace. Additionally, the problens of
EGP in the face of packet |oss are well known and far exceed any

i magi nabl e probl em BG?/ TCP ni ght ever suffer. Therefore, the worst
case behavior of BGP is about the sanme as the steady case behavior of
EGP.

Wthin an AS the speed of convergence of the AS s IG in the face of
congestion is of far greater concern than the propagation speed of
BGP, and i ndeed avoiding |oss of packets carrying 1GP, and a nore
aggressive transport is simlarly of nuch greater inportance for an
| GP than for BGP

The issue of BGP convergence is of exaggerated inportance to CA*Net
since CA*Net carries no information about external routes in its IGP.
CA*Net uses BCGP to transfer external routes for use in conmputing
internal routes through the CA*Net network. The reason CA*Net does
this has nothing to do wth BGP. Under nore ordinary circunstances an
| GP carries external routing information for use in conputing
internal routes. CA*Net shows that BGP can work under extreme stress.
However, it’s results should not be taken as the norm since nost
networks will use BGP in a different (and | ess stressful)
configuration, where informati on about external routes will be
carried by an | GP.

9. 5. Concl usion.

The extensive operational experience with BG showed that the only
problemattributed to BG® was the sl ow convergence problemin
presence of congestion. W denonstrated that this probl em has
nothing to do with BGP in general, or with TCP as the BGP transport
in particular, but is directly related to the way how packets that
carry routing information are handled within a congested network. The
docunent suggests possi bl e ways of solving the problem W would
like to point out that the issue of convergence in presence of
congested network is inportant to all distributed routing protocol,
and not just to BGP. Therefore, we recommend that every routing
protocol (whether it is intra-autononous system or inter-autononous
systen) should clearly specify howits behavior is affected by the
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congestion in the networks, and what are the possible nechanisns to
avoi d the negative effect of congestion (if any).
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Security Considerations
Security issues are discussed in section 6.
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