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Measur enent of Host Costs for Transmitting Network Data
Background for the UTAH Ti m ng Experinents

Since October 1971 we, at the University of U ah, have had very large
comput e bound jobs running daily. These jobs would run for many cpu
hours to achieve partial results and used resources that nay be
better obtained el sewhere. W felt that since these processes were
being treated as batch jobs, they should be run on a batch nachine.

To neet the needs of these "batch" users, in March of this year, we
devel oped a progranfl] to use the Renote Job Service System (RJS) at
UCLA-CCN. RJS at UCLA is run on an | BM 360/ 91.

Sone exanpl es of these jobs were (and still are!):
(a) Algebraic sinplification (using LISP and REDUCE)
(b) Applications of partial differential equation solving
(c) Waveform processing (both audi o and vi deo)

The characteristics of the jobs run on the 91 were snmall data decks
bei ng submitted to RIS and nassive print files being retrieved. Wth
one exception: The waveform processing group needed, fromtine to
time, to store large data files at UCLA for |ater processing. Wen
this group did their processing, they retrieved very |arge punch
files that were later displayed or listened to here.

When the program becane operational in late march -- and started
bei ng used as a matter of course -- users conplained that the program
page faulted frequently. W restructured the programso that the
parts that were often used did not cross page boundari es.

The protocol with RIS at UCLA requires that all prograns and data to
be transmtted on the data connection be blocked[2]. This neans that
we simulate records and bl ocks with special headers. This we found
to be another probl em because of the conputation and core space

i nvol ved. This conputation took an appreciabl e amount of time and
core space we found because of our real core size that we were being
charged an excessive anount due to page faulting. The page faulting
al so reduced our real-tinme transm ssion rate to the extent that we
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felt are-wite of the transmtting and receiving portions of the
program was needed. In order that the programreceive the best
service fromthe system these portions optinized so that they each
occupied a little over half of a page. As we now had so few pages in
core at any one tinme, the TENEX schedul er could give the program
preference over |arger working set jobs. (As an asi de, because of our
limted core, we have witten a small (one and one half pages) editor
in order to provide an interactive text editing service.)

The mechanismto access the network under TENEX is file oriented.
This neans byte-in (BIN) and byte-out (BOUT) nust be used to

comuni cate with another host. The basic tinmng of these two
instructions (in the fast node) is 120 us per byte to get the data
onto or off of the network[3]. A distinction was nade because the
TENEX nonitor nmust do sone "bit shuffling"” to ready the users bytes
to be transmitted or it nust put the network nmessages into sonme form
that is convenient for the user. This is the "slow bin, bout" and

occurs once per nessage. |If the users bytes are 36 bits long then it
will take an average of 500 us per nmessage. |If the bytes have to be
unpacked fromthe nmessage to be usable, then it my take up to a
mlli-second depending on the size of the nessage[3].

Measurenents and Results

We found by timing various portions of the programthat the RIS
program was using 600 to 700 us per bit byte or between 75 and 85

m cro-seconds of chargeable cpu tinme per bit. (See tables 1 and 2 for
actual results). A short discussion of how these figures were
obtained is nowin order. NOTE! W have not been trying to neasure
network transm ssion rates; Rather, how nuch it costs us to take a
program (data) fromour disk and send it to another host to be
execut ed (processed).

Columm 1 is the clock tinme (real-tinme) fromwhen the first byte was
brought in fromthe disk until the last byte had gone onto the
network. (O fromthe time we received the first byte fromthe
network until the disk file was cl osed).

Colum 2 is conputed in the same nmanner as colum 1 except that it is
the chargeabl e runtine for the process.

Colum 3 is the actual nunber of bytes that went onto or cane from
the network. The letter that follows this colum indicates the
direction. E.G s for sending to UCLA, r for receiving from UCLA).

Col um 4 was cal cul ated by the follow ng fornmnul a:
Bits per second = (real-tinme)/((nunber of bytes)*8)
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Colum 5 was cal cul ated by the formul a:
us/ bit (chargeabl e runtine)*1000/ (( nunber of bytes)*8)

Columm 6 is the 5 minute | oad average. (See TENEX docurentation for
details.)

Usi ng these figures we can conclude that for a nillion bits of
information -- progranms to be executed or data -- it would take 75 to
85 cpu seconds to transmit. At a cost of $474.60 per cpu hour on
TENEX s[5], this mllionbits would cost $9.90 to 11.20 to transfer
fromthe originating host and potentially the same for the foreign
host to receive. This is about 33 to 37 tines higher than the

predi cted network transni ssion costs[4].

It is to be noticed that, in some cases, for prograns to be
transmtted over the network, the cost incurred by transmitting them
was greater than the cost of executing these prograns at the foreign
host !

I11. Analysis

There may be nunerous ways to reduce the cost of the network to the
host :

(a) Treat the network not as a file device but as an interprocess
conmuni cati ons devi ce[ 6] .

(b) Create an 'intelligent’ network input/output device. This
woul d, of course, be custom zed for individual types of
operating systens and hardware configurations. For TENEX
systens this could be inplenented as the ability to do mapping
operations fromthe users virtual nenory "directly’ onto the
network. In any case, this intelligent network device would
be required to handl e the various protocols for the host.

Some changes may be required in the NCP protocols.

A way to reduce the cost of the RIS program (the one neasured in
tables 1 and 2) would be to change the RJS-UCLA protocol. One
possi bl e change is to allow hosts the option of using 32 bit bytes
(because it nmay be nore efficient!) instead of the 8 bit bytes now
required by the protocol.

Basically, it is our belief, that, in order to nmake the network as
vi abl e economically as was antici pated by the authors of
reference[ 4], much work is needed on host nachi nes and network
protocols rather than on further refinenents of the comrunication
devi ces invol ved.
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