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OSPF Dat abase Overfl ow
Status of this Meno

This neno defines an Experinmental Protocol for the Internet
comunity. This meno does not specify an Internet standard of any
ki nd. Discussion and suggestions for inprovenment are requested.
Distribution of this neno is unlimted.

Abstract

Proper operation of the OSPF protocol requires that all OSPF routers
mai ntain an identical copy of the OSPF |ink-state database. However,
when the size of the |ink-state database becones very |l arge, sone
routers nay be unable to keep the entire database due to resource
shortages; we termthis "dat abase overflow'. Wien dat abase overfl ow
is anticipated, the routers with limted resources can be
accommodat ed by configuring OSPF stub areas and NSSAs. This neno
details a way of gracefully handling unantici pated dat abase

overfl ows.

This nenp is a product of the OSPF Working G oup. Please send
comments to ospf @at ed. cornel | . edu.
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Overvi ew

OSPF requires that all OSPF routers within a single area maintain an
i dentical copy of the OSPF |ink-state database. However, when the
size of the link-state database becones very |arge, sone routers nay
be unable to keep the entire database due to resource shortages; we
termthis "database overflow'. For exanple, a regional network may
have a very | arge OSPF dat abase because it is inporting a |arge
nunber of external routes into OSPF. Unl ess database overflow is
handl ed correctly, routers will end up with inconsistent views of the
network, possibly leading to incorrect routing.

One way of handling database overflow is to encase routers having
limted resources within OCSPF stub areas (see Section 3.6 of [1]) or
NSSAs ([2]). AS-external-LSAs are onitted fromthese areas’ |ink-
state dat abases, thereby controlling database size.

However, unexpected database overfl ows cannot be handled in the above
manner. This neno describes a way of dynanmically |limting database
si ze under overflow conditions. The basic nmechanismis as foll ows:

(1) A paraneter, ospfExtLsdbLimt, is configured in each router
i ndi cati ng the maxi mum nunmber of AS-external-LSAs (excluding
those describing the default route) that are allowed in the
i nk-state database. This parameter nust be the sane in al
routers in the routing domain (see Section 2.1); synchronization
of the paraneter is achieved via network managenent.

(2) I'n any router’s database, the nunber of AS-external-LSAs
(excluding default) is never allowed to exceed ospfExtLsdbLimt.
If a router receives a non-default AS-external -LSA that woul d
cause the limt of ospfExtLsdbLimt to be exceeded, it drops the
LSA and does NOT acknow edge it.

(3) If the nunber of non-default AS-external-LSAs in a router’s
dat abase hits ospfExtLsdbLimit, the router a) flushes all non-
default AS-external -LSAs that it has itself originated (see
Section 2.2) and b) goes into "Overfl owState".

(4) Wiile in OverflowState, the router refuses to originate any
non-default AS-external -LSAs (see Section 2.3.2).

(5) Optionally, the router can attenpt to | eave OverflowState after
the configurabl e paraneter ospfExitOverflow nterval has el apsed
since entering OverflowState (see Section 2.4). Only at this
poi nt can the router resune originating non-default AS-
ext er nal - LSAs.
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The reason for limting non-default AS-external-LSAs, but not other
LSA types, is twofold. First of all, the non-default AS-external LSAs
are the nost likely to dom nate database size in those networks with
huge databases (e.g., regional networks; see [5]). Second, the non-
default AS-external-LSAs can be viewed as "optional™ in the follow ng
sense: the router can probably be nonitored/reconfigured w thout

them (However, using sinilar strategies, other LSA types can al so be
limted; see Section 5.)

The method of dealing with database overfl ow descri bed herein has the
foll owi ng desirable properties:

0 After a short period of convergence, all routers will have
identical l|ink-state databases. This database will contain | ess
than ospf Ext LsdbLinit non-default AS-external-LSAs.

0 At all tinmes, routing WTHI N the OSPF Aut ononmous System wil |
remain i ntact. Among other things, this neans that the routers
will continue to be manageabl e.

0 Default routing to external destinations will also remain
intact. This hopefully will nmean that a | arge anmount of externa
connectivity will be preserved, although possibly taking |Iess
ef ficient routes.

0 | f paranmeter ospfExitOverflow nterval is configured, the OSPF
systemwi || recover fully and automatically (i.e., wthout
net wor k managenent intervention) fromtransi ent database
overflow conditions (see Section 2.4).

I mpl emrentation details

This section describes the mechani smfor dealing with database
overflow in nore detail. The section is organi zed around the concept
Overfl owSt ate, describing how routers enter the OverflowState, the
operation of the router while in OverflowState, and when the router
| eaves Overfl owSt at e.

2.1. Configuration

The followi ng configuration paraneters are added to support the
dat abase overflow functionality. These paraneters are set by
net wor k managenent .

ospf Ext LsdbLi mi t
When the nunber of non-default AS-external-LSAs in a
router’s link-state database reaches ospfExtLsdbLimt, the
router enters OverflowState. The router never holds nore

[ Page 3]



RFC 1765 OSPF Dat abase Overfl ow March 1995

Moy

t han ospf ExtLsdbLimt non-default AS-external-LSAs in its
dat abase.

ospf Ext LsdbLi mit MJST be set identically in all routers
attached to the OSPF backbone and/or any "regul ar" OSPF
area. (This nmeno does not pertain to routers contained

wi thin OSPF stub areas nor NSSAs, since such routers do not
receive AS-external -LSAs.) |If ospfExtLsdbLimt is not set
identically in all routers, then when the database

overflows: 1) the routers will NOT converge on a common

i nk-state database, 2) incorrect routing, possibly
including routing loops, will result and 3) constant
retransm ssion of AS-external -LSAs will occur. ldentical
setting of ospfExtLsdbLimt is achieved/ ensured by network
managenent .

When ospfExtLsdbLinmit is set in a router, the router nust
have sonme way to guarantee that it can hold that many non-
default AS-external-LSAs in its |link-state database. One way
of doing this is to preallocate resources (e.g., nenory) for
the configured nunber of LSAs.

ospf Exi t Over fl ow nt er val
The nunber of seconds that, after entering OverflowState, a
router will attenpt to | eave OverflowState. This all ows the
router to again originate non-default AS-external-LSAs. When
set to 0, the router will not |eave OverflowState unti
restarted. The default setting for ospfExitOverflow nterval
is O.

It is not necessary for ospfExitOverflow nterval to be
configured the sanme in all routers. A smaller value may be
configured in those routers that originate the "nore

i mportant” AS-external -LSAs. In fact, setting

ospf Exi t Overfl owm nterval the sane nmay cause probl ens, as
multiple routers attenpt to | eave Overfl owState

si mul t aneously. For this reason, the val ue of

ospf Exi t Overfl ow nterval nust be "jittered" by randomy
varying its value within the range of plus or mnus 10

per cent before using.

.2. Entering OverflowState

The router enters OverflowState when the nunber of non-default
AS-external -LSAs in the database hits ospfExtLsdbLimt. There are
two cases when this can occur. First, when receiving an LSA during
flooding. In this case, an LSA which does not already have a

dat abase instance is added in Step 5 of Section 13 of [1]. The
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second case is when the router originates a non-default AS
external -LSA itsel f.

Whenever the router enters OverflowState it flushes all non-
default AS-external-LSAs that it itself had originated. Flushing
is acconplished through the premature agi ng schene described in
Section 14.1 of [1]. Only self-originated LSAs are flushed; those
originated by other routers are kept in the |ink-state database.

Qperation while in Overfl owState

Wiile in OverflowState, the flooding and origination of non-
default AS-external-LSAs are nodified in the follow ng fashion

2.3.1. Modifications to Fl ooding

Fl ooding while in OverflowState is nodified as follows. If in
Step 5 of Section 13 of [1l], a non-default AS-external-LSA has
been received that a) has no current database instance and b)
woul d cause the count of non-default AS-external-LSAs to exceed
ospf ExtLsdbLimit, then that LSA is discarded. Such an LSA is
not installed in the Iink-state database, nor is it

acknow edged.

When all routers have identical values for ospfExtLsdbLinit (as
required), the above flooding nodification will only be invoked
during a short period of convergence. During convergence, there
will be retransnissions of LSAs. However, after convergence the
retransm ssions will cease, as the routers settle on a database
havi ng | ess than ospf Ext LsdbLi mt non-default As-external-LSAs.

In Overfl owState, non-default AS-external -LSAs ARE still
accepted in the follow ng conditions:

(1) If the LSA updates an LSA that currently exists in the
router’s |ink-state database.

(2) LSAs having LS age of MaxAge are always accepted. The
processing of these LSAs follows the procedures
described in Sections 13 and 14 of [1].

(3) If adding the LSA to the router’s database woul d keep

t he nunber of non-default AS-external-LSAs |ess than or
equal to ospfExtLsdbLimt, the LSA is accepted.
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2.3.2. (Oiginating AS-external-LSAs

Originating AS-external -LSAs is described in Section 12.4.5 of
[1]. Wen a router is in OverflowState, it does not originate
non-default AS-external -LSAs. In other words, the only AS-
external -LSAs originated by a router in OverflowState have Link
State ID 0.0.0.0.

2.3.3. Receiving self-originated LSAs

Receiving self-originated LSAs is described in Section 13.4 of
[1]. Wen in OverflowState, a router receiving a self-

origi nated non-default AS-external-LSA responds by flushing it
fromthe routing domain using the premature agi ng schene
described in Section 14.1 of [1].

Leavi ng Overfl owSt ate

If ospfExitOverflow nterval is non-zero, then as soon as a router
enters OverflowState, it sets a timer equal to the val ue of

ospf Exi t Overfl ow nterval (plus or minus a randomvalue in the
range of 10 percent). When this tiner fires, the router |eaves
Overfl owState and begi ns originating non-default AS-external-LSAs
agai n.

This allows a router to automatically recover fromtransient
overfl ow conditions. For exanple, an AS boundary router that
imports a great many AS-external -LSAs may crash. Qther routers may
then start inporting the routes, but until the crashed AS boundary
router is either a) restarted or b) its AS-external -LSAs age out,
there will be a much | arger database than usual. Since such an
overflow is guaranteed to go away i n MaxAge seconds (1 hour),
automati c recovery nmay be appropriate (and fast enough) if the
overfl ow happens off-hours.

As soon as the router |eaves OverflowState, it is again eligible
to reenter OverflowState according to the text of Section 2.2.

exanpl e

an exanpl e, suppose that a router inplenents the database overfl ow

logic, and that its ospfExtLsdbLinmt is 10,000 and its
ospfExitOverflowm nterval is set to 600 seconds. Suppose further that
the router itself is originating 400 non-default AS-external-LSAs,
and that the current nunmber of non-default AS-external-LSAs in the
router’s database is equal to 9, 997
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Next, it receives a Link State Update packet from a nei ghbor
containing 6 non-default AS-external-LSAs, none of which have current
dat abase copies. The first two LSAs are then installed in the

dat abase. The third LSAis also installed in the database, but causes
the router to go into OverflowState. Going into Overfl owState causes
the router to flush (via premature aging) its 400 self-originated
non-default LSAs. However, these 400 LSAs are still considered to be
part of the |ink-state database until their re-flooding (with age set
to MaxAge) is acknow edged (see Section 14 of [1]); for this reason
the last three LSAs in the received update are di scarded without
bei ng acknow edged.

After some small period of tinme all routers will converge on a conmon
dat abase, having |l ess than 10,000 non-default AS-external -LSAs.
During this convergence period there may be sone |link-state

retransm ssions; for exanple, the sender of the above Link State
Updat e packet may retransnmt the three LSAs that were discarded. |f
this retransmni ssion happens after the flushing of the 400 self-
originated LSAs is acknow edged, the 3 LSAs will then be accepted.

Going into OverflowState al so causes the router to set a tiner that
will fire some tine between 540 and 660 seconds later. \Wen this
timer fires, the router will |eave OverflowState and re-originate its
400 non-default AS-external -LSAs, provided that the current database
has | ess than 9600 (10,000 - 400) non-default AS-external-LSAs. I|f
there are nore than 9600, the tiner is sinply restart ed.

Adm ni strative response to database overfl ow

Once the link-state database has overflowed, it may take intervention
by network managenent before all routing is restored. (If the
overflow condition is transient, routing may be restored
automatically; see Section 2.4 for details.) An overflow condition is
i ndi cated by SNMP traps (see Appendi x B). Possible responses by a

net wor k nanager may i ncl ude:

0 I ncreasing the value of ospfExtLsdbLinit. Perhaps it had been
set too conservatively, and the routers are able to support
| arger dat abases than they are currently configured for

0 I solating routers having limted resources within OSPF stub
areas or NSSAs. This would allow increasing the val ue of
ospf ExtLsdbLimt in the remaining routers.

0 Reeval uating the need to inport certain external routes. If
ospf Ext LsdbLi mit cannot be increased, the network manager wl|
want to nmake sure that the nore inportant routes continue to be
imported; this is acconplished by turning off the inporting of
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| ess inportant routes.
Oper ati onal experience

The dat abase overfl ow schenme described in this neno has been

i npl enented in the Proteon router for a nunber of years, with the
followng differences. First, the router did not |eave Overfl owState
until it was restarted (i.e., ospfExitOverflow nterval was al ways 0).
Second, default AS-external-LSAs were not separated from non-default
AS-external -LSAs. Qperationally the scheme perforned as expected:
during overflow conditions, the routers converged on a conmnon

dat abase having | ess than a configured nunber of AS-external-LSAs.

Possi bl e enhancement s
Possi bl e enhancenments to the overfl ow schene include the foll ow ng:

0 O her LSA types, with the exception of the transit LSAs
(router-LSAs and network-LSAs), could be linmited in a sinlar
fashion. For example, one could limt the nunber of summary-
LSAs, or group-nenbership-LSAs (see [6]).

0 Rat her than flushing all of its non-default AS-external-LSAs
when entering OverflowState, a router could flush a fixed nunber
whenever the database size hits ospfExtLsdbLinit. This would
allow the router to prioritize its AS-external -LSAs, flushing
the |l east inportant ones first.

Rel ated M B paraneters

The following OSPF M B vari abl es have been defined to support the
dat abase overfl ow procedure described in this meno (see [4] for nore
i nformation):

ospf Ext LsdbLi mi t
As in Section 2.1 of this neno, the maxi rum nunber of non-
default AS-external -LSAs that can be stored within the database.
If set to -1, thereis nolimt.

ospf Exi t Over fl ow nt er val
As in Section 2.1 of this neno, the nunber of seconds that,

after entering OverflowState, a router will attenpt to |eave
OverflowState. This allows the router to again originate non-
default AS-external-LSAs. When set to O, the router will not

| eave OverflowState until restarted.
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ospf LsdbOver f 1 ow

A trap indicating that the nunber of non-default AS-external-
LSAs has exceeded or equal ed ospfExtLsdbLimt. In other words,
this trap indicates that the router is entering Overfl owsSt ate.

ospf LsdbAppr oachi ngOver f | ow

A trap indicating that the nunber of non-default AS-external-
LSAs has exceeded ninety percent of "ospfExtLsdbLimt"
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Security Considerations

Security issues are not discussed in this neno.
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