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0. PREFACE

Thi s docunment is a snapshot of the work of the Router Requirenents
wor ki ng group as of Novenber 1991. At that tinme, the working group had
essentially finished its task. There were sonme final technical matters
to be nailed down, and a great deal of editing needed to be done in
order to get the docunment ready for publication. Unfortunately, these
tasks were never conpl et ed.

At the request of the Internet Area Director, the current editor took
the last draft of the docunent and, after consulting the mailing |ist
archives, neeting mnutes, notes, and other nmenbers of the working
group, edited the docunent to its current form This effort included
the following tasks: 1) Deleting all the parenthetical material (such as
editor’s coments). Useful information was turned into DI SCUSSI ON
sections, the rest was deleted. 2) Conpleting the tasks listed in the
|ast draft’s To be Done sections. As a part of this task, a new "to be
done" list was devel oped and included as an appendix to the current
docunment. 3) Rolling Philip Alnguist’s "Rumi nations on the Next Hop"
and "Rum nations on Route Leaking" into this docunment. These represent
significant work and should be kept. 4) Fulfilling the last intents of
the working group as determined fromthe archival material. The intent
of this effort was to get the docunent into a formsuitable for
publication as an Hi storical RFC so that the significant work which went
into the creation of this docunent woul d be preserved.

The content and form of this docunent are due, in large part, to the

wor ki ng group’s chair, and docunment’s original editor and author: Philip
Al mgui st.  Wthout his efforts, this docunent woul d not exist.
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1. | NTRODUCTI ON

The goal of this work is to replace RFC-1009, Requirenents for Internet
Gateways ([INTRO 1]) with a new docunent.

This nenp is an internediate step toward that goal. It defines and

di scusses requirenments for devices which performthe network |ayer
forwardi ng function of the Internet protocol suite. The Internet
community usually refers to such devices as |IP routers or sinply
routers; The OSI conmunity refers to such devices as internediate
systens. Many ol der Internet docunents refer to these devices as

gat eways, a nane which nore recently has largely passed out of favor to
avoi d confusion with application gateways.

An I P router can be distinguished fromother sorts of packet sw tching
devices in that a router examines the IP protocol header as part of the
switching process. It generally has to nodify the I P header and to
strip off and replace the Link Layer fram ng.

The authors of this meno recognize, as should its readers, that many
routers support multiple protocol suites, and that support for nultiple
protocol suites will be required in increasingly |arge parts of the
Internet in the future. This nmeno, however, does not attenpt to specify
Internet requirements for protocol suites other than TCP/IP

Thi s docunent enunerates standard protocols that a router connected to
the Internet nust use, and it incorporates by reference the RFCs and
ot her docunents describing the current specifications for these
protocols. It corrects errors in the referenced docunents and adds
addi ti onal discussion and gui dance for an inplenmentor.

For each protocol, this final version of this nmeno al so contains an
explicit set of requirenments, reconmendations, and options. The reader
nmust understand that the list of requirenents in this meno is inconplete
by itself; the conplete set of requirements for an Internet protocol
router is primarily defined in the standard protocol specification
docunments, with the corrections, anmendnents, and suppl enments contai ned
in this nmeno.

This meno should be read in conjunction with the Requirenents for
Internet Hosts RFCs ([INTRO 2] and [INTRO 3]). Internet hosts and
routers nust both be capable of originating |IP datagranms and receiving
| P dat agranms destined for them The mgjor distinction between |nternet
hosts and routers is that routers are required to inplenment forwarding
al gorithns and Internet hosts do not require forwardi ng capabilities.
Any Internet host acting as a router nust adhere to the requirenents
contained in the final version of this neno.
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The goal of open systeminterconnection dictates that routers nust
function correctly as Internet hosts when necessary. To achieve this,
this nmeno provides guidelines for such instances. For sinplification
and ease of docunent updates, this nmeno tries to avoid overl appi ng

di scussions of host requirenments with [INTRO 2] and [INTRG 3] and

i ncorporates the relevant requirenments of those docunents by reference.
In some cases the requirenments stated in [INTRO 2] and [I NTRO 3] are
superseded by the final version of this docunent.

A good-faith inplenentation of the protocols produced after carefu
reading of the RFCs, with sone interaction with the Internet technical
communi ty, and that foll ows good communi cati ons software engineering
practices, should differ fromthe requirenments of this neno in only

m nor ways. Thus, in many cases, the requirenments in this docunent are
al ready stated or inplied in the standard protocol documents, so that
their inclusion here is, in a sense, redundant. However, they were

i ncl uded because sone past inplenentation has made the wong choi ce,
causi ng problens of interoperability, performance, and/or robustness.

Thi s neno incl udes discussion and expl anati on of many of the
requi rements and reconmendations. A sinple list of requirenents would
be dangerous, because:

o Sone required features are nore inportant than others, and sone
features are optional

o Sone features are critical in sone applications of routers but
irrelevant in others.

o There may be valid reasons why particul ar vendor products that are
designed for restricted contexts mght choose to use different
speci fications.

However, the specifications of this meno nust be followed to neet the
general goal of arbitrary router interoperation across the diversity and
complexity of the Internet. Although nost current inplenmentations fai
to neet these requirenents in various ways, some mnor and some najor,
this specification is the ideal towards which we need to nove.

These requirenents are based on the current |evel of Internet

architecture. This nenmo will be updated as required to provide
additional clarifications or to include additional information in those
areas in which specifications are still evolving.

Al myui st & Kast enhol z [ Page 3]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

1.1 Reading this Docunent

1.1.1 Oganization

This neno enul ates the |ayered organi zation used by [INTRO 2] and
[INTRO 3]. Thus, Chapter 2 describes the layers found in the
Internet architecture. Chapter 3 covers the Link Layer. Chapters
4 and 5 are concerned with the Internet Layer protocols and
forwardi ng algorithnms. Chapter 6 covers the Transport Layer.

Upper | ayer protocols are divided between Chapter 7, which

di scusses the protocols which routers use to exchange routing
informati on with each other, Chapter 8, which di scusses network
managenent, and Chapter 9, which di scusses other upper |ayer
protocols. The final chapter covers operations and mai ntenance
features. This organi zation was chosen for sinplicity, clarity,
and consistency with the Host Requirenents RFCs. Appendices to
this nmeno include a bibliography, a glossary, and some conjectures
about future directions of router standards.

In describing the requirenments, we assume that an inplenentation
strictly mrrors the layering of the protocols. However, strict
layering is an inperfect nodel, both for the protocol suite and
for recommended i npl enmentati on approaches. Protocols in different
| ayers interact in conplex and sonetinmes subtle ways, and
particular functions often involve multiple layers. There are
many design choices in an inplenmentation, many of which involve
creative breaking of strict layering. Every inplenentor is urged
to read [INTRO 4] and [INTRO 5].

In general, each major section of this nmeno is organized into the
foll owi ng subsecti ons:

(1) Introduction

(2) Protocol Walk-Through - considers the protocol specification
docunents section-by-section, correcting errors, stating
requi rements that may be amnbi guous or ill-defined, and
providing further clarification or explanation.

(3) Specific Issues - discusses protocol design and
i npl ementation issues that were not included in the wal k-
t hr ough.

Under many of the individual topics in this meno, there is

parenthetical material |abel ed DI SCUSSI ON or | MPLEMENTATI ON. Thi s
material is intended to give a justification, clarification or
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expl anation to the preceding requirenments text. The
i mpl ementati on material contains suggested approaches that an
i mpl ementor may want to consider. The DI SCUSSI ON and
| MPLEMENTATI ON sections are not part of the standard.

1.1.2 Requirenents

In this meno, the words that are used to define the significance
of each particular requirenent are capitalized. These words are:

o MJST
This word nmeans that the itemis an absol ute requirenent of the
speci ficati on.

o MJST | MPLEMENT
This phrase nmeans that this specification requires that the
item be inplemented, but does not require that it be enabl ed by
defaul t.

o MJST NOT
This phrase neans that the itemis an absolute prohibition of
the specification

o SHOULD
This word nmeans that there may exist valid reasons in
particul ar circunstances to ignore this item but the ful
i mplications should be understood and the case carefully
wei ghed before choosing a different course.

0 SHOULD | MPLEMENT
This phrase is simlar in nmeaning to SHOULD, but is used when
we recommend that a particular feature be provided but does not
necessarily recomrend that it be enabled by default.

o SHOULD NOT
This phrase nmeans that there may exist valid reasons in
particul ar circunmstances when the descri bed behavior is
acceptabl e or even useful, but the full inplications should be
understood and the case carefully wei ghed before inplenenting
any behavi or described with this | abel.

o MAY
This word nmeans that this itemis truly optional. One vendor
may choose to include the item because a particul ar market pl ace
requires it or because it enhances the product, for exanple;
anot her vendor may omt the sanme item
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1.1.3 Conpliance

Some requirenents are applicable to all routers. O her

requi rements are applicable only to those which inplenent
particul ar features or protocols. In the follow ng paragraphs,
Rel evant refers to the union of the requirenents applicable to al
routers and the set of requirenments applicable to a particul ar
router because of the set of features and protocols it has

i mpl ement ed.

Note that not all Relevant requirenents are stated directly in
this nmeno. Various parts of this neno incorporate by reference
sections of the Host Requirements specification, [INTRO 2] and
[INTRO 3]. For purposes of determning conpliance with this nmeno,
it does not matter whether a Relevant requirenment is stated
directly in this meno or nerely incorporated by reference from one
of those docunents.

An inplenmentation is said to be conditionally conpliant if it
satisfies all of the Relevant MJST, MJST | MPLEMENT, and MJST NOT
requirements. An inplenentation is said to be unconditionally
compliant if it is conditionally conpliant and al so satisfies al
of the Rel evant SHOULD, SHOULD | MPLEMENT, and SHOULD NOT
requirements. An inplenentation is not conpliant if it is not
conditionally conpliant (i.e., it fails to satisfy one or nore of
t he Rel evant MJUST, MJST | MPLEMENT, or MJST NOT requirements).

For any of the SHOULD and SHOULD NOT requirenments, a router nay
provide a configuration option that will cause the router to act
other than as specified by the requirement. Having such a
configuration option does not void a router’s claimto
uncondi ti onal conpliance as long as the option has a default
setting, and that leaving the option at its default setting causes
the router to operate in a manner which conforms to the
requirement.

Li kewi se, routers may provide, except where explicitly prohibited
by this neno, options which cause themto violate MJST or MJST NOT
requirements. A router which provides such options is conpliant
(either fully or conditionally) if and only if each such option
has a default setting which causes the router to conformto the
requi rements of this neno. Please note that the authors of this
meno, al though aware of market realities, strongly reconmend

agai nst provision of such options. Requirenents are |abel ed MJST
or MUST NOT because experts in the field have judged themto be
particularly inportant to interoperability or proper functioning
in the Internet. Vendors should weigh carefully the customer
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support costs of providing options which violate those rul es.

O course, this nenpo is not a conplete specification of an IP
router, but rather is closer to what in the CSI world is called a
profile. For exanple, this nmenp requires that a nunber of
protocols be inplenmented. Although nost of the contents of their
protocol specifications are not repeated in this neno,

i mpl ementors are nonetheless required to inplenent the protocols
according to those specifications.

1.2 Relationships to Oher Standards

There are several reference docunents of interest in checking the
current status of protocol specifications and standardi zation:

0 | NTERNET OFFI Cl AL PROTOCCL STANDARDS
Thi s docunent describes the Internet standards process and lists
the standards status of the protocols. As of this witing, the
current version of this docunent is STD 1, RFC 1610, [ARCH. 7].
This docunent is periodically re-issued. You should always
consult an RFC repository and use the | atest version of this
docunent .

0 Assigned Nunbers
This docunent lists the assigned val ues of the paranmeters used
in the various protocols. For exanple, |IP protocol codes, TCP
port numnbers, Telnet Option Codes, ARP hardware types, and
Ternminal Type nanes. As of this witing, the current version of
this docunent is STD 2, RFC 1700, [INTRO 7]. This docunent is
periodically re-issued. You should always consult an RFC
repository and use the | atest version of this document.

0 Host Requirenents
This pair of docunments reviews the specifications that apply to
hosts and supplies guidance and clarification for any
anbiguities. Note that these requirenents also apply to
routers, except where otherw se specified in this nmeno. As of
this witing (Decenber, 1993) the current versions of these
docunments are RFC 1122 and RFC 1123, (STD 3) [INTRO 2], and
[ NTRO 3] respectively.

0 Router Requirenments (formerly Gateway Requirenents)
Thi s neno.

Not e that these docunments are revised and updated at different

times; in case of differences between these docunents, the nost
recent nust prevail
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These and ot her Internet protocol docunments may be obtained from
t he:

The InterNIC
DS. | NTERNI C. NET
InterNIC Directory and Dat abase Service

+1 (800) 444-4345 or +1 (619) 445-4600

i nffo@ nt erni c. net

1.3 General Considerations

There are several inportant |essons that vendors of Internet software
have | earned and whi ch a new vendor shoul d consider seriously.

1.3.1 Continuing Internet Evolution

The enormous growth of the Internet has reveal ed probl ens of
managenent and scaling in a | arge datagram based packet

comuni cation system These problens are being addressed, and as
aresult there will be continuing evolution of the specifications
described in this nmenb. New routing protocols, algorithnms, and
architectures are constantly being devel oped. New and additi onal
internet-layer protocols are also constantly being devised.
Because routers play such a crucial role in the Internet, and
because the nunber of routers deployed in the Internet is rnuch
snmal l er than the nunber of hosts, vendors shoul d expect that
router standards will continue to evolve nmuch nore quickly than
host standards. These changes will be carefully planned and
controlled since there is extensive participation in this planning
by the vendors and by the organi zations responsi bl e for operation
of the networKks.

Devel opnent, evolution, and revision are characteristic of
computer network protocols today, and this situation will persist
for some years. A vendor who devel ops conputer communi cations
software for the Internet protocol suite (or any other protoco
suitel) and then fails to maintain and update that software for
changi ng specifications is going to |l eave a trail of unhappy
custoners. The Internet is a |large comunication network, and the
users are in constant contact through it. Experience has shown
that know edge of deficiencies in vendor software propagates

qui ckly through the Internet technical comunity.
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1.3.2 Robustness Principle
At every layer of the protocols, there is a general rule (from
[ TRANS: 2] by Jon Postel) whose application can | ead to enornous
benefits in robustness and interoperability:

Be conservative in what you do,
be liberal in what you accept from others.

Sof tware should be witten to deal with every conceivable error

no matter how unlikely; sooner or |ater a packet will conme in with
that particular conbination of errors and attributes, and unless
the software is prepared, chaos can ensue. In general, it is best
to assune that the network is filled with mal evolent entities that
wi Il send packets designed to have the worst possible effect.

This assunption will lead to suitably protective design. The nost

serious problems in the Internet have been caused by unforeseen
nmechani sns triggered by |ow probability events; mere hunman nalice
woul d never have taken so devi ous a course!

Adaptability to change nust be designed into all levels of router
software. As a sinple exanple, consider a protocol specification
that contains an enuneration of values for a particul ar header
field - e.g., a type field, a port nunber, or an error code; this
enuneration nust be assunmed to be inconplete. |If the protocol
specification defines four possible error codes, the software nust
not break when a fifth code shows up. An undefined code night be
| ogged, but it must not cause a failure.

The second part of the principle is alnpst as inportant: software
on hosts or other routers may contain deficiencies that make it
unwi se to exploit legal but obscure protocol features. It is
unwi se to stray far fromthe obvious and sinple, |est untoward
effects result elsewhere. A corollary of this is watch out for

nm sbehavi ng hosts; router software should be prepared to survive
in the presence of nisbehaving hosts. An inportant function of
routers in the Internet is to lint the amount of disruption such
hosts can inflict on the shared comunication facility.

1.3.3 Error Logging

The Internet includes a great variety of systens, each

i mpl ementing many protocols and protocol |ayers, and sone of these
contain bugs and misfeatures in their Internet protocol software.
As a result of conplexity, diversity, and distribution of

function, the diagnosis of problens is often very difficult.
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Probl em di agnosis will be aided if routers include a carefully
designed facility for |ogging erroneous or strange events. It is
i mportant to include as much diagnostic information as possible
when an error is logged. |In particular, it is often useful to
record the header(s) of a packet that caused an error. However,
care nust be taken to ensure that error |ogging does not consune
prohi bitive amounts of resources or otherwise interfere with the
operation of the router

There is a tendency for abnorrmal but harm ess protocol events to
overflow error logging files; this can be avoided by using a
circular log, or by enabling | ogging only while diagnosing a known

failure. It may be useful to filter and count duplicate
successi ve nessages. One strategy that seens to work well is to
bot h:

o Always count abnormalities and nake such counts accessible
t hrough the managenent protocol (see Chapter 8); and

o Alowthe |logging of a great variety of events to be
sel ectively enabled. For exanple, it might useful to be able
to log everything or to |l og everything for host X

This topic is further discussed in [ MGT: 5].
1.3.4 Configuration

In an ideal world, routers would be easy to configure, and perhaps
even entirely self-configuring. However, practical experience in
the real world suggests that this is an inpossible goal, and that
in fact nmany attenpts by vendors to nake configuration easy
actual ly cause custoners nore grief than they prevent. As an
extrenme exanple, a router designed to cone up and start routing
packets wi thout requiring any configuration information at al
woul d al nost certainly choose sone incorrect paraneter, possibly
causi ng serious problens on any networks unfortunate enough to be
connected to it.

Oten this nmeno requires that a paraneter be a configurable
option. There are several reasons for this. 1I1n a few cases there
currently is some uncertainty or disagreenent about the best val ue
and it may be necessary to update the reconmended value in the
future. In other cases, the value really depends on externa
factors - e.g., the distribution of its conmmunication |oad, or the
speeds and topol ogy of nearby networks - and sel f-tuning

al gorithns are unavail able and nay be insufficient. 1In sone
cases, configurability is needed because of adm nistrative

requi rements
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Finally, some configuration options are required to conmmuni cate

wi th obsolete or incorrect inplenentations of the protocols,

di stributed without sources, that persist in many parts of the
Internet. To make correct systens coexist with these faulty
systens, adm nistrators nust occasionally misconfigure the correct
systens. This problemw || correct itself gradually as the faulty
systens are retired, but cannot be ignored by vendors.

When we say that a paranmeter nust be configurable, we do not
intend to require that its value be explicitly read froma
configuration file at every boot tine. For many parameters, there
is one value that is appropriate for all but the nost unusua
situations. In such cases, it is quite reasonable that the
paranmeter default to that value if not explicitly set.

This meno requires a particular value for such defaults in sone
cases. The choice of default is a sensitive issue when the
configuration itemcontrols accommpdati on of existing, faulty,
systens. If the Internet is to converge successfully to conplete
interoperability, the default values built into inplenentations
nmust inplenment the official protocol, not m sconfigurations to
accomodate faulty inplenentations. Al though marketing

consi derations have | ed some vendors to choose m sconfiguration
defaults, we urge vendors to choose defaults that will conformto
t he standard.

Finally, we note that a vendor needs to provi de adequate
docunentation on all configuration paraneters, their lints and
ef fects.

1.4 A gorithns

In several places in this nenp, specific algorithns that a router
ought to follow are specified. These algorithns are not, per se,
required of the router. A router need not inplenent each al gorithm
as it is witten in this docunent. Rather, an inplenentation nust
present a behavior to the external world that is the sane as a
strict, literal, inplenentation of the specified algorithm

Al gorithnms are described in a manner that differs fromthe way a good
i npl emrentor woul d i npl enent them For expository purposes, a style

t hat enphasi zes conci seness, clarity, and i ndependence from

i npl enentation details has been chosen. A good inplenmentor will
choose al gorithnms and i npl enentati on net hods whi ch produce the sane
results as these algorithns, but may be nore efficient or |ess
gener al
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W note that the art of efficient router inplenmentation is outside of
the scope of this neno.
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2. | NTERNET ARCH TECTURE

This chapter does not contain any requirenents. However, it does
contai n useful background information on the general architecture of the
Internet and of routers.

General background and di scussion on the Internet architecture and
supporting protocol suite can be found in the DDN Protocol Handbook

[ ARCH: 1]; for background see for exanple [ARCH 2], [ARCH: 3], and
[ARCH: 4]. The Internet architecture and protocols are also covered in
an ever-growi ng number of textbooks, such as [ARCH 5] and [ ARCH: 6] .

2.1 Introduction

The Internet system consists of a nunber of interconnected packet
net wor ks supporting comuni cati on anmong host conputers using the
Internet protocols. These protocols include the Internet Protocol
(IP), the Internet Control Message Protocol (I1CMP), the Internet
Group Managenent Protocol (IGW), and a variety transport and
application protocols that depend upon them As was described in
Section [1.2], the Internet Engineering Steering G oup periodically
rel eases an Oficial Protocols nmeno listing all of the Internet

pr ot ocol s.

Al'l Internet protocols use IP as the basic data transport mechani sm
IP is a datagram or connectionless, internetwork service and
i ncl udes provision for addressing, type-of-service specification,

fragmentation and reassenbly, and security. ICWP and | GW are
considered integral parts of IP, although they are architecturally
| ayered upon IP. [|CWP provides error reporting, flow control
first-hop router redirection, and other maintenance and contr ol
functions. |GW provides the nechanisns by which hosts and routers

can join and | eave I P nulticast groups.

Reliabl e data delivery is provided in the Internet protocol suite by
Transport Layer protocols such as the Transm ssion Control Protocol
(TCP), which provides end-end retransm ssion, resequencing and
connection control. Transport Layer connectionless service is

provi ded by the User Datagram Protocol (UDP).
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2.2 Elenents of the Architecture

2.2.1 Protocol Layering

To conmuni cate using the Internet system a host nust inplenent
the layered set of protocols conprising the Internet protocol
suite. A host typically must inplenent at | east one protocol from
each | ayer.

The protocol layers used in the Internet architecture are as
follows [ARCH: 7]:

o Application Layer
The Application Layer is the top |ayer of the Internet protocol
suite. The Internet suite does not further subdivide the
Application Layer, although sone application |ayer protocols do
contain sone internal sub-layering. The application |ayer of
the Internet suite essentially comnbines the functions of the
top two layers - Presentation and Application - of the OS|
Ref erence Mbdel [ARCH: 8]. The Application Layer in the
Internet protocol suite also includes sonme of the function
rel egated to the Session Layer in the OSI Reference Mdel.

We distinguish two categories of application |ayer protocols:
user protocols that provide service directly to users, and
support protocols that provide conmon system functions. The
nost comon | nternet user protocols are:

- Telnet (renote |ogin)

- FTP (file transfer)

- SMIP (electronic mail delivery)

There are a nunber of other standardi zed user protocols and
many private user protocols.

Support protocols, used for host nane mappi ng, booting, and
managenent, include SNWP, BOOTP, TFTP, the Domain Name System
(DNS) protocol, and a variety of routing protocols.

Application Layer protocols relevant to routers are discussed
in chapters 7, 8, and 9 of this neno.

o Transport Layer
The Transport Layer provides end-to-end conmuni cati on services.
This layer is roughly equivalent to the Transport Layer in the
Sl Reference Mdel, except that it also incorporates sone of
CSl ' s Session Layer establishnment and destruction functions.
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There are two primary Transport Layer protocols at present:
- Transm ssion Control Protocol (TCP)
- User Datagram Protocol (UDP)

TCP is a reliable connection-oriented transport service that
provi des end-to-end reliability, resequencing, and flow
control. UDP is a connectionless (datagramnm transport service.
O her transport protocols have been devel oped by the research
conmunity, and the set of official Internet transport protocols
may be expanded in the future.

Transport Layer protocols relevant to routers are discussed in

Chapt er 6.

o Internet Layer
Al'l Internet transport protocols use the Internet Protocol (IP)
to carry data from source host to destination host. IPis a

connectionl ess or datagraminternetwork service, providing no
end-to-end delivery guarantees. |P datagrans nmay arrive at the
destinati on host damaged, duplicated, out of order, or not at
all. The layers above IP are responsible for reliable delivery
service when it is required. The IP protocol includes

provi sion for addressing, type-of-service specification,
fragmentation and reassenbly, and security.

The datagram or connectionless nature of IP is a fundanenta
and characteristic feature of the Internet architecture.

The I nternet Control Message Protocol (ICWMP) is a contro
protocol that is considered to be an integral part of IP,
although it is architecturally |ayered upon IP, i.e., it uses
IP to carry its data end-to-end. |CVP provides error
reporting, congestion reporting, and first-hop router
redirection.

The I nternet G oup Managenent Protocol (1GW) is an Internet
| ayer protocol used for establishing dynam c host groups for IP
mul ticasting.

The Internet |ayer protocols IP, I1CMP, and | GW are discussed
in chapter 4.

o Link Layer
To conmunicate on its directly-connected network, a host rnust
i mpl enent the comunication protocol used to interface to that
network. W call this a Link Layer |ayer protocol
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Sone ol der Internet docunments refer to this |layer as the
Networ k Layer, but it is not the sane as the Network Layer in
the OSI Reference Mdel

This | ayer contains everything below the Internet Layer.

Protocols in this Layer are generally outside the scope of

I nternet standardi zation; the Internet (intentionally) uses
exi sting standards whenever possible. Thus, Internet Link

Layer standards usually address only address resolution and
rules for transmtting |IP packets over specific Link Layer

protocols. Internet Link Layer standards are discussed in

chapter 3.

2.2.2 Networks

The constituent networks of the Internet systemare required to
provi de only packet (connectionless) transport. According to the
| P service specification, datagrans can be delivered out of order,
be lost or duplicated, and/or contain errors.

For reasonabl e performance of the protocols that use IP (e.g.
TCP), the loss rate of the network should be very low. In
net wor ks providi ng connection-oriented service, the extra
reliability provided by virtual circuits enhances the end-end
robustness of the system but is not necessary for Internet
operati on.

Constituent networks may generally be divided into two cl asses:

0 Local - Area Networks (LANs)
LANs may have a variety of designs. |In general, a LAN will
cover a small geographical area (e.g., a single building or
pl ant site) and provide high bandwi dth with | ow del ays. LANs
may be passive (simlar to Ethernet) or they may be active
(such as ATM.

0 Wde-Area Networks (WANs)
Geogr aphi cal | y-di spersed hosts and LANs are interconnected by
wi de-area networks, also called | ong-haul networks. These
networks may have a conplex internal structure of |ines and
packet-swi tches, or they nay be as sinple as point-to-point
l'ines.
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2.2.3 Routers

In the Internet nodel, constituent networks are connected together
by | P datagram forwarders which are called routers or IP routers.
In this docunent, every use of the termrouter is equivalent to IP
router. Many ol der Internet docunents refer to routers as

gat eways

Hi storically, routers have been realized w th packet-sw tching
sof tware executing on a general - purpose CPU. However, as custom
har dwar e devel opnent becones cheaper and as hi gher throughput is
requi red, but special-purpose hardware is becom ng increasingly
common. This specification applies to routers regardl ess of how
they are inpl enmented.

A router is connected to two or nore networks, appearing to each
of these networks as a connected host. Thus, it has (at |east)
one physical interface and (at |east) one |IP address on each of
the connected networks (this ignores the concept of un-nunbered
links, which is discussed in section [2.2.7]). Forwarding an IP
datagram general ly requires the router to choose the address of
the next-hop router or (for the final hop) the destination host.
This choice, called routing, depends upon a routing database
within the router. The routing database is al so sonetinmes known
as a routing table or forwarding table.

The routing dat abase shoul d be naintained dynanmically to refl ect
the current topology of the Internet system A router normally
acconplishes this by participating in distributed routing and
reachability algorithns with other routers.

Rout ers provi de datagramtransport only, and they seek to nininize
the state informati on necessary to sustain this service in the
interest of routing flexibility and robustness.

Packet switching devices may al so operate at the Link Layer; such
devices are usually called bridges. Network segnments which are
connected by bridges share the sane I P network nunber, i.e., they
logically forma single I P network. These other devices are
out si de of the scope of this docunent.

Anot her variation on the sinple nodel of networks connected with
routers sonetinmes occurs: a set of routers may be interconnected
with only serial lines, to forma network in which the packet
switching is performed at the Internetwork (1P) Layer rather than
t he Link Layer.

Al myui st & Kast enhol z [ Page 17]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

2.2.4 Autononobus Systens

2.

2.

5

For technical, nanagerial, and sonetinmes political reasons, the
routers of the Internet systemare grouped into collections called
aut ononous systens. The routers included in a single autononous
system (AS) are expected to:

o Be under the control of a single operations and nai nt enance
(O&V) organi zati on;

o Empl oy conmon routing protocols anong thensel ves, to
dynami cally maintain their routing databases.

A nunber of different dynanic routing protocols have been

devel oped (see Section [7.2]); the routing protocol within a
single AS is generically called an interior gateway protocol or
| GP.

An | P datagram may have to traverse the routers of two or nore ASs
to reach its destination, and the ASs nmust provide each other with
topol ogy information to allow such forwarding. An exterior

gat eway protocol (generally BGP or EGP) is used for this purpose.

Addr esses and Subnets

An | P datagramcarries 32-bit source and destination addresses,
each of which is partitioned into two parts - a constituent
networ k nunber and a host nunber on that network. Synbolically:

| P-address ::= { <Network-nunber>, <Host-nunber> }

To finally deliver the datagram the last router in its path nust
map t he Host-nunber (or rest) part of an IP address into the
physi cal address of a host connection to the constituent network.

This sinple notion has been extended by the concept of subnets,
which were introduced in order to allow arbitrary conplexity of

i nterconnected LAN structures within an organi zation, while
insulating the Internet system agai nst expl osive growmh in network
nunbers and routing conplexity. Subnets essentially provide a
nmulti-level hierarchical routing structure for the Internet

system The subnet extension, described in [INTERNET: 2], is now a
required part of the Internet architecture. The basic ideais to
partition the <Host-nunber> field into two parts: a subnet nunber,
and a true host nunber on that subnet:

| P- addr ess
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{ <Networ k- nunber >, <Subnet-nunber >, <Host-nunber> }

The interconnected physical networks within an organi zation will
be given the sanme network nunber but different subnet nunbers.

The distinction between the subnets of such a subnetted network is
normal Iy not visible outside of that network. Thus, routing in

the rest of the Internet will be based only upon the <Network-
nunber> part of the I P destination address; routers outside the
network will conbi ne <Subnet - nunber> and <Host - nunber> together to

forman uninterpreted rest part of the 32-bit IP address. Wthin
the subnetted network, the routers nust route on the basis of an
ext ended networ k nunber:

{ <Networ k- nunber >, <Subnet - nunber> }

Under certain circunstances, it nmay be desirable to support
subnets of a particular network being interconnected only via a
path which is not part of the subnetted network. Even though many
IGPs and no EGP’s currently support this configuration
effectively, routers need to be able to support this configuration
of subnetting (see Section [4.2.3.4]). 1In general, routers should
not nake assunptions about what are subnets and what are not, but
sinmply ignore the concept of Cass in networks, and treat each
route as a { network, mask }-tuple.

DI SCUSSI ON:
It is becomng clear that as the Internet grows |arger and
larger, the traditional uses of Class A B, and C networks wil|l
be nodified in order to achieve better use of IPs 32-bit
address space. Cassless Interdomain Routing (ClDR)
[ | NTERNET: 15] is a nethod currently being deployed in the
I nt ernet backbones to achieve this added efficiency. CI DR
depends on the ability of assigning and routing to networks
that are not based on Class A B, or C networks. Thus, routers
shoul d always treat a route as a network with a nask

Furthernore, for simlar reasons, a subnetted network need not
have a consi stent subnet mask through all parts of the network.
For exanpl e, one subnet nmay use an 8 bit subnet mask, another 10
bit, and another 6 bit. Routers need to be able to support this
type of configuration (see Section [4.2.3.4]).

The bit positions containing this extended network nunber are

i ndicated by a 32-bit mask called the subnet mask; it is
reconmended but not required that the <Subnet-nunber> bits be
contiguous and fall between the <Network-nunber> and the <Host -
nunber> fields. No subnet should be assigned the value zero or -1
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2.

2.

2.

2.

6

7

(all one bits).

Al t hough the inventors of the subnet nechani sm probably expected
that each piece of an organization’s network would have only a
singl e subnet nunber, in practice it has often proven necessary or
useful to have several subnets share a single physical cable.

There are special considerations for the router when a connected
network provides a broadcast or nulticast capability; these wll
be di scussed | ater.

| P Multicasting

IP nulticasting is an extension of Link Layer nmulticast to IP
internets. Using IP nulticasts, a single datagram can be
addressed to multiple hosts. This collection of hosts is called a
nmul ti cast group. Each nulticast group is represented as a Class D
| P address. An | P datagram sent to the group is to be delivered
to each group nmenber with the sane best-effort delivery as that
provi ded for unicast IP traffic. The sender of the datagram does
not itself need to be a menber of the destination group

The semantics of | P nulticast group nmenbership are defined in

[ NTERNET: 4] . That document describes how hosts and routers join
and | eave nulticast groups. It also defines a protocol, the
Internet Group Managenent Protocol (IGwW), that nmonitors IP
nmul ti cast group nmenbership.

Forwarding of I P nulticast datagrans is acconplished either
through static routing infornmation or via a nmulticast routing
protocol. Devices that forward IP nulticast datagrans are called
nmul ticast routers. They may or may not also forward | P unicasts.
In general, nulticast datagrans are forwarded on the basis of both
their source and destination addresses. Forwarding of IP
mul ti cast packets is described in nore detail in Section [5.2.1].
Appendi x D di scusses nmulticast routing protocols.

Unnunber ed Li nes and Networ ks and Subnets

Traditionally, each network interface on an I P host or router has
its owmn I P address. Over the years, people have observed that
this can cause inefficient use of the scarce |IP address space,
since it forces allocation of an I P network nunber, or at |east a
subnet nunber, to every point-to-point |ink.

To solve this problem a nunber of people have proposed and
i mpl emented the concept of unnunbered serial lines. An unnunbered
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serial |ine does not have any |P network or subnet numnber
associated with it. As a consequence, the network interfaces
connected to an unnunbered serial line do not have | P addresses.

Because the I P architecture has traditionally assunmed that all
interfaces had | P addresses, these unnunbered interfaces cause
sonme interesting dilemas. For exanple, some |IP options (e.qg.
Record Route) specify that a router nust insert the interface
address into the option, but an unnunbered interface has no IP
address. Even nore fundanental (as we shall see in chapter 5) is
that routes contain the I P address of the next hop router. A

router expects that that |IP address will be on an IP (sub)net that
the router is connected to. That assunption is of course violated
if the only connection is an unnunbered serial I|ine.

To get around these difficulties, two schenmes have been invent ed.
The first schene says that two routers connected by an unnumnbered

serial line aren't really two routers at all, but rather two
hal f-routers which together make up a single (virtual) router
The unnunbered serial line is essentially considered to be an

internal bus in the virtual router. The two halves of the virtual
router nust coordinate their activities in such a way that they
act exactly like a single router.

This schenme fits in well with the IP architecture, but suffers
fromtwo inportant drawbacks. The first is that, although it

handl es the common case of a single unnunbered serial line, it is
not readily extensible to handle the case of a nmesh of routers and
unnunbered serial lines. The second drawback is that the

i nteractions between the half routers are necessarily conpl ex and
are not standardi zed, effectively precluding the connection of
equi prment from different vendors using unnunbered serial |ines.

Because of these drawbacks, this nmenp has adopted an alternative
schene, which has been invented nmultiple tinmes but which is
probably originally attributable to Phil Karn. |In this schene, a
router which has unnunbered serial lines also has a special IP
address, called a router-id in this meno. The router-id is one of
the router’s IP addresses (a router is required to have at |east
one I P address). This router-id is used as if it is the IP
address of all unnunbered interfaces.
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2.2.8 Notable (ddities

2.2.8.1 Enbedded Routers

A router nmay be a stand-al one conputer system dedicated to its
| P router functions. Alternatively, it is possible to enbed
router functions within a host operating system which supports
connections to two or nore networks. The best-known exanpl e of
an operating systemw th enbedded router code is the Berkel ey
BSD system The enbedded router feature seenms to make
internetting easy, but it has a nunber of hidden pitfalls:

(1) |If a host has only a single constituent-network interface,
it should not act as a router.

For exanple, hosts with enbedded router code that
gratuitously forward broadcast packets or datagrams on the
same net often cause packet aval anches.

(2) If a (nultihomed) host acts as a router, it nust inplenent
ALL the relevant router requirenments contained in this
docunent .

For exanple, the routing protocol issues and the router
control and nonitoring problens are as hard and i nportant
for enbedded routers as for stand-al one routers.

Since Internet router requirenents and specifications may
change i ndependently of operating system changes, an

admi ni stration that operates an enbedded router in the
Internet is strongly advised to have the ability to

mai ntain and update the router code (e.g., this mght
requi re router code source).

(3) Once a host runs enbedded router code, it becones part of
the Internet system Thus, errors in software or
configuration can hinder comunicati on between ot her
hosts. As a consequence, the host adm nistrator mnust |ose
sone aut onony.

In many circunstances, a host adm nistrator will need to
di sabl e router code enbedded in the operating system and
any enbedded router code nust be organi zed so that it can
be easily disabl ed.

(4) |If a host running enbedded router code is concurrently
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used for other services, the O%M (Operation and
Mai nt enance) requirenments for the two nodes of use may be
in serious conflict.

For exanple, router &M wi |l in many cases be perforned
renotely by an operations center; this may require
privileged system access whi ch the host adm nistrator
woul d not nornally want to distribute.

2.2.8.2 Transparent Routers

There are two basic nodels for interconnecting |ocal-area

net wor ks and w de-area (or |ong-haul) networks in the Internet.
In the first, the | ocal-area network is assigned a network
nunber and all routers in the Internet nust know how to route
to that network. 1In the second, the |ocal-area network shares
(a small part of) the address space of the wi de-area network.
Rout ers that support this second nodel are called address
sharing routers or transparent routers. The focus of this neno
is on routers that support the first nodel, but this is not

i ntended to exclude the use of transparent routers.

The basic idea of a transparent router is that the hosts on the
| ocal -area network behind such a router share the address space
of the wide-area network in front of the router. 1In certain
situations this is a very useful approach and the limtations
do not present significant drawbacks.

The words in front and behind indicate one of the limtations
of this approach: this nmodel of interconnection is suitable
only for a geographically (and topologically) limted stub
environment. It requires that there be sone formof |ogica
addressing in the network | evel addressing of the w de-area
network. All of the IP addresses in the |local environment nap
to a few (usually one) physical address in the w de-area
network. This mapping occurs in a way consistent with the { IP
address <-> network address } mappi hg used throughout the

wi de- area networKk.

Mul ti homing is possible on one wi de-area network, but may
present routing problens if the interfaces are geographically
or topologically separated. Miltihonming on two (or nore)

wi de-area networks is a problem due to the confusion of

addr esses.

The behavior that hosts see fromother hosts in what is
apparently the sanme network may differ if the transparent
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router cannot fully enulate the normal wi de-area network
service. For exanple, the ARPANET used a Link Layer protocol
that provided a Destination Dead indication in response to an
attenpt to send to a host which was powered off. However, if
there were a transparent router between the ARPANET and an

Et hernet, a host on the ARPANET woul d not receive a Destination
Dead indication if it sent a datagramto a host that was
powered off and was connected to the ARPANET via the
transparent router instead of directly.

2.3 Router Characteristics
An Internet router performs the follow ng functions:

(1) Conforns to specific Internet protocols specified in this
docurent, including the Internet Protocol (IP), Internet Control
Message Protocol (1CMP), and others as necessary.

(2) Interfaces to two or nore packet networks. For each connected
network the router nust inplenent the functions required by that
network. These functions typically include:

o Encapsul ating and decapsul ating the | P datagranms with the
connected network framng (e.g., an Ethernet header and
checksuny,

o Sending and receiving |IP datagrans up to the nmaxi mum si ze
supported by that network, this size is the network’s Mximum
Transni ssion Unit or MIU,

o Translating the I P destination address into an appropriate
networ k- | evel address for the connected network (e.g., an
Et hernet hardware address), if needed, and

0 Responding to the network flow control and error indication,
if any.

See chapter 3 (Link Layer).

(3) Receives and forwards Internet datagranms. Inportant issues in
this process are buffer nmanagenent, congestion control, and
f ai rness.

0 Recogni zes various error conditions and generates | CVP error
and i nformati on nessages as required.

o Drops datagrans whose tine-to-live fields have reached zero.
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o Fragnents datagrans when necessary to fit into the MIU of the
next network.

See chapter 4 (Internet Layer - Protocols) and chapter 5
(I'nternet Layer - Forwarding) for nore information.

(4) Chooses a next-hop destination for each I P datagram based on
the information in its routing database. See chapter 5
(I'nternet Layer - Forwarding) for nore information.

(5) (Usually) supports an interior gateway protocol (IGP) to carry
out distributed routing and reachability algorithnms with the
other routers in the sane autononous system In addition, sone
routers will need to support an exterior gateway protocol (EGP)
to exchange topol ogical information with other autononobus
systens. See chapter 7 (Application Layer - Routing Protocols)
for nore information.

(6) Provides network managenent and system support facilities,
i ncl udi ng | oadi ng, debuggi ng, status reporting, exception
reporting and control. See chapter 8 (Application Layer -
Net wor k Managenent Protocols) and chapter 10 (Operation and
Mai nt enance) for nore information.

A router vendor will have nany choi ces on power, conplexity, and
features for a particular router product. It rmay be hel pful to
observe that the Internet systemis neither honogeneous nor fully-
connected. For reasons of technol ogy and geography it is grow ng
into a global interconnect systemplus a fringe of LANs around the
edge. More and nore these fringe LANs are becoming richly

i nt erconnected, thus nmaking them|ess out on the fringe and nore
demandi ng on router requirenents.

0 The gl obal interconnect systemis conprised of a nunber of wi de-
area networks to which are attached routers of several Autononobus
Systens (AS); there are relatively few hosts connected directly to
the system

o Most hosts are connected to LANs. Many organi zati ons have
clusters of LANs interconnected by |local routers. Each such
cluster is connected by routers at one or nore points into the
gl obal interconnect system |If it is connected at only one point,
a LAN is known as a stub network.

Routers in the gl obal interconnect systemgenerally require:

0 Advanced Routing and Forwarding Al gorithns
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These routers need routing algorithnms which are highly dynam ¢ and
al so offer type-of-service routing. Congestion is still not a
compl etely resolved issue (see Section [5.3.6]). Inprovenents in
these areas are expected, as the research community is actively
wor ki ng on these issues.

o High Availability

These routers need to be highly reliable, providing 24 hours a
day, 7 days a week service. Equipnment and software faults can
have a w de-spread (sonetinmes global) effect. 1In case of failure
they nmust recover quickly. |In any environment, a router mnust be
hi ghly robust and able to operate, possibly in a degraded state,
under conditions of extrene congestion or failure of network
resour ces.

o Advanced O&M Feat ur es

Internet routers normally operate in an unattended node. They

will typically be operated renotely froma centralized nonitoring
center. They need to provide sophisticated neans for nonitoring
and nmeasuring traffic and other events and for diagnosing faults.

o High Performance

Long-haul lines in the Internet today are nost frequently 56 Kbps,
DS1 (1.4Mops), and DS3 (45Mops) speeds. LANs are typically

Et hernet (10Mops) and, to a | esser degree, FDD (100Mops).

However, network nmedi a technology is constantly advanci ng and even
hi gher speeds are likely in the future. Full-duplex operation is

provided at all of these speeds.

The requirenents for routers used in the LAN fringe (e.g., canpus

net wor ks) depend greatly on the demands of the |ocal networks. These
may be high or medi um performance devices, probably conpetitively
procured from several different vendors and operated by an interna
organi zation (e.g., a canmpus conputing center). The design of these
routers shoul d enphasi ze | ow average | atency and good bur st
perfornmance, together with delay and type-of-service sensitive
resource managenment. In this environment there may be | ess formal O8M

but it will not be less inportant. The need for the routing
mechani smto be highly dynamic will becone nore inportant as networks
becone nore conplex and interconnected. Users will demand nore out

of their local connections because of the speed of the gl oba
i nt er connects.

As networ ks have grown, and as nore networks have becone ol d enough
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that they are phasing out ol der equipnent, it has becone increasingly
i nperative that routers interoperate with routers from ot her vendors.

Even though the Internet systemis not fully interconnected, nmany
parts of the system need to have redundant connectivity. Rich
connectivity allows reliable service despite failures of

conmuni cation lines and routers, and it can also inprove service by
shortening Internet paths and by providing additional capacity.
Unfortunately, this richer topology can make it ruch nore difficult
to choose the best path to a particular destination

2.4 Architectural Assunptions

The current Internet architecture is based on a set of assunptions
about the conmunication system The assunptions nost relevant to
routers are as foll ows:

o The Internet is a network of networks.

Each host is directly connected to sonme particular network(s); its
connection to the Internet is only conceptual. Two hosts on the
same network comruni cate with each other using the sanme set of
protocols that they would use to comuni cate with hosts on distant
net wor ks.

0 Routers don’t keep connection state infornmation

To inprove the robustness of the comunication system routers are
designed to be stateless, forwarding each I P packet independently
of other packets. As a result, redundant paths can be exploited
to provide robust service in spite of failures of intervening
routers and networks.

Al'l state information required for end-to-end flow control and
reliability is inplenented in the hosts, in the transport |ayer or
in application progranms. All connection control information is
thus co-located with the end points of the conmunication, so it

will be lost only if an end point fails. Routers effect flow
control only indirectly, by dropping packets or increasing network
del ay.

Note that future protocol devel opments may well end up putting
sonme nore state into routers. This is especially likely for
resource reservation and fl ows.
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0 Routing conplexity should be in the routers.

Routing is a conplex and difficult problem and ought to be
performed by the routers, not the hosts. An inportant objective
is to insulate host software from changes caused by the inevitable
evol ution of the Internet routing architecture.

0 The systemnust tolerate wi de network variation

A basic objective of the Internet design is to tolerate a wde
range of network characteristics - e.g., bandw dth, delay, packet
| oss, packet reordering, and maxi mum packet size. Another

obj ective is robustness against failure of individual networks,
routers, and hosts, using whatever bandwidth is still avail able.
Finally, the goal is full open systeminterconnection: an |nternet
router must be able to interoperate robustly and effectively with
any other router or Internet host, across diverse |Internet paths.

Sometinmes inpl ementors have designed for |ess anbitious goals.
For exanple, the LAN environnment is typically nuch nore benign
than the Internet as a whole; LANs have | ow packet |oss and del ay
and do not reorder packets. Sone vendors have fiel ded

i mpl ement ati ons that are adequate for a sinple LAN environnent,
but work badly for general interoperation. The vendor justifies
such a product as being economical within the restricted LAN

mar ket. However, isolated LANs sel dom stay isolated for |ong;
they are soon connected to each other, to organization-w de
internets, and eventually to the global Internet system |In the
end, neither the custoner nor the vendor is served by inconplete
or substandard routers.

The requirenments spelled out in this docunent are designed for a

full-function router. It is intended that fully conpliant routers
will be usable in alnobst any part of the Internet.
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3.  LINK LAYER

Al though [INTRG 1] covers Link Layer standards (I P over foo, ARP
etc.), this docunent anticipates that Link-Layer material will be
covered in a separate Link Layer Requirenents docunment. A Link-Layer
requi rements docunent woul d be applicable to both hosts and routers.
Thus, this docunment will not obsolete the parts of [INTRO 1] that dea
with |ink-Ilayer issues.

3.1 | NTRODUCTI ON

Rout ers have essentially the same Link Layer protocol requirenents as
other sorts of Internet systens. These requirenents are given in
chapter 3 of Requirements for Internet Gateways [INTRO 1]. A router
MUST comply with its requirenents and SHOULD conply with its
recommendati ons. Since sone of the material in that docunent has
beconme somewhat dated, sone additional requirenents and expl anations
are included bel ow.

DI SCUSSI ON:
It is expected that the Internet community will produce a
Requirenments for Internet Link Layer standard which will supersede

both this chapter and chapter 3 of [INTRG 1].

3.2 LINK/I NTERNET LAYER | NTERFACE
Al t hough this docunent does not attenpt to specify the interface
between the Link Layer and the upper layers, it is worth noting here
that other parts of this docunment, particularly chapter 5, require
various sorts of information to be passed across this |ayer boundary.
This section uses the follow ng definitions:
0 Source physical address

The source physical address is the Link Layer address of the host
or router fromwhich the packet was received.

0 Destination physical address

The destination physical address is the Link Layer address to
whi ch the packet was sent.

The information that nust pass fromthe Link Layer to the
I nternetwork Layer for each received packet is:
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(1) The I P packet [5.2.2],

(2) The length of the data portion (i.e., not including the Link-
Layer fram ng) of the Link Layer frame [5.2.2],

(3) The identity of the physical interface fromwhich the |IP packet
was received [5.2.3], and

(4) The classification of the packet’s destination physical address
as a Link Layer unicast, broadcast, or nulticast [4.3.2],
[5.3.4].

In addition, the Link Layer also should provide:

(5) The source physical address.

The information that nust pass fromthe Internetwork Layer to the
Li nk Layer for each transmtted packet is:

(1) The IP packet [5.2.1]

(2) The length of the IP packet [5.2.1]

(3) The destination physical interface [5.2.1]

(4) The next hop I P address [5.2.1]

In addition, the Internetwork Layer also should provide:

(5) The Link Layer priority value [5.3.3.2]

The Link Layer nust also notify the Internetwork Layer if the packet
to be transmtted causes a Link Layer precedence-rel ated error

[5.3.3.3].

3.3 SPECI FI C | SSUES

3.3.1 Trailer Encapsul ation

Rout ers whi ch can connect to 10Mo Ethernets MAY be able to receive
and forward Ethernet packets encapsul ated using the trailer
encapsul ati on described in [LINK 1]. However, a router SHOULD NOT
originate trailer encapsul ated packets. A router MJST NOT
originate trailer encapsul ated packets without first verifying,
usi ng the nmechani smdescribed in section 2.3.1 of [INTRG 2], that
the i medi ate destination of the packet is willing and able to

Al myui st & Kast enhol z [ Page 30]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

accept trailer-encapsul ated packets. A router SHOULD NOT agree
(using these sanme nmechanisns) to accept trail er-encapsul at ed
packets.

3.3.2 Address Resolution Protocol - ARP

Rout ers whi ch inplenent ARP MJUST be conpliant and SHOULD be
unconditionally conpliant with the requirenents in section 2.3.2
of [INTRG 2].

The link layer MJUST NOT report a Destination Unreachable error to
| P solely because there is no ARP cache entry for a destination.

A router MIST not believe any ARP reply which clains that the Link
Layer address of another host or router is a broadcast or
mul ti cast address.

3.3.3 Ethernet and 802. 3 Coexi stence

Rout ers which can connect to 10Mo Ethernets MJST be conpliant and
SHOULD be unconditionally conpliant with the requirenents of
Section [2.3.3] of [INTRO 2].

3.3.4 Maxi mum Transmission Unit - MIU
The MIU of each |ogical interface MJUST be confi gurable.

Many Link Layer protocols define a maxi mumfranme size that may be
sent. In such cases, a router MJUST NOT allow an MIU to be set

whi ch woul d al | ow sendi ng of franes |arger than those allowed by

the Link Layer protocol. However, a router SHOULD be willing to

receive a packet as large as the maxi mum frane size even if that

is larger than the MIU.

DI SCUSSI ON:
Note that this is a stricter requirenent than i nposed on hosts
by [INTRG 2], which requires that the MIU of each physi cal
i nterface be configurable.

If a network is using an MU snmal l er than the maxi num frame
size for the Link Layer, a router may receive packets | arger
than the MIU from hosts which are in the process of
initializing thenselves, or which have been m sconfi gured.

In general, the Robustness Principle indicates that these
packets shoul d be successfully received, if at all possible.
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3.3.5 Point-to-Point Protocol - PPP

Contrary to [INTRO 1], the Internet does have a standard seri al
line protocol: the Point-to-Point Protocol (PPP), defined in
[LINK: 2], [LINK:3], [LINK:4], and [LINK:5].

A serial line interface is any interface which is designed to send
data over a tel ephone, |eased, dedicated or direct line (either 2
or 4 wire) using a standardi zed nodem or bit serial interface
(such as RS-232, RS-449 or V.35), using either synchronous or
asynchronous cl ocki ng.

A general purpose serial interface is a serial line interface
which is not solely for use as an access line to a network for
which an alternative IP link layer specification exists (such as
X. 25 or Frame Rel ay).

Rout ers whi ch contain such general purpose serial interfaces MJST
i mpl ement  PPP.

PPP MUST be supported on all general purpose serial interfaces on
a router. The router MAY allow the line to be configured to use
serial line protocols other than PPP, all general purpose serial

i nterfaces MJST default to using PPP

3.3.5.1 Introduction

This section provides guidelines to router inplenmentors so that
they can ensure interoperability with other routers using PPP
over either synchronous or asynchronous |inks.

It is critical that an inplenentor understand the semantics of
the option negotiation nmechanism Options are a neans for a

| ocal device to indicate to a renpte peer what the | ocal device
will *accept* fromthe renote peer, not what it w shes to send.
It is up to the renpte peer to deci de what is nost convenient
to send within the confines of the set of options that the

| ocal device has stated that it can accept. Therefore it is
perfectly acceptable and nornmal for a renote peer to ACK al

the options indicated in an LCP Configuration Request (CR) even
if the renote peer does not support any of those options.

Again, the options are sinply a nmechanismfor either device to
indicate to its peer what it will accept, not necessarily what
it will send.
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3.3.5.2 Link Control Protocol (LCP) Options

The PPP Link Control Protocol (LCP) offers a nunber of options
that may be negotiated. These options include (anong ot hers)
address and control field conpression, protocol field

conpr essi on, asynchronous character map, Mxinmm Receive Unit
(MRU), Link Quality Mnitoring (LQW, magic nunber (for

| oopback detection), Password Authentication Protocol (PAP)
Chal | enge Handshake Aut hentication Protocol (CHAP), and the
32-bit Frame Check Sequence (FCS)

A router MAY do address/control field conpression on either
synchronous or asynchronous |inks. A router MAY do protocol
field conpression on either synchronous or asynchronous |inks.
A router MAY indicate that it can accept these conpressions,
but MJST be able to accept unconpressed PPP header information
even if it has indicated a willingness to receive conpressed
PPP headers.

DI SCUSSI ON:
These options control the appearance of the PPP header.
Normal | y the PPP header consists of the address field (one
byte containing the value Oxff), the control field (one byte
contai ning the value 0x03), and the two-byte protocol field
that identifies the contents of the data area of the frane.
If a system negoti ates address and control field conpression

it indicates to its peer that it will accept PPP franmes that
have or do not have these fields at the front of the header
It does not indicate that it will be sending frames with

these fields renoved. The protocol field may al so be
conpressed fromtwo to one byte in nbst cases.

| MPLEMENTATI ON:
Sone hardware does not deal well with variable | ength header
information. In those cases it makes npbst sense for the
renote peer to send the full PPP header. |nplenentations
may ensure this by not sending the address/control field and
protocol field conpression options to the renote peer. Even
if the renote peer has indicated an ability to receive
conmpressed headers there is no requirenent for the | ocal
router to send conpressed headers.

A router MJIST negotiate the Async Control Character Map (ACCM
for asynchronous PPP |inks, but SHOULD NOT negotiate the ACCM
for synchronous links. |If a router receives an attenpt to
negoti ate the ACCM over a synchronous link, it MJST ACKnow edge
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the option and then ignore it.

DI SCUSSI ON:
There are inplenentations that offer both sync and async
nodes of operation and nay use the sanme code to inplenent
the option negotiation. |In this situation it is possible
that one end or the other may send the ACCM option on a
synchronous |ink.

A router SHOULD properly negotiate the naxi numreceive unit
(MRU). Even if a systemnegotiates an MRU snaller than 1,500
bytes, it MJST be able to receive a 1,500 byte frane.

A router SHOULD negotiate and enable the Iink quality
nonitoring (LQV option.

DI SCUSSI ON:
This neno does not specify a policy for deciding whether the
link’s quality is adequate. However, it is inportant (see
Section [3.3.6]) that a router disable failed |inks.

A router SHOULD i npl ement and negoti ate the magi ¢ nunber option
for | oopback detection.

A router MAY support the authentication options (PAP - password
aut henti cati on protocol, and/or CHAP - chal |l enge handshake
aut henti cati on protocol).

A router MJIST support 16-bit CRC frame check sequence (FCS) and
MAY support the 32-bit CRC

3.3.5.3 |IP Control Protocol (ICP) Options

A router MAY offer to performI|P address negotiation. A router
MJST accept a refusal (REJect) to perform | P address
negoti ation fromthe peer.

A router SHOULD NOT perform Van Jacobson header conpression of
TCP/ | P packets if the link speed is in excess of 64 Kbps.

Bel ow t hat speed the router MAY perform Van Jacobson (VJ)
header conpression. At link speeds of 19,200 bps or less the
router SHOULD perform VJ header conpression.
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3.3.6 Interface Testing

A router MJST have a nechanismto allow routing software to

det erm ne whether a physical interface is available to send
packets or not. A router SHOULD have a nechanismto allow routing
software to judge the quality of a physical interface. A router
MJUST have a nechanismfor informng the routing software when a
physi cal interface becones avail able or unavailable to send
packets because of adninistrative action. A router MJST have a
mechanismfor informng the routing software when it detects a

Li nk I evel interface has becone avail abl e or unavail abl e, for any
reason.

DI SCUSSI ON:
It is crucial that routers have workabl e nechani sns for
determ ning that their network connections are functioning
properly, since failure to do so (or failure to take the proper
actions when a problemis detected) can |lead to black hol es.

The nechani sns avail abl e for detecting problenms wth network
connections vary considerably, depending on the Link Layer
protocols in use and also in sone cases on the interface

har dwar e chosen by the router manufacturer. The intent is to
maxi ni ze the capability to detect failures within the Link-
Layer constraints.
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4. | NTERNET LAYER - PROTOCOLS

4.1 | NTRODUCTI ON

This chapter and chapter 5 discuss the protocols used at the |nternet
Layer: IP, 1CWP, and IGW. Since forwarding is obviously a cruci al
topic in a docunent discussing routers, chapter 5 1linits itself to

t he aspects of the protocols which directly relate to forwarding.

The current chapter contains the remai nder of the discussion of the

I nternet Layer protocols.

4.2 | NTERNET PROTCCOL - I P

4.2.1 | NTRODUCTI ON

Routers MJUST inplenment the I P protocol, as defined by

[ NTERNET: 1] . They MJUST al so inplenent its mandatory extensions:
subnets (defined in [INTERNET: 2]), and |IP broadcast (defined in

[ I NTERNET: 3] ) .

A router MJIST be conpliant, and SHOULD be unconditionally
compliant, with the requirenents of sections 3.2.1 and 3.3 of
[ NTRO 2], except that:

0 Section 3.2.1.1 may be ignored, since it duplicates
requirenments found in this nmeno.

0 Section 3.2.1.2 may be ignored, since it duplicates
requirenments found in this nmeno.

0 Section 3.2.1.3 should be ignhored, since it is superseded by
Section [4.2.2.11] of this nmeno.

0 Section 3.2.1.4 may be ignored, since it duplicates
requirenments found in this nmeno.

0 Section 3.2.1.6 should be ignhored, since it is superseded by
Section [4.2.2.4] of this nmeno.

0 Section 3.2.1.8 should be ignored, since it is superseded by
Section [4.2.2.1] of this nmeno.

In the followi ng, the action specified in certain cases is to

silently discard a received datagram This nmeans that the
datagramwi || be discarded without further processing and that the
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4.

2.

2

router will not send any | CMP error nessage (see Section [4.3]) as
a result. However, for diagnosis of problems a router SHOULD
provi de the capability of logging the error (see Section [1.3.3]),
i ncluding the contents of the silently-discarded datagram and
SHOULD record the event in a statistics counter

PROTOCOL WALK- THROUGH

RFC 791 is [INTERNET: 1], the specification for the Internet
Pr ot ocol

4.2.2.1 Options: RFC-791 Section 3.2

In datagrans received by the router itself, the IP |ayer MJST
interpret those IP options that it understands and preserve the
rest unchanged for use by higher |ayer protocols.

H gher | ayer protocols may require the ability to set IP
options in datagrans they send or exanmine |IP options in
datagrans they receive. Later sections of this docunent

di scuss specific I P option support required by higher |ayer
pr ot ocol s.

DI SCUSSI ON:
Nei ther this meno nor [INTRO 2] define the order in which a
receiver must process multiple options in the sane IP
header. Hosts and routers originating datagrans containing
nmul tiple options nust be aware that this introduces an
anbiguity in the meaning of certain options when conbi ned
with a source-route option

Here are the requirenents for specific |IP options:
(a) Security Option
Sone environments require the Security option in every
packet originated or received. Routers SHOULD | MPLEMENT
the revised security option described in [INTERNET: 5].
DI SCUSSI ON:
Note that the security options described in
[ NTERNET: 1] and RFC 1038 ([| NTERNET: 16]) are obsol ete.
(b) StreamlIdentifier Option

This option is obsolete; routers SHOULD NOT place this
option in a datagramthat the router originates. This
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option MJUST be ignored in datagrans received by the
router.

(c) Source Route Options

A router MJIST be able to act as the final destination of a
source route. |If a router receives a packet containing a
conpl eted source route (i.e., the pointer points beyond
the last field and the destination address in the IP
header addresses the router), the packet has reached its
final destination; the option as received (the recorded
route) MJUST be passed up to the transport |ayer (or to

| CMP nessage processing).

In order to respond correctly to source-routed datagrans
it receives, a router MJST provide a nmeans whereby
transport protocols and applications can reverse the
source route in a received datagram and insert the
reversed source route into datagrans they originate (see
Section 4 of [INTRG 2] for details).

Some applications in the router MAY require that the user
be able to enter a source route.

A router MJUST NOT originate a datagram containing nultiple
source route options. Wiat a router should do if asked to
forward a packet containing nultiple source route options
is described in Section [5.2.4.1].

When a source route option is created, it MJST be
correctly formed even if it is being created by reversing
a recorded route that erroneously includes the source host
(see case (B) in the discussion bel ow).

DI SCUSSI ON:
Suppose a source routed datagramis to be routed from
source S to destination Dvia routers G, &, ... (.

Source S constructs a datagramwith Gl's | P address as
its destination address, and a source route option to
get the datagramthe rest of the way to its
destination. However, there is an anbiguity in the
speci fication over whether the source route option in a
dat agram sent out by S should be (A) or (B)

(A: {>®@, G, ... G, D <--- CORRECT

(B): {S >»>@, &, ... &, D <---- WRONG
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(where >> represents the pointer). |If (A is sent, the
datagramreceived at Dw Il contain the option: {Gl,

&, ... G >>}, with Sand D as the |IP source and
destination addresses. |If (B) were sent, the datagram
received at D would again contain S and D as the same

| P source and destinati on addresses, but the option
woul d be: {S, GL, ...G1r >>}; i.e., the originating host
woul d be the first hop in the route.

(d) Record Route Option

Rout ers MAY support the Record Route option in datagrans
ori ginated by the router.

(e) Timestanp Option

Rout ers MAY support the tinestanp option in datagrans
originated by the router. The follow ng rules apply:

o Wen originating a datagram contai ning a Ti nestanp
Option, a router MJUST record a tinestanp in the option
if

- Its Internet address fields are not pre-specified or
- Its first pre-specified address is the |P address of
the logical interface over which the datagramis
being sent (or the router’s router-id if the

datagramis being sent over an unnunbered
i nterface).

o If the router itself receives a datagram containing a
Ti mestanp Option, the router MJST insert the current
timestanp into the Tinmestanp Option (if there is space
in the option to do so) before passing the option to
the transport layer or to | CVMP for processing.

o Atinmestanp value MJST follow the rules given in
Section [3.2.2.8] of [INTRO 2].

| MPLENMENTATI ON:
To maxim ze the utility of the tinestanps contained in
the tinmestanp option, it is suggested that the
timestanp inserted be, as nearly as practical, the tine
at which the packet arrived at the router. For
datagrans originated by the router, the tinestanp
i nserted should be, as nearly as practical, the tine at
whi ch the datagram was passed to the Link Layer for
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transni ssi on.

4.2.2.2 Addresses in Options: RFC 791 Section 3.1

When a router inserts its address into a Record Route, Strict
Source and Record Route, Loose Source and Record Route, or
Timestanp, it MJST use the I P address of the logical interface
on which the packet is being sent. Were this rule cannot be
obeyed because the output interface has no I P address (i.e., is
an unnunbered interface), the router MJST instead insert its
router-id. The router’s router-id is one of the router’s IP
addresses. Wiich of the router’s addresses is used as the
router-id MJUST NOT change (even across reboots) unless changed
by the network manager or unless the configuration of the
router is changed such that the I P address used as the router-
id ceases to be one of the router’s I P addresses. Routers with
mul tipl e unnunbered interfaces MAY have nultiple router-id’s.
Each unnunbered interface MJST be associated with a particul ar
router-id. This association MJUST NOT change (even across
reboots) w thout reconfiguration of the router

DI SCUSSI ON:
This specification does not allow for routers which do not
have at |east one |IP address. W do not viewthis as a
serious limtation, since a router needs an | P address to
neet the manageability requirements of Chapter [8] even if
the router is connected only to point-to-point |inks.

| MPLEMENTATI ON:
One possi ble method of choosing the router-id that fulfills
this requirenent is to use the nunerically smallest (or
greatest) I P address (treating the address as a 32-bit
integer) that is assigned to the router

4.2.2.3 Unused |IP Header Bits: RFC-791 Section 3.1

The | P header contains two reserved bits: one in the Type of
Service byte and the other in the Flags field. A router MJST
NOT set either of these bits to one in datagranms originated by
the router. A router MJST NOT drop (refuse to receive or
forward) a packet nerely because one or nore of these reserved
bits has a non-zero val ue.
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DI SCUSSI ON:
Future revisions to the I P protocol may make use of these
unused bits. These rules are intended to ensure that these
revi sions can be depl oyed w thout having to sinultaneously
upgrade all routers in the Internet.
Type of Service: RFC- 791 Section 3.1

The Type-of-Service byte in the IP header is divided into three
sections: the Precedence field (high-order 3 bits), a field
that is customarily called Type of Service or TCS (next 4
bits), and a reserved bit (the |low order bit).

Rul es governing the reserved bit were described in Section
[4.2.2.3].

A nore extensive discussion of the TOS field and its use can be
found in [ ROUTE: 11].

The description of the IP Precedence field is superseded by
Section [5.3.3]. RFC 795, Service Mppings, is obsolete and
SHOULD NOT be i npl enent ed.

Header Checksum RFC-791 Section 3.1

As stated in Section [5.2.2], a router MJST verify the IP
checksum of any packet which is received. The router MJST NOT
provi de a neans to disable this checksumverification

| MPLEMENTATI ON:
A nore extensive description of the IP checksum including
extensive inplenmentation hints, can be found in [|NTERNET: 6]
and [ | NTERNET: 7].

Unrecogni zed Header Options: RFC- 791 Section 3.1
A router MJST ignore |IP options which it does not recognize. A
corollary of this requirenent is that a router MJST i npl enent

the End of Option List option and the No Operation option,
since neither contains an explicit |ength.
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DI SCUSSI ON
Al future IP options will include an explicit |ength.
Fragnentation: RFC-791 Section 3.2

Fragnentation, as described in [INTERNET: 1], MJST be supported
by a router.

When a router fragnments an | P datagram it SHOULD mininize the
nunber of fragnents. When a router fragnents an | P datagram
it MUST send the fragnments in order. A fragnmentation nethod
whi ch may generate one I P fragnent which is significantly
smal l er than the other MAY cause the first IP fragnent to be
the snall er one.

DI SCUSSI ON
There are several fragnentation techniques in conmon use in
the Internet. One involves splitting the I P datagraminto
IP fragments with the first being MU sized, and the others
bei ng approximately the same size, snaller than the MIuU
The reason for this is twofold. The first IP fragnment in
the sequence will be the effective MIU of the current path
bet ween the hosts, and the following IP fragments are sized
to hopefully minimze the further fragnmentation of the IP
datagram Another technique is to split the |IP datagram
into MIU sized IP fragnments, with the I ast fragnment being
the only one snaller, as per page 26 of [|INTERNET: 1].

A comon trick used by sonme inplenmentations of TCP/IP is to
fragnent an I P datagraminto IP fragments that are no |arger
than 576 bytes when the IP datagramis to travel through a
router. In general, this allows the resulting IP fragnments
to pass the rest of the path without further fragnentation
Thi s woul d, though, create nore of a | oad on the destination
host, since it would have a | arger nunber of IP fragnments to
reassenble into one IP datagram It would al so not be

ef ficient on networks where the MIU only changes once, and
stays much larger than 576 bytes (such as an 802.5 network
with a MU of 2048 or an Ethernet network with an MIU of
1536) .

One ot her fragnentation technique di scussed was splitting
the I P datagraminto approxi nately equal sized IP fragnents,
with the size being smaller than the next hop network’s MU
This is intended to mnimze the nunber of fragments that
woul d result from additional fragmentation further down the
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pat h.

In nost cases, routers should try and create situations that
will generate the | owest nunber of I P fragments possible.

Wrk with slow machines |eads us to believe that if it is
necessary to send snall packets in a fragmentation schene,
sending the small IP fragnment first nmaximzes the chance of
a host with a slowinterface of receiving all the fragnents.

4.2.2.8 Reassenbly: RFC 791 Section 3.2

As specified in Section 3.3.2 of [INTRO 2], a router MJST
support reassenbly of datagrans which it delivers to itself.

4.2.2.9 Tinme to Live: RFC 791 Section 3.2

Time to Live (TTL) handling for packets originated or received
by the router is governed by [INTRO 2]. Note in particular
that a router MJUST NOT check the TTL of a packet except when
forwarding it.

4.2.2.10 Multi-subnet Broadcasts: RFC-922

Al'l -subnets broadcasts (called multi-subnet broadcasts in
[ NTERNET: 3] ) have been deprecated. See Section [5.3.5.3].

4.2.2.11 Addressing: RFC 791 Section 3.2

There are now five classes of |IP addresses: O ass A through
Class E©. Cass D addresses are used for IP nmulticasting

[ NTERNET: 4], while C ass E addresses are reserved for
experimental use.

A multicast (Cass D) address is a 28-bit |ogical address that
stands for a group of hosts, and nay be either pernanent or
transient. Permanent nulticast addresses are allocated by the
I nternet Assigned Nunmber Authority [INTRO 7], while transient
addresses nmay be allocated dynanmically to transient groups.
Group nenbership is determ ned dynamically using | GW

[ | NTERNET: 4] .

We now sunmari ze the inportant special cases for Unicast (that

is class A, B, and C) |IP addresses, using the follow ng
notation for an |P address:
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{ <Networ k- nunber >, <Host-nunber> }
or
{ <Networ k- nunber >, <Subnet-nunber>, <Host-nunber> }

and the notation -1 for a field that contains all 1 bits and
the notation O for a field that contains all 0 bits. This
notation is not intended to inply that the 1-bits in a subnet
mask need be conti guous.

(a) {0, 0}

This host on this network. It MJST NOT be used as a
source address by routers, except the router MAY use this
as a source address as part of an initialization procedure
(e.g., if the router is using BOOTP to load its
configuration information).

I ncom ng datagrans with a source address of { 0, O } which
are received for local delivery (see Section [5.2.3]),
MUST be accepted if the router inplenents the associated
protocol and that protocol clearly defines appropriate
action to be taken. Oherwise, a router MIST silently

di scard any | ocally-delivered datagram whose source
address is { 0, 0 }.

DI SCUSSI ON:
Sone protocols define specific actions to take in
response to a received datagram whose source address is
{ 0, 0}. Two exanples are BOOTP and | CMP Mask
Request. The proper operation of these protocols often
depends on the ability to receive datagrans whose
source address is { 0, 0 }. For nobst protocols,
however, it is best to ignore datagrans having a source
address of { 0, 0 } since they were probably generated
by a mi sconfigured host or router. Thus, if a router
knows how to deal with a given datagramhaving a { 0, O
} source address, the router MJST accept it.
O herwi se, the router MJUST discard it.

See al so Section [4.2.3.1] for a non-standard use of { O,
0}.

(b) { O, <Host-nunber> }

Specified host on this network. It MJST NOT be sent by
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routers except that the router MAY uses this as a source
address as part of an initialization procedure by which
the it learns its own | P address.

(¢) {-1, -1}
Limted broadcast. It MJST NOT be used as a source
addr ess.
A datagramwi th this destination address will be received
by every host and router on the connected physi cal
network, but will not be forwarded outside that network.

(d) { <Network-number>, -1}

Network Directed Broadcast - a broadcast directed to the
specified network. It MJST NOT be used as a source
address. A router MAY originate Network Directed
Broadcast packets. A router MJIST receive Network Directed
Br oadcast packets; however a router MAY have a
configuration option to prevent reception of these
packets. Such an option MJST default to all ow ng
reception.

(e) { <Network-nunber>, <Subnet-nunber>, -1}

Subnetwork Directed Broadcast - a broadcast sent to the
specified subnet. It MJST NOT be used as a source
address. A router MAY originate Network Directed
Broadcast packets. A router MJIST receive Network Directed
Br oadcast packets; however a router MAY have a
configuration option to prevent reception of these
packets. Such an option MJST default to all ow ng
reception.

(f) { <Network-number>, -1, -1}

Al Subnets Directed Broadcast - a broadcast sent to all
subnets of the specified subnetted network. [t MJST NOT
be used as a source address. A router MAY originate
Networ k Di rected Broadcast packets. A router MJST receive
Networ k Di rected Broadcast packets; however a router MNAY
have a configuration option to prevent reception of these
packets. Such an option MJST default to all ow ng
reception.
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(g) { 127, <any>}

Internal host | oopback address. Addresses of this form
MUST NOT appear outside a host.

The <Networ k-nunber> is adninistratively assigned so that its
value will be unique in the entire world.

| P addresses are not pernitted to have the value 0 or -1 for
any of the <Host-nunber>, <Network-nunber>, or <Subnet-nunber>
fields (except in the special cases listed above). This
inplies that each of these fields will be at least two bits

| ong.

For further discussion of broadcast addresses, see Section
[4.2.3.1].

Since (as described in Section [4.2.1]) a router mnust support
the subnet extensions to IP, there will be a subnet nask of the
form { -1, -1, 0} associated with each of the host’s local IP
addresses; see Sections [4.3.3.9], [5.2.4.2], and [10.2.2].

When a router originates any datagram the | P source address
MJUST be one of its own | P addresses (but not a broadcast or
mul ti cast address). The only exception is during
initialization.

For nobst purposes, a datagram addressed to a broadcast or
mul ti cast destination is processed as if it had been addressed
to one of the router’s | P addresses; that is to say:

0 A router MJST receive and process normally any packets wth
a broadcast destination address.

0 A router MIST receive and process normally any packets sent
to a nmulticast destination address which the router is
interested in.

The term specific-destination address neans the equival ent

|l ocal I P address of the host. The specific-destination address
is defined to be the destination address in the |IP header

unl ess the header contains a broadcast or nulticast address, in
whi ch case the specific-destination is an | P address assi gned
to the physical interface on which the datagram arrived.

A router MIST silently discard any received datagram contai ni ng
an | P source address that is invalid by the rules of this
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section. This validation could be done either by the IP | ayer
or by each protocol in the transport |ayer.

DI SCUSSI ON:
A m saddressed datagram m ght be caused by a Link Layer
broadcast of a unicast datagram or by another router or host
that is confused or m sconfigured.

4.2.3 SPECI FI C | SSUES

4.2.3.1 |P Broadcast Addresses

For historical reasons, there are a nunber of |P addresses
(some standard and sone not) which are used to indicate that an
| P packet is an |IP broadcast. A router

(1) MJST treat as | P broadcasts packets addressed to
255. 255. 255, 255, { <Network-nunber>, -1 }, { <NetworKk-
nunber >, <Subnet-nunber>, -1 }, and { <Network-nunber >,
-1, -1 }.

(2) SHOULD silently discard on receipt (i.e., don't even
deliver to applications in the router) any packet
addressed to 0.0.0.0, { <Network-nunber>, 0}, {
<Net wor k- nurber >, <Subnet - nunber>, 0 }, or { <NetworKk-
nunber>, 0, 0 }; if these packets are not silently
di scarded, they MJST be treated as |IP broadcasts (see
Section [5.3.5]). There MAY be a configuration option to
al |l ow recei pt of these packets. This option SHOULD
default to discarding them

(3) SHOULD (by default) use the limted broadcast address
(255. 255. 255. 255) when originating an | P broadcast
destined for a connected network or subnet (except when
sending an | CMP Address Mask Reply, as discussed in
Section [4.3.3.9]). A router MJST receive linmted
br oadcast s.

(4) SHOULD NOT originate datagrans addressed to 0.0.0.0, {
<Net wor k- nunber>, 0 }, { <Network-nunber>, <Subnet -
nunber>, 0 }, or { <Network-number>, 0, 0 }. There MAY be
a configuration option to allow generation of these
packets (instead of using the relevant 1s format
broadcast). This option SHOULD default to not generating
t hem
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DI SCUSSI ON:
In the second bullet, the router obviously cannot recognize
addresses of the form{ <Network-nunber>, <Subnet-nunber>, 0
} if the router does not know how the particular network is
subnetted. |In that case, the rules of the second bullet do
not apply because, fromthe point of view of the router, the
packet is not an |IP broadcast packet.

| P Multicasting

An I P router SHOULD satisfy the Host Requirements with respect
to IP nmulticasting, as specified in Section 3.3.7 of [INTRO 2].
An | P router SHOULD support local IP nulticasting on al
connected networks for which a napping fromCass DIP
addresses to link-layer addresses has been specified (see the
various | P-over-xxx specifications), and on all connected

poi nt-to-point links. Support for local IP nulticasting

i ncludes originating multicast datagramnms, joining nulticast
groups and receiving multicast datagranms, and |eaving nulticast
groups. This inplies support for all of [INTERNET: 4] including
| GWP (see Section [4.4]).

DI SCUSSI ON:
Al 't hough [I NTERNET: 4] is entitled Host Extensions for IP
Mul ticasting, it applies to all IP systenms, both hosts and
routers. In particular, since routers may join multicast

groups, it is correct for themto performthe host part of
| GW, reporting their group nemberships to any nul ticast
routers that may be present on their attached networks
(whet her or not they thenselves are nulticast routers).

Some router protocols may specifically require support for
IP multicasting (e.g., OSPF [ROUTE: 1]), or nay reconmrend it
(e.g., ICVWP Router Discovery [|INTERNET: 13]).

Path MIU Di scovery

In order to elimnate fragnentation or mninize it, it is
desirable to know what is the path MU al ong the path fromthe
source to destination. The path MU is the nininumof the MIUs
of each hop in the path. [INTERNET: 14] describes a technique
for dynamically discovering the maxi mumtransmni ssion unit (MrU)
of an arbitrary internet path. For a path that passes through
a router that does not support [INTERNET: 14], this techni que

m ght not discover the correct Path MU, but it will always
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choose a Path MIU as accurate as, and in many cases nore
accurate than, the Path MU that woul d be chosen by ol der
techni ques or the current practice.

When a router is originating an I P datagram it SHOULD use the
schene described in [INTERNET: 14] to limt the datagram s size.
If the router’s route to the datagram s destination was | earned
froma routing protocol that provides Path MIU information, the
schenme described in [INTERNET: 14] is still used, but the Path
MIU i nformation fromthe routing protocol SHOULD be used as the
initial guess as to the Path MIU and al so as an upper bound on
the Path MIU

Subnetting

Under certain circunstances, it nay be desirable to support
subnets of a particular network being interconnected only via a
path which is not part of the subnetted network. This is known
as di sconti guous subnetwork support.

Rout ers MUST support di sconti guous subnetworks.

| MPLEMENTATI ON:
In general, a router should not nmake assunptions about what
are subnets and what are not, but sinply ignore the concept
of dass in networks, and treat each route as a { network,
mask }-tuple.

DI SCUSSI ON:
The I nternet has been growing at a tremendous rate of |ate.
Thi s has been placing severe strains on the | P addressing
technology. A mmjor factor in this strainis the strict IP
Address cl ass boundaries. These nake it difficult to
efficiently size network nunbers to their networks and
aggregate several network nunbers into a single route
advertisement. By elimnating the strict class boundaries
of the IP address and treating each route as a {network
nunber, mask}-tuple these strains nay be greatly reduced.

The technology for currently doing this is O assless
I nterdomai n Routing (ClDR) [|NTERNET: 15].

Furthernmore, for sinmilar reasons, a subnetted network need not
have a consi stent subnet mask through all parts of the network.
For exampl e, one subnet may use an 8 bit subnet mask, another
10 bit, and another 6 bit. This is known as variabl e subnet-
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masks.

Rout ers MJUST support vari abl e subnet - masks.

4.3 | NTERNET CONTROL MESSAGE PROTOCOL

4.3.1 | NTRODUCTI ON

| CWP

| P Routers

Novenber 1994

ICMP is an auxiliary protocol, which provides routing, diagnostic
It

and and error functionality for |

P

[ NTERNET: 8] . A router MJST support

is described in
| CIVP.

| CMP nmessages are grouped in two classes which are discussed in

the foll owi ng sections:

| CMP error nessages:

Desti nati on Unreachabl e Secti
Redi r ect Secti
Sour ce Quench Secti
Ti me Exceeded Secti
Par aneter Problem Secti

| CMP query nessages:

Echo Secti
| nfornmation Secti
Ti mest anp Sect i
Addr ess Mask Secti
Rout er Di scovery Secti

on
on
on
on
on

on
on
on
on
on

N s
W W W w0
W W W w0
OOPPWNE

N s
W W W w0
W W W w0
P OoONO®

General | CWP requirenments and discussion are in the next section

4.3.2 CGENERAL | SSUES

4.3.2.1 Unknown Message Types

If an | CMP nessage of unknown type is received,
passed to the |CWP user interface (if the router

it MJUST be
has one) or

silently discarded (if the router doesn’t have one).
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| CMP Message TTL

When originating an | CVP nessage, the router MJUST initialize
the TTL. The TTL for | CWP responses nust not be taken fromthe
packet which triggered the response.

Oiginal Message Header

Every ICVWP error nessage includes the Internet header and at
least the first 8 data bytes of the datagramthat triggered the
error. Mre than 8 bytes MAY be sent, but the resulting | CwW
dat agram SHOULD have a length of |less than or equal to 576
bytes. The returned |IP header (and user data) MJST be
identical to that which was received, except that the router is
not required to undo any nodifications to the |IP header that
are normally perforned in forwarding that were performed before
the error was detected (e.g., decrenenting the TTL, updating
options). Note that the requirenments of Section [4.3.3.5]
supersede this requirenent in sonme cases (i.e., for a Paraneter
Probl em nessage, if the problem is in a nodified field, the
router nmust undo the nodification). See Section [4.3.3.5])

| CMP Message Sour ce Address

Except where this docunment specifies otherwi se, the |IP source
address in an | CVP nessage origi nated by the router MJST be one
of the I P addresses associated with the physical interface over
which the ICVWP nessage is transmitted. |If the interface has no
| P addresses associated with it, the router’s router-id (see
Section [5.2.5]) is used instead.

TGOS and Precedence

| CMP error nessages SHOULD have their TOS bits set to the sane
value as the TOS bits in the packet which provoked the sending
of the ICWP error nessage, unless setting themto that val ue
woul d cause the I1CVMP error nessage to be i mredi ately di scarded
because it could not be routed to its destination. O herw se,
| CMP error nessages MJST be sent with a nornal (i.e. zero) TCS.
An | CWP reply message SHOULD have its TCOS bits set to the sanme
value as the TOS bits in the | CMP request that provoked the

reply.

EDI TOR S COMMVENTS:
The foll ow ng paragraph originally read:

| CMP error nessages MJST have their |IP Precedence field
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set to the sane value as the I P Precedence field in the
packet which provoked the sending of the | CVWP error
nmessage, except that the precedence val ue MIST be 6

(1 NTERNETWORK CONTROL) or 7 (NETWORK CONTROL), SHOULD be
7, and MAY be settable for the follow ng types of |CWP
error messages: Unreachable, Redirect, Tinme Exceeded, and
Par amet er Probl em

| believe that the foll owi ng paragraph is equival ent and
easi er for humans to parse (Source Quench is the only other
|CMP Error nessage). Oher interpretations of the origina
are sought.

| CMP Source Quench error nmessages MUST have their | P Precedence
field set to the same value as the IP Precedence field in the
packet which provoked the sending of the | CMP Source Quench
message. All other ICWP error nessages (Destination
Unreachabl e, Redirect, Tinme Exceeded, and Paraneter Problemnm
MUST have their precedence value set to 6 (I NTERNETWORK
CONTRCL) or 7 (NETWORK CONTROL), SHOULD be 7. The IP
Precedence value for these error nmessages MAY be settabl e.

An | CWP reply nmessage MUST have its I P Precedence field set to
the sanme value as the IP Precedence field in the | CVMP request
t hat provoked the reply.

Sour ce Route

I f the packet which provokes the sending of an | CMP error
nessage contains a source route option, the ICMP error nessage
SHOULD al so contain a source route option of the same type
(strict or loose), created by reversing the portion before the
poi nter of the route recorded in the source route option of the
original packet UNLESS the |ICMP error nessage is an | CVP

Par anet er Probl em conpl ai ni ng about a source route option in
the original packet.

DI SCUSSI ON
In environments which use the U S. Departnent of Defense
security option (defined in [INTERNET: 5]), |CMP nessages may
need to include a security option. Detailed informtion on
this topic should be avail able fromthe Defense
Conmuni cati ons Agency.
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4.3.2.7 Wien Not to Send ICW Errors

An | CVP error nessage MJUST NOT be sent as the result of
receiving:

o An ICMP error nessage, or

0 A packet which fails the I P header validation tests
described in Section [5.2.2] (except where that section
specifically pernits the sending of an | CMP error nessage),
or

0 A packet destined to an |P broadcast or |IP nulticast
address, or

0 A packet sent as a Link Layer broadcast or nulticast, or

0 A packet whose source address has a network nunber of zero
or is an invalid source address (as defined in Section
[6.3.7]), or

o Any fragnent of a datagram other then the first fragment
(i.e., a packet for which the fragnent offset in the IP
header is nonzero).

Furthernmore, an I CMP error nessage MJST NOT be sent in any case
where this nenp states that a packet is to be silently
di scar ded.

NOTE: THESE RESTRI CTI ONS TAKE PRECEDENCE OVER ANY REQUI REMENT
ELSEVWHERE | N THI S DOCUMENT FOR SENDI NG | CVP ERROR MESSAGES.

DI SCUSSI ON:
These rules aimto prevent the broadcast storns that have
resulted fromrouters or hosts returning | CMP error nessages
in response to broadcast packets. For exanple, a broadcast
UDP packet to a non-existent port could trigger a flood of
| CMP Destination Unreachabl e datagrans from all devices that
do not have a client for that destination port. On a |arge
Et hernet, the resulting collisions can render the network
usel ess for a second or nore.

Every packet that is broadcast on the connected network
shoul d have a valid | P broadcast address as its IP
destination (see Section [5.3.4] and [INTRO 2]). However,
sonme devices violate this rule. To be certain to detect

br oadcast packets, therefore, routers are required to check
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for a link-layer broadcast as well as an | P-layer address.

| MPLEMENTATI ON
This requires that the link layer informthe IP | ayer when a
l'i nk-1ayer broadcast packet has been received; see Section
[3.1].

Rate Limting

A router which sends | CWP Source Quench nmessages MJST be able
tolimt the rate at which the messages can be generated. A
router SHOULD al so be able to limt the rate at which it sends
ot her sorts of I CVWP error messages (Destination Unreachabl e,
Redirect, Tine Exceeded, Paraneter Problem). The rate limt
paraneters SHOULD be settable as part of the configuration of
the router. Howthe limts are applied (e.g., per router or
per interface) is left to the inplenmentor’s discretion.

DI SCUSSI ON
Two problenms for a router sending | CMP error nessage are:
(1) The consunption of bandwi dth on the reverse path, and
(2) The use of router resources (e.g., nenory, CPU tine)

To hel p solve these problens a router can linmt the
frequency with which it generates | CWP error nessages. For
simlar reasons, a router may limt the frequency at which
sonme other sorts of messages, such as | CVWP Echo Replies, are
gener at ed.

| MPLEMENTATI ON
Vari ous nmechani snms have been used or proposed for limting
the rate at which | CWP nessages are sent:

(1) Count-based - for exanple, send an I CVMP error nessage
for every N dropped packets overall or per given source
host. This nmechani sm mi ght be appropriate for | CWP
Sour ce Quench, but probably not for other types of |ICW
nmessages.

(2) Timer-based - for exanple, send an | CVMP error nessage
to a given source host or overall at nost once per T
mlliseconds.

(3) Bandwi dth-based - for exanple, linit the rate at which
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| CMP nessages are sent over a particular interface to
some fraction of the attached network’s bandwi dth.

4.3.3 SPECI FI C | SSUES

4.3.3.1 Destination Unreachabl e

If a route can not forward a packet because it has no routes at
all to the destination network specified in the packet then the
router MJST generate a Destination Unreachabl e, Code O (Network
Unreachabl e) |1 CW nessage. |If the router does have routes to
the destination network specified in the packet but the TCS
specified for the routes is neither the default TOS (0000) nor
the TOS of the packet that the router is attenpting to route,
then the router MUST generate a Destination Unreachabl e, Code
11 (Network Unreachable for TOS) | CMP nessage.

If a packet is to be forwarded to a host on a network that is
directly connected to the router (i.e., the router is the

| ast-hop router) and the router has ascertained that there is
no path to the destination host then the router MJST generate a
Destination Unreachable, Code 1 (Host Unreachable) |CW
nmessage. |If a packet is to be forwarded to a host that is on a
network that is directly connected to the router and the router
cannot forward the packet because because no route to the
destination has a TOS that is either equal to the TOS requested
in the packet or is the default TOS (0000) then the router MJST
generate a Destination Unreachable, Code 12 (Host Unreachable
for TOS) | CVWP nessage.

DI SCUSSI ON:
The intent is that a router generates the "generic"
host/ network unreachable if it has no path at all (including
default routes) to the destination. |[|f the router has one
or nore paths to the destination, but none of those paths
have an acceptable TOS, then the router generates the
"unreachabl e for TOS'" nessage.

4.3.3.2 Redirect
The | CVMP Redirect nmessage is generated to informa host on the

same subnet that the router used by the host to route certain
packets shoul d be changed.
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Contrary to section 3.2.2.2 of [INTRO 2], a router MAY ignore
| CMP Redirects when choosing a path for a packet originated by
the router if the router is running a routing protocol or if
forwarding is enabled on the router and on the interface over
whi ch the packet is being sent.

Source Quench

A router SHOULD NOT originate | CMP Source Quench nessages. As
specified in Section [4.3.2], a router which does originate
Source Quench nessages MJST be able to limt the rate at which
t hey are generated.

DI SCUSSI ON:
Research seens to suggest that Source Quench consunes
networ k bandwi dth but is an ineffective (and unfair)
antidote to congestion. See, for exanple, [|INTERNET:9] and
[ NTERNET: 10]. Section [5.3.6] discusses the current
t hi nki ng on how routers ought to deal with overload and
net wor k congesti on

A router MAY ignore any | CVP Source Quench nessages it
receives.

DI SCUSSI ON
A router itself may receive a Source Quench as the result of
originating a packet sent to another router or host. Such
dat agrams ni ght be, e.g., an EGP update sent to another
router, or a telnet streamsent to a host. A nechanism has
been proposed ([I NTERNET: 11], [INTERNET: 12]) to nmake the IP
| ayer respond directly to Source Quench by controlling the
rate at which packets are sent, however, this proposal is
currently experinental and not currently reconmrended.

Ti me Exceeded

When a router is forwarding a packet and the TTL field of the
packet is reduced to O, the requirements of section [5.2.3.8]

appl y.

When the router is reassenbling a packet that is destined for

the router, it MJST fulfill requirenments of [INTRO 2], section
[3.3.2] apply.
When the router receives (i.e., is destined for the router) a

Ti me Exceeded nessage, it MJIST conmply with section 3.2.2.4 of
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[ NTRO 2] .
Par anet er Probl em

A router MJIST generate a Paraneter Problem nessage for any
error not specifically covered by another |ICVW nessage. The IP
header field or IP option including the byte indicated by the
pointer field MJIST be included unchanged in the |IP header
returned with this | CMP nessage. Section [4.3.2] defines an
exception to this requirenent.

A new variant of the Parameter Problem nessage was defined in
[ I NTRO 2] :
Code 1 = required option is m ssing.

DI SCUSSI ON:
This variant is currently in use in the nmilitary comunity
for a mssing security option.

Echo Request/ Reply

A router MJST inplenment an | CMP Echo server function that

recei ves Echo Requests and sends corresponding Echo Replies. A
router MJST be prepared to receive, reassenble and echo an | Cw
Echo Request datagram at |east as |arge as the naxi num of 576
and the MIUs of all the connected networks.

The Echo server function MAY choose not to respond to | CVP echo
requests addressed to | P broadcast or IP nulticast addresses.

A router SHOULD have a configuration option which, if enabled,
causes the router to silently ignore all |ICVP echo requests; if
provided, this option MJST default to allow ng responses.

DI SCUSSI ON:
The neutral provision about responding to broadcast and
nmul ti cast Echo Requests results fromthe concl usions reached
in section [3.2.2.6] of [INTRQO 2].

As stated in Section [10.3.3], a router MJST al so inplenent an
user/application-layer interface for sending an Echo Request
and receiving an Echo Reply, for diagnostic purposes. Al |ICW
Echo Reply nessages MJUST be passed to this interface.

The | P source address in an | CMP Echo Reply MJUST be the sane as
the specific-destination address of the corresponding | CVP Echo
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Request nessage.

Data received in an | CMP Echo Request MJST be entirely included
in the resulting Echo Reply.

If a Record Route and/or Timestanp option is received in an

| CMP Echo Request, this option (these options) SHOULD be
updated to include the current router and included in the IP
header of the Echo Reply nessage, w thout truncation. Thus,
the recorded route will be for the entire round trip.

If a Source Route option is received in an | CMP Echo Request,
the return route MJST be reversed and used as a Source Route
option for the Echo Reply nessage.

I nformati on Request/ Reply
A router SHOULD NOT originate or respond to these nessages.

DI SCUSSI ON
The I nformati on Request/Reply pair was intended to support
self-configuring systens such as diskless workstations, to
allow themto discover their I P network nunbers at boot
time. However, these nessages are now obsol ete. The RARP
and BOOTP protocols provide better mechanisns for a host to
di scover its own |IP address.

Ti mest anp and Ti mestanp Reply

A router MAY inplenent Timestanp and Tinestanp Reply. [|f they
are inplenented then

o The ICWP Tinestanp server function MJST return a Ti nestanp
Reply to every Tinestanp nmessage that is received. It
SHOULD be designed for mninmumvariability in delay.

o An ICWP Tinestanp Request nessage to an | P broadcast or IP
mul ti cast address MAY be silently discarded.

0 The IP source address in an | CVP Ti mestanp Reply MJST be the
same as the specific-destination address of the
correspondi ng Ti nmestanp Request nessage.

o If a Source Route option is received in an | CVvP Ti mestanp

Request, the return route MJST be reversed and used as a
Source Route option for the Tinmestanp Reply nessage.
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o If a Record Route and/or Tinmestanp option is received in a
Ti mest anp Request, this (these) option(s) SHOULD be updated
to include the current router and included in the I P header
of the Timestanp Reply nessage

o If the router provides an application-layer interface for
sendi ng Ti mestanp Request nessages then inconing Tinmestanp
Reply messages MUST be passed up to the | CWP user interface.

The preferred formfor a tinmestanp value (the standard val ue)
is mlliseconds since mdnight, Universal Tine. However, it
may be difficult to provide this value with mllisecond
resolution. For exanple, nany systens use clocks that update
only at line frequency, 50 or 60 tinmes per second. Therefore,
sone latitude is allowed in a standard val ue:

(a) A standard val ue MJUST be updated at |east 16 tines per
second (i.e., at nost the six loworder bits of the val ue
may be undefined).

(b) The accuracy of a standard val ue MJST approxi mate that of
operator-set CPU clocks, i.e., correct within a few
m nut es.

| MPLEMENTATI ON
To neet the second condition, a router may need to query
sone tine server when the router is booted or restarted. It
is recommended that the UDP Time Server Protocol be used for
this purpose. A nore advanced i nplenentati on woul d use the
Network Time Protocol (NTP) to achieve nearly nmillisecond
cl ock synchroni zation; however, this is not required.

4.3.3.9 Address Mask Request/Reply

A router MIST inplenment support for receiving | CMP Address Mask
Request nessages and responding with | CMP Address Mask Reply
nmessages. These nessages are defined in [|I NTERNET: 2].

A router SHOULD have a configuration option for each |ogica

i nterface specifying whether the router is allowed to answer
Address Mask Requests for that interface; this option MJST
default to allow ng responses. A router MJST NOT respond to an
Address Mask Request before the router knows the correct subnet
mask.

A router MJUST NOT respond to an Address Mask Request which has
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a source address of 0.0.0.0 and which arrives on a physi cal
i nterface which has associated with it multiple |ogical

i nterfaces and the subnet masks for those interfaces are not
all the sane.

A router SHOULD examine all |CWVP Address Mask Replies which it
receives to determ ne whether the information it contains

mat ches the router’s know edge of the subnet mask. If the | CwW
Address Mask Reply appears to be in error, the router SHOULD

| og the subnet mask and the sender’s | P address. A router MJST
NOT use the contents of an | CVP Address Mask Reply to determ ne
the correct subnet mask

Because hosts may not be able to learn the subnet mask if a
router i s down when the host boots up, a router MAY broadcast a
gratuitous | CVP Address Mask Reply on each of its |ogical
interfaces after it has configured its own subnet masks.
However, this feature can be dangerous in environnents which
use variable I ength subnet nasks. Therefore, if this feature
is inplenented, gratuitous Address Mask Replies MJST NOT be
broadcast over any |ogical interface(s) which either:

0o Are not configured to send gratuitous Address Mask Replies.
Each | ogical interface MJST have a configuration paraneter
controlling this, and that paraneter MJST default to not
sendi ng the gratuitous Address Mask Replies.

0 Share the sanme | P network nunber and physical interface but
have different subnet masks.

The { <Network-nunber>, -1, -1} form (on subnetted networKks)
or the { <Network-nunber>, -1} form (on non-subnetted
networks) of the |IP broadcast address MJST be used for

br oadcast Address Mask Repli es.

DI SCUSSI ON:
The ability to disable sending Address Mask Replies by
routers is required at a few sites which intentionally lie
to their hosts about the subnet mask. The need for this is
expected to go away as nore and nore hosts becorme conpli ant
with the Host Requirenents standards.

The reason for both the second bull et above and the

requi rement about which | P broadcast address to use is to
prevent problens when multiple IP networks or subnets are in
use on the sanme physical network.
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4.3.3.10 Router Advertisement and Solicitations

An | P router MJUST support the router part of the | CMP Router
Di scovery Protocol [INTERNET: 13] on all connected networks on
whi ch the router supports either IP nmulticast or |IP broadcast
addressing. The inplenentation MJST include all of the
configuration variables specified for routers, with the
specified defaults.

DI SCUSSI ON:
Routers are not required to inplenment the host part of the
| CMP Router Discovery Protocol, but mght find it useful for
operation while IP forwarding is disabled (i.e., when
operating as a host).

DI SCUSSI ON:
We note that it is quite commopn for hosts to use RIP as the
router discovery protocol. Such hosts listen to RIP traffic

and use and use information extracted fromthat traffic to
di scover routers and to nake decisions as to which router to
use as a first-hop router for a given destination. Wile
this behavior is discouraged, it is still comon and

i mpl ementors should be aware of it.

4.4 | NTERNET GROUP MANAGEMENT PROTOCOL - | GWP
| GWP [ I NTERNET: 4] is a protocol used between hosts and mul ticast
routers on a single physical network to establish hosts’ nenbership
in particular nulticast groups. Milticast routers use this
information, in conjunction with a nulticast routing protocol, to

support I P rmulticast forwarding across the Internet.

A router SHOULD i npl enent the host part of |GW.
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5. I NTERNET LAYER - FORWARDI NG

5.1 | NTRODUCTI ON
This section describes the process of forwardi ng packets.
5.2 FORWARDI NG WALK- THROUGH

There is no separate specification of the forwarding function in IP
Instead, forwarding is covered by the protocol specifications for the
internet |ayer protocols ([INTERNET: 1], [INTERNET: 2], [|NTERNET: 3],

[ NTERNET: 8], and [ ROUTE: 11]).

5.2.1 Forwarding Al gorithm

Since none of the primary protocol docunents describe the
forwarding algorithmin any detail, we present it here. This is
just a general outline, and omts inportant details, such as
handl i ng of congestion, that are dealt with in |later sections.

It is not required that an inplenentation foll ow exactly the
algorithns given in sections [5.2.1.1], [5.2.1.2], and [5.2.1.3].
Much of the challenge of witing router software is to maxim ze
the rate at which the router can forward packets while still

achi eving the sane effect of the algorithm Details of how to do
that are beyond the scope of this docunent, in part because they
are heavily dependent on the architecture of the router. |nstead,
we nerely point out the order dependenci es anong the steps:

(1) A router MIST verify the I P header, as described in section
[5.2.2], before performng any actions based on the contents
of the header. This allows the router to detect and discard
bad packets before the expenditure of other resources.

(2) Processing of certain |P options requires that the router
insert its |IP address into the option. As noted in Section
[5.2.4], the address inserted MUST be the address of the
| ogical interface on which the packet is sent or the router’s
router-id if the packet is sent over an unnunbered interface.
Thus, processing of these options cannot be conpleted until
after the output interface is chosen

(3) The router cannot check and decrenent the TTL before checking

whet her the packet should be delivered to the router itself,
for reasons nentioned in Section [4.2.2.9].
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(4) More generally, when a packet is delivered locally to the
router, its |IP header MJST NOT be nodified in any way (except
that a router may be required to insert a tinestanp into any
Timestanp options in the I P header). Thus, before the router
determ nes whet her the packet is to be delivered locally to
the router, it cannot update the IP header in any way that it
is not prepared to undo.

5.2.1.1 Cenera

This section covers the general forwarding algorithm This
algorithmapplies to all forns of packets to be forwarded:
uni cast, multicast, and broadcast.

(1) The router receives the |IP packet (plus additional
i nformati on about it, as described in Section [3.1]) from
t he Link Layer.

(2) The router validates the | P header, as described in
Section [5.2.2]. Note that |IP reassenbly is not done,
except on IP fragnments to be queued for | ocal delivery in
step (4).

(3) The router performs nobst of the processing of any IP
options. As described in Section [5.2.4], sone |P options
require additional processing after the routing decision
has been nmade.

(4) The router exami nes the destination |IP address of the IP
datagram as described in Section [5.2.3], to determne
how it should continue to process the |IP datagram There
are three possibilities:

o The IP datagramis destined for the router, and shoul d
be queued for |ocal delivery, doing reassenbly if
needed.

o The IP datagramis not destined for the router, and
shoul d be queued for forwarding.

o The | P datagram shoul d be queued for forwarding, but (a
copy) must al so be queued for |ocal delivery.
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5.2.1.2 Unicast

Since the local delivery case is well-covered by [INTRO 2], the
foll owi ng assunes that the | P datagram was queued for
forwarding. |If the destination is an |P unicast address:

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

The forwarder determines the next hop | P address for the
packet, usually by |ooking up the packet’s destination in
the router’s routing table. This procedure is described
in nmore detail in Section [5.2.4]. This procedure al so
deci des which network interface should be used to send the
packet .

The forwarder verifies that forwarding the packet is
permtted. The source and destination addresses shoul d be
valid, as described in Section [5.3.7] and Section [5. 3. 4]
If the router supports admi nistrative constraints on
forwardi ng, such as those described in Section [5.3.9],
those constraints nust be satisfied.

The forwarder decrenents (by at |east one) and checks the
packet’s TTL, as described in Section [5.3.1].

The forwarder perforns any | P option processing that could
not be conpleted in step 3.

The forwarder perforns any necessary | P fragnmentation, as
described in Section [4.2.2.7]. Since this step occurs
after outbound interface selection (step 5), all fragnments
of the same datagramw |l be transnmitted out the same

i nterface.

The forwarder determines the Link Layer address of the
packet’s next hop. The mechani sns for doing this are Link
Layer - dependent (see chapter 3).

The forwarder encapsul ates the I P datagram (or each of the
fragnents thereof) in an appropriate Link Layer frame and
gueues it for output on the interface selected in step 5.

The forwarder sends an ICMP redirect if necessary, as
described in Section [4.3.3.2].
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5.2.1.3 Milticast

If the destination is an IP nulticast, the follow ng steps are
t aken.

Note that the main differences between the forwarding of IP
uni casts and the forwarding of IP nulticasts are

o IP multicasts are usually forwarded based on both the
datagram s source and destination |P addresses,

o IP multicast uses an expanding ring search,
o IP nmulticasts are forwarded as Link Level nmulticasts, and

o ICWP errors are never sent in response to |IP nulticast
dat agr ans.

Note that the forwarding of IP nulticasts is still sonewhat
experinmental. As a result, the algorithmpresented below is not
mandatory, and is provided as an exanple only.

(5a) Based on the IP source and destination addresses found in
the datagram header, the router deterni nes whether the
dat agram has been received on the proper interface for
forwarding. If not, the datagramis dropped silently. The
net hod for determ ning the proper receiving interface
depends on the nulticast routing algorithn(s) in use. In
one of the sinplest algorithns, reverse path forwarding
(RPF), the proper interface is the one that woul d be used
to forward unicasts back to the datagram source.

(6a) Based on the IP source and destination addresses found in
t he datagram header, the router determ nes the datagrams
outgoing interfaces. In order to inplenment IP nulticast’s
expandi ng ring search (see [INTERNET:4]) a m nimum TTL
value is specified for each outgoing interface. A copy of
the nulticast datagramis forwarded out each outgoing
i nterface whose mninmum TTL value is less than or equal to
the TTL value in the datagram header, by separately
appl ying the remai ni ng steps on each such interface.

(7a) The router decrenents the packet’s TTL by one.
(8a) The forwarder perforns any |P option processing that could

not be conpleted in step (3).
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5.2.2

(9a) The forwarder perforns any necessary |P fragnmentation, as
described in Section [4.2.2.7].

(10a) The forwarder deternines the Link Layer address to use in
the Link Level encapsul ation. The mechani snms for doing
this are Link Layer-dependent. On LANs a Link Level
mul ti cast or broadcast is selected, as an algorithmc
transl ation of the datagrans’ class D destination address.
See the various |P-over-xxx specifications for nore
detail s.

(11a) The forwarder encapsul ates the packet (or each of the
fragments thereof) in an appropriate Link Layer franme and
gueues it for output on the appropriate interface.

| P Header Vali dati on

Before a router can process any | P packet, it MJST performa the
foll owing basic validity checks on the packet’s |IP header to
ensure that the header is nmeaningful. |[If the packet fails any of
the following tests, it MJST be silently discarded, and the error
SHOULD be | ogged.

(1) The packet length reported by the Link Layer nust be |arge
enough to hold the mnimum|length | egal |IP datagram (20
byt es).

(2) The I P checksum nust be correct.

(3) The I P version nunber nust be 4. |If the version nunber is
not 4 then the packet may well be another version of |IP, such
as ST-11.

(4) The IP header length field nust be at |east 5.

(5) The IP total length field nmust be at least 4 * | P header
length field.

A router MJST NOT have a configuration option which allows
di sabling any of these tests.

If the packet passes the second and third tests, the |IP header
length field is at least 4, and both the IP total length field and
the packet length reported by the Link Layer are at |east 16 then,
despite the above rule, the router MAY respond with an | CVP

Par anet er Probl em nessage, whose pointer points at the |IP header
length field (if it failed the fourth test) or the IP total |ength
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field (if it failed the fifth test). However, it still MJST
di scard the packet and still SHOULD | og the error

These rules (and this entire docunent) apply only to version 4 of
the Internet Protocol. These rules should not be construed as
prohi biting routers from supporting other versions of I|P.
Furthernore, if a router can truly classify a packet as being sone
other version of IP then it ought not treat that packet as an
error packet within the context of this neno.

| MPLEMENTATI ON
It is desirable for purposes of error reporting, though not
al ways entirely possible, to determ ne why a header was
invalid. There are four possible reasons:

o The Link Layer truncated the |IP header

0 The datagramis using a version of |IP other than the
standard one (version 4).

0 The I P header has been corrupted in transit.
o The sender generated an illegal |P header.

It is probably desirable to performthe checks in the order
listed, since we believe that this ordering is nost likely to
correctly categorize the cause of the error. For purposes of
error reporting, it may also be desirable to check if a packet
which fails these tests has an | P version nunber equal to 6.

If it does, the packet is probably an ST-11 datagram and shoul d
be treated as such. ST-1I is described in [ FORWARD: 1] .

Additionally, the router SHOULD verify that the packet |ength
reported by the Link Layer is at least as large as the IP total

l ength recorded in the packet’s IP header. |If it appears that the
packet has been truncated, the packet MJST be di scarded, the error
SHOULD be | ogged, and the router SHOULD respond with an | CVMP

Par anet er Probl em nessage whose pointer points at the IP tota

length field.

DI SCUSSI ON
Because any hi gher | ayer protocol which concerns itself with
data corruption will detect truncation of the packet data when

it reaches its final destination, it is not absolutely
necessary for routers to performthe check suggested above in
order to maintain protocol correctness. However, by making
this check a router can sinplify considerably the task of
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5.

2.

3

determ ning which hop in the path is truncating the packets.
It will also reduce the expenditure of resources down-stream
fromthe router in that down-streamsystens will not need to
deal with the packet.

Finally, if the destination address in the |IP header is not one of
the addresses of the router, the router SHOULD verify that the
packet does not contain a Strict Source and Record Route option

If a packet fails this test, the router SHOULD | og the error and
SHOULD respond with an | CVP Paraneter Problemerror with the

poi nter pointing at the offending packet’s | P destination address.

DI SCUSSI ON:
Sone people m ght suggest that the router should respond with a
Bad Source Route nessage instead of a Paranmeter Problem
nmessage. However, when a packet fails this test, it usually
i ndicates a protocol error by the previous hop router, whereas
Bad Source Route woul d suggest that the source host had
requested a nonexi stent or broken path through the network.

Local Delivery Deci sion

When a router receives an | P packet, it nust deci de whether the
packet is addressed to the router (and should be delivered
locally) or the packet is addressed to another system (and should
be handl ed by the forwarder). There is also a hybrid case, where
certain | P broadcasts and IP nulticasts are both delivered locally
and forwarded. A router MJST determ ne which of the these three
cases applies using the follow ng rul es:

0 An unexpired source route option is one whose pointer val ue
does not point past the last entry in the source route. |If the
packet contai ns an unexpired source route option, the pointer
in the option is advanced until either the pointer does point
past the last address in the option or else the next address is
not one of the router’s own addresses. In the latter (normal)
case, the packet is forwarded (and not delivered |ocally)
regardl ess of the rul es bel ow

o The packet is delivered locally and not considered for
forwarding in the foll ow ng cases:

- The packet’s destinati on address exactly matches one of the
router’s | P addresses,

- The packet’s destination address is a |imted broadcast
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address ({-1, -1}), and

- The packet’s destination is an IP nulticast address which is
linited to a single subnet (such as 224.0.0.1 or 224.0.0.2)
and (at least) one of the logical interfaces associated with
t he physical interface on which the packet arrived is a
menber of the destination nulticast group.

0o The packet is passed to the forwarder AND delivered locally in
the foll owi ng cases:

- The packet’s destination address is an |P broadcast address
that addresses at |east one of the router’s |ogica
i nterfaces but does not address any of the | ogical
i nterfaces associated with the physical interface on which
t he packet arrived

- The packet’s destination is an IP nulticast address which is
not limted to a single subnetwork (such as 224.0.0.1 and
224.0.0.2 are) and (at |east) one of the logical interfaces
associ ated with the physical interface on which the packet
arrived is a nenber of the destination nmulticast group.

o The packet is delivered locally if the packet’s destination
address is an | P broadcast address (other than a limted
broadcast address) that addresses at |east one of the | ogical
i nterfaces associated with the physical interface on which the
packet arrived. The packet is ALSO passed to the forwarder
unl ess the link on which the packet arrived uses an IP
encapsul ati on that does not encapsul ate broadcasts differently
than unicasts (e.g. by using different Link Layer destination
addr esses) .

o The packet is passed to the forwarder in all other cases.

DI SCUSSI ON:

The purpose of the requirenent in the |ast sentence of the
fourth bullet is to deal with a directed broadcast to another
net or subnet on the sane physical cable. Nornally, this works
as expected: the sender sends the broadcast to the router as a
Li nk Layer unicast. The router notes that it arrived as a

uni cast, and therefore nust be destined for a different |ogical
net (or subnet) than the sender sent it on. Therefore, the
router can safely send it as a Link Layer broadcast out the
same (physical) interface over which it arrived. However, if
the router can't tell whether the packet was received as a Link
Layer unicast, the sentence ensures that the router does the
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safe but wong thing rather than the unsafe but right thing.

| MPLENMENTATI ON:
As described in Section [5.3.4], packets received as Link Layer
broadcasts are generally not forwarded. It nay be advantageous
to avoid passing to the forwarder packets it would |ater
di scard because of the rules in that section.

Sone Link Layers (either because of the hardware or because of
special code in the drivers) can deliver to the router copies
of all Link Layer broadcasts and nulticasts it transnits. Use
of this feature can sinplify the inplenmentation of cases where
a packet has to both be passed to the forwarder and delivered
locally, since forwarding the packet will automatically cause
the router to receive a copy of the packet that it can then
deliver locally. One nust use care in these circunstances in
order to prevent treating a received | oop-back packet as a
normal packet that was received (and then being subject to the
rules of forwarding, etc etc).

Even in the absence of such a Link Layer, it is of course
hardly necessary to make a copy of an entire packet in order to
queue it both for forwarding and for |ocal delivery, though
care nust be taken with fragnents, since reassenbly is
performed on locally delivered packets but not on forwarded
packets. One sinple schene is to associate a flag with each
packet on the router’s output queue which indicates whether it
shoul d be queued for local delivery after it has been sent.

5.2.4 Determning the Next Hop Address

When a router is going to forward a packet, it nust determ ne
whether it can send it directly to its destination, or whether it
needs to pass it through another router. |If the latter, it needs
to determ ne which router to use. This section explains how these
determ nati ons are nade.

This section nakes use of the follow ng definitions:

0 LSRR - IP Loose Source and Record Route option

0 SSRR - IP Strict Source and Record Route option

0 Source Route Option - an LSRR or an SSRR

o Utimte Destination Address - where the packet is being sent
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to: the last address in the source route of a source-routed
packet, or the destination address in the |IP header of a non-
source-rout ed packet

0 Adjacent - reachabl e without going through any IP routers

0 Next Hop Address - the |IP address of the adjacent host or
router to which the packet should be sent next

o |Immediate Destination Address - the ultimte destination
address, except in source routed packets, where it is the next
address specified in the source route

o |Imediate Destination - the node, system router, end-system
or whatever that is addressed by the I mmedi ate Destination
Addr ess.

5.2.4.1 |Imedi ate Destination Address

If the destination address in the IP header is one of the
addresses of the router and the packet contains a Source Route
Option, the Inmediate Destination Address is the address
pointed at by the pointer in that option if the pointer does
not point past the end of the option. Oherw se, the |Inmediate
Destination Address is the same as the |IP destination address
in the | P header.

A router MJST use the Immedi ate Destination Address, not the
U timte Destination Address, when determ ning how to handle a
packet .

It is an error for nmore than one source route option to appear
in a datagram If it receives one, it SHOULD discard the
packet and reply with an | CMP Paraneter Probl em nessage whose
poi nter points at the begi nning of the second source route
opti on.

5.2.4.2 Local/Renote Decision

After it has been determined that the | P packet needs to be
forwarded in accordance with the rules specified in Section
[5.2.3], the following algorithm MJST be used to determne if
the I nmedi ate Destination is directly accessible (see

[ | NTERNET: 2] ) :

(1) For each network interface that has not been assigned any
| P address (the unnunbered lines as described in Section
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[2.2.7]), conpare the router-id of the other end of the

line to the Imedi ate Destination Address. |If they are
exactly equal, the packet can be transnmitted through this
interface.

DI SCUSSI ON:

In other words, the router or host at the renmote end of
the line is the destination of the packet or is the
next step in the source route of a source routed
packet .

(2) If no network interface has been selected in the first
step, for each |IP address assigned to the router:
(a) Apply the subnet mask associated with the address to
this | P address.

| MPLEMENTATI ON:
The result of this operation will usually have
been conmputed and saved during initialization.

(b) Apply the sane subnet mask to the | medi ate
Destinati on Address of the packet.

(c) Conpare the resulting values. If they are equal to
each other, the packet can be transmitted through the
correspondi ng network interface.

(3) If an interface has still not been selected, the | nmediate
Destination is accessible only through sonme other router.
The selection of the router and the next hop IP address is
described in Section [5.2.4.3].

5.2.4.3 Next Hop Address

EDI TOR S COMMVENTS:
Note that this section has been extensively rewitten. The
original docunent indicated that Phil Al ngui st w shed to
revise this section to conformto his "Rum nations on the
Next Hop" document. | amunder the assunption that the
wor ki ng group generally agreed with this goal; there was an
editor’s note fromPhil that remained in this docunent to
that effect, and the RoNH docunent contains a "nandatory
RRWG al gorit hni'.

So, | have taken said algorithmfrom RoNH and noved it into
her e.
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Addi tional useful or interesting information from RoNH has
been extracted and placed into an appendix to this note.

The router applies the algorithmin the previous section to
determine if the Immediate Destination Address is adjacent. |If
so, the next hop address is the same as the |Imedi ate
Destinati on Address. Oherwi se, the packet nust be forwarded

t hrough another router to reach its |Inmedi ate Destination. The
selection of this router is the topic of this section

I f the packet contains an SSRR, the router MJST discard the
packet and reply with an | CVP Bad Source Route error

O herwi se, the router |ooks up the I medi ate Destination
Address in its routing table to deternine an appropriate next
hop address.

DI SCUSSI ON:

Per the I P specification, a Strict Source Route nust specify
a sequence of nodes through which the packet mnust traverse;
the packet nust go from one node of the source route to the
next, traversing internmedi ate networks only. Thus, if the
router is not adjacent to the next step of the source route,
the source route can not be fulfilled. Therefore, the |ICW
Bad Source Route error.

The goal of the next-hop selection process is to exani ne the
entries in the router’s Forwarding |Information Base (FIB) and
select the best route (if there is one) for the packet from

t hose available in the FIB.

Conceptual ly, any route |l ookup algorithmstarts out with a set
of candi date routes which consists of the entire contents of
the FIB. The algorithmconsists of a series of steps which
discard routes fromthe set. These steps are referred to as
Pruning Rules. Nornally, when the algorithmterm nates there
is exactly one route renaining in the set. |If the set ever
becones enpty, the packet is discarded because the destination
is unreachable. It is also possible for the algorithmto
ternm nate when nore than one route renains in the set. 1In this
case, the router may arbitrarily discard all but one of them
or may perform"load-splitting” by choosi ng whi chever of the
routes has been | east recently used.

Wth the exception of rule 3 (Wak TOS), a router MJST use the
foll owing Pruning Rul es when sel ecting a next hop for a packet.
If a router does consider TOS when maki ng next-hop deci sions,
the Rule 3 nust be applied in the order indicated below These
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rul es MJUST be (conceptually) applied to the FIB in the order
that they are presented. (For sonme historical perspective,
addi tional pruning rules, and other common al gorithms in use,
see Appendi x E)

DI SCUSSI ON:
Rule 3 is optional in that Section [5.3.2] says that a
router only SHOULD consi der TOS when maki ng forwardi ng
deci si ons.

(1) Basic Match
This rule discards any routes to destinations other than
the I medi ate Destination Address of the packet. For
exanmple, if a packet’s Imediate Destination Address is
36.144.2.5, this step would discard a route to net
128.12.0.0 but would retain any routes to net 36.0.0.0,
any routes to subnet 36.144.0.0, and any default routes.

More precisely, we assunme that each route has a
destination attribute, called route.dest, and a
correspondi ng mask, called route.mask, to specify which
bits of route.dest are significant. The |Inmredi ate
Destination Address of the packet being forwarded is
ip.dest. This rule discards all routes fromthe set of
candi date routes except those for which (route.dest &
route. mask) = (ip.dest & route. nmsk).

(2) Longest Match
Longest Match is a refinenment of Basic Match, described
above. After Basic Match pruning is performed, the
remai ning routes are examined to determ ne the maxi mum
nunber of bits set in any of their route.nmask attributes.
The step then discards fromthe set of candi date routes
any routes which have fewer than that maxi num nunber of
bits set in their route. mask attri butes.

For exanple, if a packet’s |Imedi ate Destinati on Address
is 36.144.2.5 and there are {route.dest, route.nmsk}
pairs of {36.144.2.0, 255.255.255.0}, {36.144.0.5,

255. 255. 0. 255}, {36.144.0.0, 255.255.0.0}, and {36.0.0.0,
255.0.0.0}, then this rule would keep only the first two
pairs; {36.144.2.0, 255.255.255.0} and {36.144.0.5,

255. 255. 0. 255} .
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Weak TOS

Each route has a type of service attribute, called
route.tos, whose possible values are assuned to be
identical to those used in the TOS field of the | P header
Routing protocols which distribute TOS information fill in
route.tos appropriately in routes they add to the FIB;
routes fromother routing protocols are treated as if they
have the default TOS (0000). The TOS field in the IP
header of the packet being routed is called ip.tos.

The set of candidate routes is examned to determne if it

contains any routes for which route.tos = ip.tos. |If so,
all routes except those for which route.tos = ip.tos are
di scarded. |If not, all routes except those for which

route.tos = 0000 are discarded fromthe set of candi date
rout es.

Addi ti onal discussion of routing based on Wak TOS may be
found in [ ROUTE: 11].

DI SCUSSI ON

The effect of this rule is to select only those routes
whi ch have a TOS that matches the TOS requested in the
packet. |If no such routes exist then routes with the
default TOS are considered. Routes with a non-default
TOS that is not the TOS requested in the packet are
never used, even if such routes are the only avail abl e
routes that go to the packet’s destination

Best Metric

Each route has a nmetric attribute, called route.metric,
and a routing domain identifier, called route.donmain.
Each nmenber of the set of candidate routes is conpared
with each other nmenber of the set. |If route.domain is
equal for the two routes and route.nmetric is strictly
inferior for one when conmpared with the other, then the
one with the inferior netric is discarded fromthe set.
The determination of inferior is usually by a sinple
arithmetic conparison, though some protocols may have
structured nmetrics requiring nore conplex conparisons.

Vendor Policy

Vendor Policy is sort of a catch-all to make up for the
fact that the previously listed rules are often inadequate
to chose from anong the possible routes. Vendor Policy
pruning rules are extrenely vendor-specific. See section
[5.2.4.4].
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This algorithmhas two distinct di sadvantages. Presumably, a
router inplenmentor mght develop techniques to deal with these
di sadvant ages and nmake them a part of the Vendor Policy pruning
rul e.

(1) IS 1S and OSPF route classes are not directly handl ed.

(2) Path properties other than type of service (e.g. MIU) are
i gnor ed.

It is also worth noting a deficiency in the way that TOS is
supported: routing protocols which support TOCS are inplicitly
preferred when forwardi ng packets which have non-zero TOS

val ues.

The Basic Match and Longest Match pruning rules generalize the
treatnent of a nunber of particular types of routes. These
routes are selected in the follow ng, decreasing, order of

pr ef erence:

(1) Host Route: This is a route to a specific end system

(2) Subnetwork Route: This is a route to a particul ar subnet
of a network.

(3) Default Subnetwork Route: This is a route to all subnets
of a particular net for which there are not (explicit)
subnet routes.

(4) Network Route: This is a route to a particular network.

(5) Default Network Route (also known as the default route):
This is a route to all networks for which there are no
explicit routes to the net or any of its subnets.

If, after application of the pruning rules, the set of routes
is enpty (i.e., no routes were found), the packet MJST be

di scarded and an appropriate |ICVP error generated (I CMP Bad
Source Route if the Inmrediate Destination Address cane froma
source route option; otherw se, whichever of | CW Destination
Host Unreachabl e or Destinati on Network Unreachable is
appropriate, as described in Section [4.3.3.1]).
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5.2.4.4 Adnministrative Preference

One suggested nmechani smfor the Vendor Policy Pruning Rule is
to use administrative preference.

Each route has associated with it a preference val ue, based on
various attributes of the route (specific mechanisns for

assi gnnment of preference val ues are suggested below). This
preference value is an integer in the range [0..255], with zero
being the nost preferred and 254 being the | east preferred.

255 is a special value that nmeans that the route shoul d never
be used. The first step in the Vendor Policy pruning rule

di scards all but the nost preferable routes (and al ways

di scards routes whose preference value is 255).

This policy is not safe in that it can easily be misused to
create routing loops. Since no protocol ensures that the
preferences configured for a router are consistent with the
preferences configured in its neighbors, network nanagers nust
exercise care in configuring preferences.

0 Address Match
It is useful to be able to assign a single preference val ue
to all routes (learned fromthe sanme routing domain) to any
of a specified set of destinations, where the set of
destinations is all destinations that match a specified
addr ess/ mask pair.

0 Route d ass
For routing protocols which nmaintain the distinction, it is
useful to be able to assign a single preference value to al
routes (learned fromthe same routing domain) which have a
particular route class (intra-area, inter-area, external
with internal metrics, or external with external netrics).

o Interface
It is useful to be able to assign a single preference val ue
to all routes (learned froma particular routing domain)
that woul d cause packets to be routed out a particul ar
| ogical interface on the router (logical interfaces
generally nap one-to-one onto the router’s network
interfaces, except that any network interface which has
multiple IP addresses will have nmultiple |ogical interfaces
associated with it).

0 Source router
It is useful to be able to assign a single preference val ue
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to all routes (learned fromthe same routing domain) which
were | earned fromany of a set of routers, where the set of
routers are those whose updates have a source address which
mat ch a specified address/ mask pair.

o Oiginating AS
For routing protocols which provide the information, it is
useful to be able to assign a single preference value to al
routes (learned froma particular routing domain) which
originated in another particular routing domain. For BGP
routes, the originating ASis the first ASlisted in the
route’s AS PATH attribute. For OSPF external routes, the
originating AS may be considered to be the | ow order 16 bits
of the route’'s external route tag if the tag's Automatic bit
is set and the tag’'s PathLength is not equal to 3.

0 External route tag
It is useful to be able to assign a single preference val ue
to all OSPF external routes (learned fromthe same routing
domai n) whose external route tags match any of a list of
speci fied values. Because the external route tag may
contain a structured value, it may be useful to provide the
ability to match particular subfields of the tag.

0 AS path
It may be useful to be able to assign a single preference
value to all BGP routes (learned fromthe sanme routing
domai n) whose AS path "matches" any of a set of specified
values. It is not yet clear exactly what kinds of matches
are nmost useful. A sinple option would be to all ow matching
of all routes for which a particular AS nunber appears (or
alternatively, does not appear) anywhere in the route’s
AS_PATH attribute. A nore general but sonewhat nore
difficult alternative would be to allow nmatching all routes
for which the AS path nmatches a specified regular
expr essi on.

5.2.4.6 Load Splitting

At the end of the Next-hop selection process, nmultiple routes
may still remain. A router has several options when this
occurs. It may arbitrarily discard some of the routes. It may
reduce the nunber of candidate routes by conparing netrics of
routes fromrouting domai ns which are not consi dered
equivalent. It nay retain nore than one route and enploy a

| oad-splitting mechanismto divide traffic anmong them Perhaps
the only thing that can be said about the relative nerits of

Al myui st & Kast enhol z [ Page 78]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

the options is that |oad-splitting is useful in sone situations
but not in others, so a wi se inplenmentor who inplenents | oad-
splitting will also provide a way for the network manager to
disable it.

5.2.5 Unused |IP Header Bits: RFC- 791 Section 3.1

The | P header contains several reserved bits, in the Type of
Service field and in the Flags field. Routers MJST NOT drop
packets nerely because one or nore of these reserved bits has a
non-zero val ue.

Rout ers MJUST ignhore and MJST pass through unchanged the val ues of
these reserved bits. |If a router fragments a packet, it MJST copy
these bits into each fragnent.

DI SCUSSI ON:
Future revisions to the I P protocol nay nake use of these
unused bits. These rules are intended to ensure that these
revi sions can be depl oyed w thout having to sinultaneously
upgrade all routers in the Internet.

5.2.6 Fragnentation and Reassenbly: RFC-791 Section 3.2

As was discussed in Section [4.2.2.7], a router MJST support IP
fragnmentation.

A router MJIST NOT reassenbl e any datagram before forwarding it.

DI SCUSSI ON:
A few peopl e have suggested that there night be sonme topol ogies
where reassenbly of transit datagrams by routers mght inprove
performance. In general, however, the fact that fragnments may
take different paths to the destination precludes safe use of
such a feature.

Nothing in this section should be construed to control or limt

fragmentation or reassenbly perfornmed as a |ink layer function
by the router.
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5.2.7 Internet Control Message Protocol - |CWMP

General requirements for |CMP were discussed in Section [4.3].
Thi s section discusses | CVP nessages which are sent only by
routers.

5.2.7.1 Destination Unreachabl e

The | CVWP Destination Unreachabl e nessage is sent by a router in
response to a packet which it cannot forward because the
destination (or next hop) is unreachable or a service is
unavai |l abl e

A router MJST be able to generate | CVMP Destination Unreachabl e
nmessages and SHOULD choose a response code that nost closely
mat ches the reason why the nmessage is being generated.

The followi ng codes are defined in [INTERNET: 8] and [I NTRO 2] :

0 = Network Unreachable - generated by a router if a
forwarding path (route) to the destination network i s not
avai | abl e;

1 = Host Unreachable - generated by a router if a forwarding

path (route) to the destination host on a directly
connected network is not avail abl e;

2 = Protocol Unreachable - generated if the transport protocol
designated in a datagramis not supported in the transport
| ayer of the final destination

3 = Port Unreachable - generated if the designated transport
protocol (e.g. UDP) is unable to derultiplex the datagram
in the transport |ayer of the final destination but has no
protocol mechanismto informthe sender

4 = Fragnentation Needed and DF Set - generated if a router
needs to fragnment a datagram but cannot since the DF flag
is set;

5 = Source Route Failed - generated if a router cannot forward

a packet to the next hop in a source route option

6 = Destination Network Unknown - This code SHOULD NOT be
generated since it would inply on the part of the router
that the destination network does not exist (net
unreachabl e code 0 SHOULD be used in place of code 6);
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7 = Destination Host Unknown - generated only when a router
can determne (fromlink |ayer advice) that the
destination host does not exist;

11 = Network Unreachabl e For Type O Service - generated by a
router if a forwarding path (route) to the destination
network with the requested or default TOS is not
avai |l abl e;

12

Host Unreachable For Type OF Service - generated if a
router cannot forward a packet because its route(s) to the
destination do not match either the TOS requested in the
datagram or the default TOS (0).

The foll owi ng additional codes are hereby defined:

13 = Communi cation Adm nistratively Prohibited - generated if a
router cannot forward a packet due to adm nistrative
filtering;

14 = Host Precedence Violation. Sent by the first hop router
to a host to indicate that a requested precedence is not
permitted for the particular conbination of
sour ce/ destination host or network, upper |ayer protocol,
and source/destination port;

15 = Precedence cutoff in effect. The network operators have
i mposed a m nimum | evel of precedence required for
operation, the datagramwas sent with a precedence bel ow
this | evel;

NOTE: [INTRO 2] defined Code 8 for source host isol ated.

Rout ers SHOULD NOT generate Code 8; whichever of Codes 0
(Networ k Unreachable) and 1 (Host Unreachable) is appropriate
SHOULD be used instead. [INTRO 2] al so defined Code 9 for
conmuni cation with destination network adm nistratively

prohi bited and Code 10 for commruni cation with destination host
admini stratively prohibited. These codes were intended for use
by end-to-end encryption devices used by U S nilitary agenci es.
Rout ers SHOULD use the newy defined Code 13 (Communi cati on
Adm nistratively Prohibited) if they adm nistratively filter
packet s.

Rout ers MAY have a configuration option that causes Code 13
(Comuni cation Administratively Prohibited) nessages not to be
generated. Wen this option is enabled, no | CVWP error message
is sent in response to a packet which is dropped because its
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forwarding is adninistratively prohibited.

Simlarly, routers MAY have a configuration option that causes
Code 14 (Host Precedence Violation) and Code 15 (Precedence
Cutoff in Effect) messages not to be generated. Wen this
option is enabled, no ICVMP error nessage is sent in response to
a packet which is dropped because of a precedence violation.

Rout ers MJUST use Host Unreachabl e or Destination Host Unknown
codes whenever other hosts on the sane destination network

m ght be reachabl e; otherw se, the source host may erroneously
conclude that all hosts on the network are unreachabl e, and
that nay not be the case.

[ NTERNET: 14] describes a slight nodification the form of
Destinati on Unreachabl e nessages contai ni ng Code 4
(Fragnentation needed and DF set). A router MJIST use this
nodi fi ed formwhen originating Code 4 Destination Unreachabl e
nmessages.

Redi r ect

The | CMP Redirect nmessage is generated to informa host on the
same subnet that the router used by the host to route certain
packets shoul d be changed.

Rout ers MUST NOT generate the Redirect for Network or Redirect
for Network and Type of Service nessages (Codes 0 and 2)
specified in [INTERNET: 8] . Routers MJST be able to generate
the Redirect for Host nessage (Code 1) and SHOULD be able to
generate the Redirect for Type of Service and Host nessage
(Code 3) specified in [INTERNET: 8] .

DI SCUSSI ON:
If the directly-connected network is not subnetted, a router
can normal ly generate a network Redirect which applies to
all hosts on a specified renpte network. Using a network
rat her than a host Redirect may economi ze slightly on
network traffic and on host routing table storage. However,
t he savings are not significant, and subnets create an
anbi guity about the subnet nask to be used to interpret a
network Redirect. |In a general subnet environnent, it is
difficult to specify precisely the cases in which network
Redirects can be used. Therefore, routers nust send only
host (or host and type of service) Redirects.

A Code 3 (Redirect for Host and Type of Service) nessage is
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gener at ed when the packet provoking the redirect has a
destination for which the path chosen by the router would
depend (in part) on the TGOS request ed.

Rout ers whi ch can generate Code 3 redirects (Host and Type of
Service) MJST have a configuration option (which defaults to
on) to enable Code 1 (Host) redirects to be substituted for
Code 3 redirects. A router MIST send a Code 1 Redirect in

pl ace of a Code 3 Redirect if it has been configured to do so.

If arouter is not able to generate Code 3 Redirects then it
MUST generate Code 1 Redirects in situations where a Code 3
Redirect is called for.

Rout ers MUST NOT generate a Redirect Message unless all of the
follow ng conditions are net:

o The packet is being forwarded out the sanme physical
interface that it was received from

o The IP source address in the packet is on the sane Logi cal
| P (sub)network as the next-hop I P address, and

o The packet does not contain an |IP source route option

The source address used in the | COW Redirect MJST belong to the
same | ogi cal (sub)net as the destination address.

A router using a routing protocol (other than static routes)
MUST NOT consi der paths | earned from | CMP Redirects when
forwarding a packet. |If a router is not using a routing
protocol, a router MAY have a configuration which, if set,
allows the router to consider routes |earned via | OV Redirects
when forwardi ng packets.

DI SCUSSI ON:
| CMP Redirect is a nechanismfor routers to convey routing
information to hosts. Routers use other nechanisns to |earn
routing information, and therefore have no reason to obey
redirects. Believing a redirect which contradicted the
router’s other information would likely create routing
| oops.

On the other hand, when a router is not acting as a router,
it MUST conply with the behavior required of a host.
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5.2.7.3 Tine Exceeded

A router MJST generate a Time Exceeded nessage Code O (In
Transit) when it discards a packet due to an expired TTL field.
A router MAY have a per-interface option to disable origination
of these nessages on that interface, but that option MJST
default to allow ng the nessages to be originated.

5.2.8 | NTERNET GROUP MANAGEMENT PROTOCOL - | GW

| GW [I NTERNET: 4] is a protocol used between hosts and nul ti cast
routers on a single physical network to establish hosts’
nmenbership in particular nulticast groups. Milticast routers use
this information, in conjunction with a nulticast routing
protocol, to support IP rulticast forwarding across the Internet.

A router SHOULD inplenent the nmulticast router part of |GW.

5.3 SPECI FI C | SSUES

5.3.1 Time to Live (TTL)

The Tinme-to-Live (TTL) field of the IP header is defined to be a
timer limting the lifetime of a datagram It is an 8-bit field
and the units are seconds. Each router (or other nodul e) that
handl es a packet MJST decrenent the TTL by at |east one, even if
the el apsed tinme was nuch | ess than a second. Since this is very
often the case, the TTL is effectively a hop count limt on how
far a datagram can propagate through the Internet.

When a router forwards a packet, it MJST reduce the TTL by at
| east one. |If it holds a packet for nore than one second, it MAY
decrenment the TTL by one for each second.

If the TTL is reduced to zero (or less), the packet MJST be

di scarded, and if the destination is not a nmulticast address the
router MJUST send an | CVMP Ti me Exceeded nmessage, Code O (TTL
Exceeded in Transit) nessage to the source. Note that a router
MUST NOT di scard an I P unicast or broadcast packet with a non-zero
TTL merely because it can predict that another router on the path
to the packet’'s final destination will decrenent the TTL to zero.
However, a router MAY do so for IP nmulticasts, in order to nore
efficiently inplement IP nulticast’s expanding ring search
algorithm (see [I NTERNET: 4]).
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DI SCUSSI ON:
The IP TTL i s used, somewhat schi zophrenically, as both a hop
count limt and a time limt. 1ts hop count function is

critical to ensuring that routing problens can't nelt down the
networ k by causi ng packets to loop infinitely in the network.
The time limt function is used by transport protocols such as
TCP to ensure reliable data transfer. Many current

i npl ementations treat TTL as a pure hop count, and in parts of
the Internet community there is a strong sentinment that the
time limt function should instead be performed by the
transport protocols that need it.

In this specification, we have reluctantly decided to foll ow
the strong belief anbng the router vendors that the time limt
function should be optional. They argued that inplenentation
of the time Iinmt function is difficult enough that it is
currently not generally done. They further pointed to the |ack
of docunented cases where this shortcut has caused TCP to
corrupt data (of course, we would expect the problens created
to be rare and difficult to reproduce, so the |lack of
docunent ed cases provides little reassurance that there haven't
been a nunber of undocunented cases).

| P multicast notions such as the expanding ring search may not
wor k as expected unless the TTL is treated as a pure hop count.
The sanme thing is sonewhat true of traceroute.

| CMP Ti ne Exceeded nessages are required because the traceroute
di agnostic tool depends on them

Thus, the tradeoff is between severely crippling, if not
elimnating, two very useful tools vs. a very rare and
transient data transport problem (which may not occur at all).

5.3.2 Type of Service (TOS)

The Type-of-Service byte in the I P header is divided into three
sections: the Precedence field (high-order 3 bits), a field that
is customarily called Type of Service or "TOS (next 4 bits), and a
reserved bit (the low order bit). Rules governing the reserved
bit were described in Section [4.2.2.3]. The Precedence field
will be discussed in Section [5.3.3]. A nore extensive di scussion
of the TOS field and its use can be found in [ ROUTE: 11].

A router SHOULD consider the TOS field in a packet’'s | P header
when deciding howto forward it. The renainder of this section

Al myui st & Kast enhol z [ Page 85]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

describes the rules that apply to routers that conformto this
requirement.

A router MIST nmaintain a TOS value for each route in its routing
table. Routes |earned via a routing protocol which does not
support TOS MJST be assigned a TOS of zero (the default TOS).

To choose a route to a destination, a router MJST use an al gorithm
equi val ent to the foll ow ng:

(1) The router locates in its routing table all avail able routes
to the destination (see Section [5.2.4]).

(2) If there are none, the router drops the packet because the
destination is unreachable. See section [5.2.4].

(3) If one or nore of those routes have a TOS that exactly
mat ches the TOS specified in the packet, the router chooses
the route with the best netric.

(4) Oherwise, the router repeats the above step, except | ooking
at routes whose TOS is zero.

(5) If no route was chosen above, the router drops the packet
because the destination is unreachable. The router returns
an | CVWP Destination Unreachabl e error specifying the
appropriate code: either Network Unreachable with Type of
Service (code 11) or Host Unreachable with Type of Service
(code 12).

DI SCUSSI ON:
Al t hough TCS has been little used in the past, its use by hosts
is now mandated by the Requirenments for Internet Hosts RFCs
([INTRO 2] and [INTRG 3]). Support for TOS in routers may
become a MUST in the future, but is a SHOULD for now until we
get nore experience with it and can better judge both its
benefits and its costs.

Vari ous peopl e have proposed that TOS shoul d affect other
aspects of the forwarding function. For exanple:

(1) A router could place packets which have the Low Del ay bit
set ahead of other packets in its output queues.

(2) arouter is forced to discard packets, it could try to

avoi d di scardi ng those which have the High Reliability bit
set.
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These ideas have been explored in nore detail in [INTERNET: 17]
but we don’t yet have enough experience with such schenes to
make requirements in this area.

5.3.3 | P Precedence

This section specifies requirenments and gui delines for appropriate
processing of the IP Precedence field in routers. Precedence is a
scheme for allocating resources in the network based on the
relative inportance of different traffic flows. The IP

speci fication defines specific values to be used in this field for
various types of traffic.

The basi ¢ mechani sns for precedence processing in a router are
preferential resource allocation, including both precedence-
ordered queue service and precedence-based congestion control, and
selection of Link Layer priority features. The router also
selects the I P precedence for routing, managenent and contr ol
traffic it originates. For a nore extensive discussion of |IP
Precedence and its inplenmentati on see [ FORWARD: 6] .

Precedence- ordered queue service, as discussed in this section
includes but is not limted to the queue for the forwarding
process and queues for outgoing links. It is intended that a
router supporting precedence should al so use the precedence

i ndi cati on at whatever points in its processing are concerned with
all ocation of finite resources, such as packet buffers or Link
Layer connections. The set of such points is inplenentation-
dependent .

DI SCUSSI ON
Al t hough the Precedence field was originally provided for use
in DOD systens where large traffic surges or mmjor danage to
the network are viewed as inherent threats, it has useful
applications for many non-mlitary IP networks. Al though the
traffic handling capacity of networks has grown greatly in
recent years, the traffic generating ability of the users has
al so grown, and network overload conditions still occur at
times. Since |P-based routing and nmanagenent protocols have
becone nore critical to the successful operation of the
Internet, overloads present two additional risks to the
net wor k:

(1) High delays may result in routing protocol packets being

lost. This may cause the routing protocol to falsely
deduce a topol ogy change and propagate this fal se
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information to other routers. Not only can this cause
routes to oscillate, but an extra processing burden may be
pl aced on other routers.

(2) Hgh delays may interfere with the use of network
managenent tools to anal yze and perhaps correct or relieve
the problemin the network that caused the overl oad
condition to occur.

| mpl enent ati on and appropriate use of the Precedence nmechani sm
al l evi ates both of these probl ens.

Precedence- Ordered Queue Service

Rout ers SHOULD i npl ement precedence- ordered queue servi ce.
Precedence- ordered queue service nmeans that when a packet is
selected for output on a (logical) link, the packet of highest
precedence that has been queued for that link is sent. Routers
that inplement precedence-ordered queue service MJST al so have
a configuration option to suppress precedence-ordered queue
service in the Internet Layer.

Any router MAY inplenent other policy-based throughput
managenent procedures that result in other than strict
precedence ordering, but it MJST be configurable to suppress
them (i.e., use strict ordering).

As detailed in Section [5.3.6], routers that inplenent
precedence-ordered queue service discard | ow precedence packets
bef ore di scardi ng hi gh precedence packets for congestion
control purposes.

Preemption (interruption of processing or transm ssion of a

packet) is not envisioned as a function of the Internet Layer.

Sone protocols at other layers may provide preenption features.

Lower Layer Precedence Mappings

Rout ers that inplenment precedence-ordered queuei ng MJST

| MPLEMENT, and ot her routers SHOULD | MPLEMENT, Lower Layer

Precedence Mappi ng.

A router which inplenents Lower Layer Precedence Mappi ng:

0 MJIST be able to map I P Precedence to Link Layer priority
mechani sns for link |ayers that have such a feature defined.
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0 MJIST have a configuration option to select the Link Layer’s
default priority treatment for all IP traffic
0 SHOULD be able to configure specific nonstandard mappi ngs of
| P precedence values to Link Layer priority values for each
interface.
DI SCUSSI ON:

Some research questions the workability of the priority
features of some Link Layer protocols, and sone networks may
have faulty inplenentations of the link |ayer priority
nmechanism |t seens prudent to provide an escape mechani sm
in case such problens show up in a network.

On the other hand, there are proposals to use novel queueing
strategies to inplenment special services such as | ow del ay
service. Special services and queueing strategies to
support them need further research and experinentation
before they are put into wi despread use in the Internet.
Since these requirenments are intended to encourage (but not
force) the use of precedence features in the hope of
providing better Internet service to all users, routers
supporting precedence-ordered queue service should default
to maintaining strict precedence ordering regardless of the
type of service requested.

| mpl ementors nay wi sh to consider that correct link |ayer
mappi ng of | P precedence is required by DOD policy for
TCP/ | P systens used on DOD networKks.

5.3.3.3 Precedence Handling For Al Routers

A router (whether or not it enpl oys precedence-ordered queue
service):

(1)

(2)

MUST accept and process inconing traffic of all precedence
levels normally, unless it has been adm nistratively
configured to do otherwi se.

MAY i nplenent a validation filter to adm nistratively
restrict the use of precedence |evels by particul ar
traffic sources. |If provided, this filter MJUST NOT filter
out or cut off the followi ng sorts of |ICVP error nessages:
Destination Unreachabl e, Redirect, Tinme Exceeded, and
Parameter Problem If this filter is provided, the
procedures required for packet filtering by addresses are
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required for this filter also.

DI SCUSSI ON:
Precedence filtering should be applicable to specific
source/destination | P Address pairs, specific
protocols, specific ports, and so on.

An | CWP Destination Unreachabl e nessage with code 14
SHOULD be sent when a packet is dropped by the validation
filter, unless this has been suppressed by configuration
choi ce.

(3) MAY inplenent a cutoff function which allows the router to
be set to refuse or drop traffic with precedence bel ow a
specified level. This function nmay be activated by
managenent actions or by sone inplenmentati on dependent
heuristics, but there MJUST be a configuration option to
di sabl e any heuristic nechani smthat operates w thout
human intervention. An | CWP Destination Unreachabl e
nmessage with code 15 SHOULD be sent when a packet is
dropped by the cutoff function, unless this has been
suppressed by configuration choi ce.

A router MIST NOT refuse to forward datagrans with IP
precedence of 6 (Internetwork Control) or 7 (Network
Control) solely due to precedence cutoff. However, other
criteria may be used in conjunction with precedence cutoff
to filter high precedence traffic.

DI SCUSSI ON:
Unrestricted precedence cutoff could result in an
uni ntentional cutoff of routing and control traffic.
In general, host traffic should be restricted to a
value of 5 (CRITIC/ ECP) or below although this is not a
requirement and may not be valid in certain systens.

(4) MJIST NOT change precedence settings on packets it did not
ori gi nate.

(5) SHOULD be able to configure distinct precedence values to
be used for each routing or managenent protocol supported
(except for those protocols, such as OSPF, which specify
whi ch precedence val ue nust be used).

(6) MAY be able to configure routing or managenment traffic
precedence val ues i ndependently for each peer address.
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(7) MJST respond appropriately to Link Layer precedence-
related error indications where provided. An |ICW
Destinati on Unreachabl e nessage with code 15 SHOULD be
sent when a packet is dropped because a |ink cannot accept
it due to a precedence-related condition, unless this has
been suppressed by configuration choi ce.

DI SCUSSI ON:
The precedence cutoff nmechani smdescribed in (3) is
sonmewhat controversial. Depending on the topol ogical

| ocation of the area affected by the cutoff, transit
traffic may be directed by routing protocols into the
area of the cutoff, where it will be dropped. This is
only a problemif another path which is unaffected by
the cutoff exists between the comunicating points.
Proposed ways of avoiding this probleminclude
providi ng some m ni mum bandwi dth to all precedence

| evel s even under overload conditions, or propagating
cutoff information in routing protocols. In the
absence of a widely accepted (and inpl enented) sol ution
to this problem great caution is recommended in
activating cutoff nechanisms in transit networks.

A transport layer relay could legitimtely provide the
function prohibited by (4) above. Changi ng precedence
| evel s may cause subtle interactions with TCP and
perhaps other protocols; a correct design is a non-
trivial task.

The intent of (5) and (6) (and the discussion of IP
Precedence in | CMP nessages in Section [4.3.2]) is that
the | P precedence bits should be appropriately set,
whet her or not this router acts upon those bits in any
other way. W expect that in the future specifications
for routing protocols and network managenment protocols
will specify how the I P Precedence should be set for
nmessages sent by those protocols.

The appropriate response for (7) depends on the link

| ayer protocol in use. Typically, the router should
stop trying to send offensive traffic to that
destination for sone period of tine, and should return
an | CWMP Destination Unreachabl e message with code 15
(service not available for precedence requested) to the

traffic source. It also should not try to reestablish
a preenpted Link Layer connection for sonme period of
tinme.
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5.3.4 Forwarding of Link Layer Broadcasts

The encapsul ati on of | P packets in nost Link Layer protocols
(except PPP) allows a receiver to distinguish broadcasts and

nmul ticasts fromunicasts sinply by exam ning the Link Layer
protocol headers (nmost conmonly, the Link Layer destination
address). The rules in this section which refer to Link Layer
broadcasts apply only to Link Layer protocols which allow
broadcasts to be distinguished; Iikewise, the rules which refer to
Li nk Layer multicasts apply only to Link Layer protocols which

all ow multicasts to be distinguished.

A router MJST NOT forward any packet which the router received as
a Link Layer broadcast (even if the IP destination address is also
some form of broadcast address) unless the packet is an all-
subnet s-directed broadcast being forwarded as specified in

[ | NTERNET: 3] .

DI SCUSSI ON:
As noted in Section [5.3.5.3], forwarding of all-subnets-
directed broadcasts in accordance with [INTERNET: 3] is optional
and is not sonmething that routers do by default.

A router MJIST NOT forward any packet which the router received as
a Link Layer nulticast unless the packet’'s destination address is
an | P multicast address.

A router SHOULD silently discard a packet that is received via a
Li nk Layer broadcast but does not specify an IP nmulticast or IP
broadcast destination address.

When a router sends a packet as a Link Layer broadcast, the IP
destinati on address MJUST be a legal |P broadcast or IP nulticast
addr ess.

5.3.5 Forwarding of Internet Layer Broadcasts

There are two nmmjor types of | P broadcast addresses; linmited

br oadcast and directed broadcast. |In addition, there are three
subt ypes of directed broadcast; a broadcast directed to a
specified network, a broadcast directed to a specified subnetwork,
and a broadcast directed to all subnets of a specified network.
Classification by a router of a broadcast into one of these

cat egori es depends on the broadcast address and on the router’s
understanding (if any) of the subnet structure of the destination
network. The sane broadcast will be classified differently by

di fferent routers.
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Alimted | P broadcast address is defined to be all-ones: { -1, -1
} or 255.255. 255. 255.

A net-directed broadcast is conposed of the network portion of the
| P address with a |local part of all-ones, { <Network-nunmber>, -1
}. For exanple, a Class A net broadcast address is

net . 255. 255. 255, a C ass B net broadcast address is

net. net. 255. 255 and a C ass C net broadcast address is

net. net. net.255 where net is a byte of the network address.

An al |l -subnets-directed broadcast is conposed of the network part
of the IP address with a subnet and a host part of all-ones, {
<Net wor k- nunmber>, -1, -1 }. For exanple, an all-subnets broadcast
on a subnetted class B network is net.net.255.255. A network rnust
be known to be subnetted and the subnet part nust be all-ones

bef ore a broadcast can be classified as all-subnets-directed.

A subnet -directed broadcast address is conposed of the network and
subnet part of the |IP address with a host part of all-ones, {

<Net wor k- nunber >, <Subnet-nunber>, -1 }. For exanple, a subnet-

di rected broadcast to subnet 2 of a class B network m ght be
net.net.2.255 (if the subnet mask was 255. 255. 255.0) or
net.net.1.127 (if the subnet mask was 255.255.255.128). A network
nmust be known to be subnetted and the net and subnet part must not
be all-ones before an | P broadcast can be classified as subnet-

di rect ed.

As was described in Section [4.2.3.1], a router may encounter
certain non-standard | P broadcast addresses:

0 0.0.0.0 is an obsolete formof the |limted broadcast address

o { broadcast address.

o { broadcast address.

o { formof a subnet-directed broadcast address.

As was described in that section, packets addressed to any of
these addresses SHOULD be silently discarded, but if they are not,
they MJUST be treated in accordance with the sanme rules that apply
to packets addressed to the non-obsol ete forms of the broadcast

addr esses descri bed above. These rules are described in the next
f ew secti ons.
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5.3.5.1 Limted Broadcasts

Li mted broadcasts MJST NOT be forwarded. Linited broadcasts
MJUST NOT be discarded. Limted broadcasts MAY be sent and
SHOULD be sent instead of directed broadcasts where linted
broadcasts will suffice.

DI SCUSSI ON:
Sone routers contain UDP servers which function by resending
the requests (as unicasts or directed broadcasts) to other
servers. This requirenent should not be interpreted as
prohi biting such servers. Note, however, that such servers
can easily cause packet looping if msconfigured. Thus,
providers of such servers would probably be well-advised to
docunent their setup carefully and to consider carefully the
TTL on packets which are sent.

5.3.5.2 Net-directed Broadcasts

A router MJST classify as net-directed broadcasts all valid,
directed broadcasts destined for a renbte network or an

att ached nonsubnetted network. A router MJST forward net -
directed broadcasts. Net-directed broadcasts MAY be sent.

A router MAY have an option to disable receiving net-directed
broadcasts on an interface and MJST have an option to disable
forwarding net-directed broadcasts. These options MJST defaul t
to permit receiving and forwardi ng net-directed broadcasts.

DI SCUSSI ON:
There has been some debate about forwarding or not
forwardi ng directed broadcasts. In this neno we have nade

the forwardi ng decision depend on the router’s know edge of
t he subnet mask for the destination network. Forwarding
deci sions for subnetted networks should be nade by routers
wi th an understandi ng of the subnet structure. Therefore,
in general, routers nust forward directed broadcasts for
networks they are not attached to and for which they do not
understand the subnet structure. One router may interpret
and handl e the same | P broadcast packet differently than
anot her, depending on its own understanding of the structure
of the destination (sub)network.
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5.3.5.3 All-subnets-directed Broadcasts

A router MIST classify as all-subnets-directed broadcasts al
valid directed broadcasts destined for a directly attached
subnetted network which have all-ones in the subnet part of the
address. If the destination network is not subnetted, the
broadcast MJUST be treated as a net-directed broadcast.

A router MJST forward an all-subnets-directed broadcast as a
link |Ievel broadcast out all physical interfaces connected to
the I P network addressed by the broadcast, except that:

0o A router MIST NOT forward an all-subnet-directed broadcast
that was received by the router as a Link Layer broadcast,
unless the router is forwardi ng the broadcast in accordance
with [I NTERNET: 3] (see bel ow).

o If arouter receives an all-subnets-directed broadcast over
a network which does not indicate via Link Layer fram ng
whet her the frane is a broadcast or a unicast, the packet
MUST NOT be forwarded to any network which |ikew se does not
i ndi cate whether a frame is a broadcast.

0o A router MIST NOT forward an all-subnets-directed broadcast
if the router is configured not to forward such broadcasts.
A router MJIST have a configuration option to deny forwarding
of all-subnets-directed broadcasts. The configuration
option MJUST default to permit forwarding of all-subnets-
di rected broadcasts.

EDI TOR' S COMMVENTS:
The al gorithm presented here is broken. The working group
explicitly desired this algorithm knowing its failures.

The second bull et, above, prevents Al Subnets Directed
Broadcasts fromtraversing nore than one PPP (or other
serial) link in arow Such a topology is easily conceived.
Suppose that some corporation builds its corporate backbone
out of PPP links, connecting routers at geographically

di spersed | ocations. Suppose that this corporation has 3
sites (S1, S2, and S3) and there is a router at each site
(R, R2, and R3). At each site there are also several LANs
connected to the local router. Let there be a PPP |ink
connecting S1 to S2 and one connecting S2 to S3 (i.e. the
links are RI-R2 and R2-R3). So, if a host on a LAN at S1
sends a All Subnets Directed Broadcast, RL will forward the
broadcast over the RI-R2 link to R2. R2 will forward the
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broadcast to the LAN(s) connected to R2. Since the PPP does
not differentiate broadcast from non-broadcast franes, R2
will NOT forward the broadcast onto the R2-R3 |ink
Therefore, the broadcast will not reach S3.

[ NTERNET: 3] describes an alternative set of rules for
forwarding of all-subnets-directed broadcasts (called nulti-
subnet - broadcasts in that docunment). A router MAY | MPLEVENT
that alternative set of rules, but MJST use the set of rules
descri bed above unless explicitly configured to use the

[ NTERNET: 3] rules. If routers will do [INTERNET: 3]-style
forwardi ng, then the router MJUST have a configuration option
whi ch MUST default to doing the rules presented in this
docunent .

DI SCUSSI ON:
As far as we know, the rules for mnulti-subnet broadcasts
described in [INTERNET: 3] have never been inpl enented,
suggesting that either they are too conplex or the utility
of multi-subnet broadcasts is low The rules described in
this section match current practice. |In the future, we
expect that IP nmulticast (see [INTERNET:4]) will be used to
better solve the sorts of problens that nulti-subnets
broadcasts were intended to address.

We were al so concerned that hosts whose system nanagers
negl ected to configure with a subnet mask coul d
unintentionally send multi-subnet broadcasts.

A router SHOULD NOT originate all-subnets broadcasts, except as
required by Section [4.3.3.9] when sending | CMP Address Mask
Replies on subnetted networks.

DI SCUSSI ON:
The current intention is to decree that (like O-filled IP
broadcasts) the notion of the all-subnets broadcast is
obsolete. It should be treated as a directed broadcast to
the first subnet of the net in question that it appears on

Routers may inplenent a switch (default off) which if turned
on enabl es the [I NTERNET: 3] behavior for all-subnets
br oadcast s.

If a router has a configuration option to allow for
forwarding all-subnet broadcasts, it should use a spanning
tree, RPF, or other multicast forwarding al gorithm (which
may be conputed for other purposes such as bridging or OSPF)
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to distribute the all-subnets broadcast efficiently. 1In
general, it is better to use an IP nulticast address rather
than an all-subnets broadcast.

5.3.5.4 Subnet-directed Broadcasts

A router MIST classify as subnet-directed broadcasts all valid
directed broadcasts destined for a directly attached subnetted
network in which the subnet part is not all-ones. |If the
destination network is not subnetted, the broadcast MJST be
treated as a net-directed broadcast.

A router MJST forward subnet-directed broadcasts.

A router MJIST have a configuration option to prohibit
forwardi ng of subnet-directed broadcasts. |Its default setting
MUST permt forwarding of subnet-directed broadcasts.

A router MAY have a configuration option to prohibit forwarding
of subnet-directed broadcasts froma source on a network on
which the router has an interface. |f such an option is
provided, its default setting MJST pernit forwardi ng of
subnet - di rect ed broadcasts.

5.3.6 Congestion Control

Congestion in a network is |oosely defined as a condition where
demand for resources (usually bandwi dth or CPU tine) exceeds
capacity. Congestion avoidance tries to prevent demand from
exceedi ng capacity, while congestion recovery tries to restore an
operative state. It is possible for a router to contribute to
bot h of these nechanisnms. A great deal of effort has been spent
studying the problem The reader is encouraged to read

[ FORWARD: 2] for a survey of the work. Inportant papers on the
subj ect include [ FORWARD: 3], [ FORWARD: 4], [ FORWARD: 5], and

[ NTERNET: 10], anong ot hers.

The anount of storage that router should have available to handle
peak i nstantaneous demand when hosts use reasonabl e congestion
policies, such as described in [FORWARD: 5], is a function of the
product of the bandw dth of the [ink tinmes the path delay of the
flows using the link, and therefore storage should increase as
thi s Bandwi dt h*Del ay product increases. The exact function
relating storage capacity to probability of discard is not known.

When a router receives a packet beyond its storage capacity it
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nmust (by definition, not by decree) discard it or sonme other
packet or packets. Which packet to discard is the subject of much
study but, unfortunately, little agreenment so far.

A router MAY discard the packet it has just received; this is the
si nmpl est but not the best policy. It is considered better policy
to randomy pick sone transit packet on the queue and discard it
(see [FORWARD: 2]). A router MAY use this Random Drop algorithmto
det er mi ne whi ch packet to discard.

If a router inplenents a discard policy (such as Random Dr op)
under which it chooses a packet to discard from anong a pool of
el i gi bl e packets:

o |If precedence-ordered queue service (described in Section
[5.3.3.1]) is inplenented and enabl ed, the router MJST NOT
di scard a packet whose | P precedence is higher than that of a
packet which is not discarded.

o A router MAY protect packets whose | P headers request the
maxi nmize reliability TOS, except where doing so would be in
violation of the previous rule.

o A router MAY protect fragnmented | P packets, on the theory that
dropping a fragnent of a datagram may increase congestion by
causing all fragnents of the datagramto be retransmtted by
t he source.

o0 To help prevent routing perturbations or disruption of
managenent functions, the router MAY protect packets used for
routing control, link control, or network managenent from being
di scarded. Dedicated routers (i.e.. routers which are not al so
general purpose hosts, termnal servers, etc.) can achieve an
approxi mation of this rule by protecting packets whose source
or destination is the router itself.

Advanced net hods of congestion control include a notion of
fairness, so that the 'user’ that is penalized by |osing a packet
is the one that contributed the nbost to the congestion. No matter
what mechanismis inplenmented to deal with bandw dth congestion
control, it is inportant that the CPU effort expended be
sufficiently small that the router is not driven into CPU
congestion al so.

As described in Section [4.3.3.3], this docunent recomends that a

router should not send a Source Quench to the sender of the packet
that it is discarding. |1CWP Source Quench is a very weak
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5.

5.

3.

3.

7

8

nmechanism so it is not necessary for a router to send it, and
host software should not use it exclusively as an indicator of
congesti on.

Martian Address Filtering

An | P source address is invalid if it is an | P broadcast address
or is not a class A, B, or C address.

An | P destination address is invalid if it is not a class A B, C,
or D address.

A router SHOULD NOT forward any packet which has an invalid IP
source address or a source address on network 0. A router SHOULD
NOT forward, except over a |oopback interface, any packet which
has a source address on network 127. A router MAY have a switch
which allows the network manager to disable these checks. [|f such
a switch is provided, it MJST default to performing the checks.

A router SHOULD NOT forward any packet which has an invalid IP
destination address or a destination address on network 0. A
router SHOULD NOT forward, except over a |oopback interface, any
packet which has a destination address on network 127. A router
MAY have a switch which allows the network nmanager to disable
these checks. If such a switch is provided, it MJST default to
perform ng the checks.

If a router discards a packet because of these rules, it SHOULD
log at least the I P source address, the IP destination address,
and, if the problemwas with the source address, the physica

i nterface on which the packet was received and the Link Layer
address of the host or router fromwhich the packet was received.

Sour ce Address Validation

A router SHOULD | MPLEMENT the ability to filter traffic based on a
conpari son of the source address of a packet and the forwarding
table for a logical interface on which the packet was received.

If this filtering is enabled, the router MIST silently discard a
packet if the interface on which the packet was received is not
the interface on which a packet would be forwarded to reach the
address contained in the source address. In sinpler terns, if a
router wouldn’t route a packet containing this address through a
particular interface, it shouldn't believe the address if it
appears as a source address in a packet read fromthis interface.

If this feature is inplenented, it MJST be di sabled by default.
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DI SCUSSI ON:
This feature can provide useful security inmprovenments in sone
situations, but can erroneously discard valid packets in
situati ons where paths are asymetri c.

5.3.9 Packet Filtering and Access Lists

As a neans of providing security and/or limting traffic through
portions of a network a router SHOULD provide the ability to
selectively forward (or filter) packets. |If this capability is
provided, filtering of packets MJST be configurable either to
forward all packets or to selectively forward them based upon the
source and destination addresses. Each source and destination
address SHOULD al | ow speci fication of an arbitrary mask

If supported, a router MJST be configurable to allow one of an

o0 Include list - specification of a list of address pairs to be
forwarded, or an

o0 Exclude list - specification of a list of address pairs NOT to
be forwarded.

A router MAY provide a configuration switch which allows a choice
bet ween speci fying an include or an exclude |i st.

A val ue matching any address (e.g. a keyword any or an address
with a nmask of all 0's) MJST be allowed as a source and/or
desti nati on address.

In addition to address pairs, the router MAY all ow any conbi nation
of transport and/or application protocol and source and
destination ports to be specified.

The router MJST all ow packets to be silently discarded (i.e..
di scarded without an | CVMP error message being sent).

The router SHOULD al | ow an appropriate | CMP unreachabl e nessage to
be sent when a packet is discarded. The | CMP nessage SHOULD
speci fy Communi cation Adm nistratively Prohibited (code 13) as the
reason for the destination being unreachabl e.

The router SHOULD al |l ow the sending of | CVMP destination

unr eachabl e nessages (code 13) to be configured for each

combi nati on of address pairs, protocol types, and ports it allows
to be specified.
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The router SHOULD count and SHOULD al | ow sel ective | oggi ng of
packets not forwarded.

5.3.10 Milticast Routing

An | P router SHOULD support forwarding of IP nulticast packets,
based either on static nulticast routes or on routes dynamically
determ ned by a nulticast routing protocol (e.g., DVMRP
[ROUTE:9]). A router that forwards |IP nmulticast packets is called
a nulticast router.

5.3.11 Controls on Forwarding

For each physical interface, a router SHOULD have a configuration
option which specifies whether forwarding is enabl ed on that
interface. Wen forwarding on an interface is disabled, the
router:

0o MUST silently discard any packets which are received on that
interface but are not addressed to the router

o MJUST NOT send packets out that interface, except for datagrans
originated by the router

o MJUST NOT announce via any routing protocols the availability of
pat hs through the interface

DI SCUSSI ON:
This feature allows the network manager to essentially turn off
an interface but |eaves it accessible for network managenent.

I deally, this control would apply to |ogical rather than
physi cal interfaces, but cannot because there is no known way
for a router to determne which logical interface a packet
arrived on when there is not a one-to-one correspondence

bet ween | ogi cal and physical interfaces.

5.3.12 State Changes

Duri ng the course of router operation, interfaces may fail or be
manual | y di sabl ed, or may becone avail able for use by the router.
Simlarly, forwarding may be disabled for a particular interface
or for the entire router or may be (re)enabled. While such
transitions are (usually) unconmon, it is inportant that routers
handl e them correctly.
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5.3.12.1 When a Router Ceases Forwarding

Wien a router ceases forwarding it MJST stop advertising al
routes, except for third party routes. It MAY continue to
receive and use routes fromother routers in its routing
domains. If the forwardi ng database is retained, the router
MUST NOT cease timng the routes in the forwardi ng dat abase.
If routes that have been received fromother routers are
renmenbered, the router MJUST NOT cease tining the routes which
it has remenbered. |t MJST discard any routes whose tiners
expire while forwarding is disabled, just as it would do if
forwardi ng were enabl ed.

DI SCUSSI ON
When a router ceases forwarding, it essentially ceases being
arouter. It is still a host, and nust follow all of the
requi rements of Host Requirenments [INTRO 2]. The router
may still be a passive nenber of one or nore routing
domai ns, however. As such, it is allowed to maintain its
forwar di ng dat abase by listening to other routers inits
routing dormain. It may not, however, advertise any of the
routes in its forwardi ng database, since it itself is doing
no forwarding. The only exception to this rule is when the
router is advertising a route which uses only sone ot her
router, but which this router has been asked to adverti se.

A router MAY send | CVWP destination unreachabl e (host
unr eachabl e) nmessages to the senders of packets that it is
unable to forward. It SHOULD NOT send | CVP redirect nessages.

DI SCUSSI ON
Note that sending an | CMP destination unreachabl e (host
unreachable) is a router action. This nessage should not be
sent by hosts. This exception to the rules for hosts is
all oned so that packets may be rerouted in the shortest
possible time, and so that bl ack hol es are avoi ded.

5.3.12.2 \When a Router Starts Forwarding
Wien a router begins forwarding, it SHOULD expedite the sending

of new routing infornmation to all routers with which it
normal | y exchanges routing information.
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5.3.12.3 Wen an Interface Fails or is Disabled

If an interface fails or is disabled a router MJST renove and
stop advertising all routes in its forwardi ng database which
make use of that interface. It MJST disable all static routes
whi ch make use of that interface. |If other routes to the sane
destination and TOS are | earned or renenbered by the router,
the router MUST choose the best alternate, and add it to its
forwardi ng dat abase. The router SHOULD send | CMP destination
unreachabl e or 1 CVWP redirect nessages, as appropriate, in reply
to all packets which it is unable to forward due to the

i nterface bei ng unavail abl e.

5.3.12.4 Wen an Interface is Enabl ed

If an interface which had not been avail abl e becones avail abl e,
a router MUST reenable any static routes which use that
interface. |If routes which would use that interface are

| earned by the router, then these routes MJST be eval uated
along with all of the other |earned routes, and the router MJST
make a decision as to which routes should be placed in the
forwardi ng database. The inplenentor is referred to Chapter

[ 7], Application Layer - Routing Protocols for further

i nformati on on how this decision is nade.

A router SHOULD expedite the sending of new routing information
to all routers with which it normally exchanges routing
i nformati on.

5.3.13 IP Options

Several options, such as Record Route and Tinestanp, contain slots
into which a router inserts its address when forwardi ng the
packet. However, each such option has a finite nunber of slots,
and therefore a router may find that there is not free slot into
which it can insert its address. No requirenment |isted bel ow
shoul d be construed as requiring a router to insert its address
into an option that has no remaining slot to insert it into.
Section [5.2.5] discusses how a router nust choose which of its
addresses to insert into an option.

5.3.13.1 Unrecogni zed Options

Unrecogni zed | P options in forwarded packets MJST be passed
t hr ough unchanged.
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Security Option

Sone environments require the Security option in every packet;
such a requirenent is outside the scope of this docunent and
the I P standard specification. Note, however, that the
security options described in [INTERNET: 1] and [| NTERNET: 16]
are obsolete. Routers SHOULD | MPLEMENT the revised security
option described in [I NTERNET: 5].

Stream I dentifier Option

This option is obsolete. |If the Streamldentifier optionis
present in a packet forwarded by the router, the option MJST be
i gnored and passed through unchanged.

Source Route Options

A router MJIST inplenment support for source route options in
forwarded packets. A router MAY inplenent a configuration
opti on whi ch, when enabl ed, causes all source-routed packets to
be di scarded. However, such an option MJST NOT be enabl ed by
def aul t.

DI SCUSSI ON:
The ability to source route datagrans through the Internet
is inportant to various network diagnostic tools. However,
in a fewrare cases, source routing nay be used to bypass
admi ni strative and security controls within a network.
Specifically, those cases where manipul ati on of routing
tables is used to provide adm nistrative separation in |ieu
of other methods such as packet filtering nay be vul nerabl e
t hrough source routed packets.

Record Route Option

Rout ers MUST support the Record Route option in forwarded
packet s.

A router MAY provide a configuration option which, if enabled,
will cause the router to ignore (i.e. pass through unchanged)
Record Route options in forwarded packets. |If provided, such
an option MJST default to enabling the record-route. This
option does not affect the processing of Record Route options
in datagrans received by the router itself (in particular,
Record Route options in I CMP echo requests will still be
processed in accordance with Section [4.3.3.6]).
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DI SCUSSI ON:
There are sonme people who believe that Record Route is a
security problem because it discloses information about the
topol ogy of the network. Thus, this docunent allows it to
be di sabl ed.

5.3.13.6 Tinmestanp Option

Rout ers MUST support the tinestanp option in forwarded packets.
A tinestanp value MJST follow the rules given in Section
[3.2.2.8] of [INTRG 2].

If the flags field = 3 (tinestanp and prespecified address),
the router MUST add its tinestanp if the next prespecified
address mat ches any of the router’s |IP addresses. It is not
necessary that the prespecified address be either the address
of the interface on which the packet arrived or the address of
the interface over which it will be sent.

| MPLEMENTATI ON:
To nmaximze the utility of the tinestanps contained in the
timestanp option, it is suggested that the tinestanp
inserted be, as nearly as practical, the tinme at which the
packet arrived at the router. For datagrans origi nated by
the router, the tinmestanp inserted should be, as nearly as
practical, the tine at which the datagram was passed to the
network | ayer for transm ssion

A router MAY provide a configuration option which, if enabled,
will cause the router to ignore (i.e. pass through unchanged)

Ti mestanp options in forwarded datagranms when the flag word is
set to zero (timestanps only) or one (tinmestanp and registering
| P address). |f provided, such an option MJST default to off
(that is, the router does not ignore the tinmestanp). This
option does not affect the processing of Tinmestanp options in
dat agrans received by the router itself (in particular, a
router will insert timestanps into Tinestanp options in

dat agrans received by the router, and Tinestanp options in |ICW
echo requests will still be processed in accordance with
Section [4.3.3.6]).

DI SCUSSI ON:
Li ke the Record Route option, the Tinestanp option can
reveal information about a network’s topology. Sone people
consider this to be a security concern
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6. TRANSPORT LAYER

A router is not required to inplement any Transport Layer protocols
except those required to support Application Layer protocols supported
by the router. |In practice, this nmeans that nost routers inplenent both
the Transni ssion Control Protocol (TCP) and the User Datagram Protocol
(UDP) .

6.1 USER DATAGRAM PROTOCCL - UDP
The User Datagram Protocol (UDP) is specified in [ TRANS: 1].

A router which inplenments UDP MJUST be conpliant, and SHOULD be
unconditionally conpliant, with the requirenments of section 4.1.3 of
[ NTRO 2], except that:

0 This specification does not specify the interfaces between the
vari ous protocol layers. Thus, a router need not conply with
sections 4.1.3.2, 4.1.3.3, and 4.1.3.5 of [INTRO 2] (except of
course where conpliance is required for proper functioning of
Application Layer protocols supported by the router).

0 Contrary to section 4.1.3.4 of [INTRG 2], an application MJST NOT
be able to disable to generation of UDP checksuns.

DI SCUSSI ON:
Al t hough a particul ar application protocol nay require that UDP
datagrams it receives nust contain a UDP checksum there is no
general requirenment that received UDP datagrams contain UDP
checksums. O course, if a UDP checksumis present in a received
dat agram the checksum nust be verified and the datagram di scarded
if the checksumis incorrect.

6.2 TRANSM SSI ON CONTROL PROTOCOL - TCP
The Transm ssion Control Protocol (TCP) is specified in [ TRANS: 2].
A router which inplenents TCP MUST be conpliant, and SHOULD be
unconditionally conpliant, with the requirenments of section 4.2 of
[ NTRO 2], except that:
0 This specification does not specify the interfaces between the
various protocol layers. Thus, a router need not conply with the

follow ng requirenments of [INTRO 2] (except of course where
conpliance is required for proper functioning of Application Layer
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protocol s supported by the router):

Section 4.2.2.2:
Passing a received PSH flag to the application |ayer is now
OPTI ONAL.

Section 4.2.2.4:
A TCP MJUST informthe application |ayer asynchronously
whenever it receives an Urgent pointer and there was
previously no pendi ng urgent data, or whenever the Urgent
poi nter advances in the data stream There MJST be a way for
the application to | earn how nuch urgent data remains to be
read fromthe connection, or at |east to determ ne whether or
not nore urgent data renmmins to be read.

Section 4.2.3.5:
An application MIST be able to set the value for R2 for a
particul ar connection. For exanple, an interactive
application mght set R2 to “‘infinity, gi ving the user
control over when to disconnect.

Section 4.2.3.7:
If an application on a multihoned host does not specify the
| ocal I P address when actively opening a TCP connection, then
the TCP MJUST ask the IP layer to select a local |P address
before sending the (first) SYN. See the function
GET_SRCADDR() in Section 3.4.

Section 4.2.3.8:
An application MIST be able to specify a source route when it
actively opens a TCP connection, and this MJST take
precedence over a source route received in a datagram

o For simlar reasons, a router need not conply with any of the
requi rements of section 4.2.4 of [INTRO 2].

0 The requirenents of section 4.2.2.6 of [INTRO 2] are amended as
follows: a router which inplenments the host portion of MU
di scovery (discussed in Section [4.2.3.3] of this nenp) uses 536
as the default value of SendMsS only if the path MIU is unknown;
if the path MU is known, the default value for SendMsS is the
path MIuU - 40.

0 The requirenents of section 4.2.2.6 of [INTRO 2] are amended as
follows: |ICWVP Destination Unreachabl e codes 11 and 12 are
addi tional soft error conditions. Therefore, these nessage MJST
NOT cause TCP to abort a connecti on.
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DI SCUSSI ON:
It should particularly be noted that a TCP inplenmentation in a
router nmust conformto the follow ng requirenments of [INTRG 2]:

o Providing a configurable TTL. [4.2.2.1]

o Providing an interface to configure keep-alive behavior, if
keep-alives are used at all. [4.2.3.6]

o Providing an error reporting mechanism and the ability to
manage it. [4.2.4.1]

o Specifying type of service. [4.2.4.2]

The general paradigmapplied is that if a particular interface is
visible outside the router, then all requirenents for the
interface nust be followed. For exanple, if a router provides a
telnet function, then it will be generating traffic, likely to be
routed in the external networks. Therefore, it nust be able to
set the type of service correctly or else the telnet traffic may
not get through
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7. APPLI CATI ON LAYER - ROUTI NG PROTOCOLS

7.1 | NTRODUCTI ON

An Aut ononpus System (AS) is defined as a set of routers al

bel ongi ng under the sane authority and all subject to a consistent
set of routing policies. Interior gateway protocols (IGPs) are used
to distribute routing information inside of an AS (i.e. intra-AS
routing). Exterior gateway protocols are used to exchange routing

i nformati on between ASs (i.e. inter-AS routing).

7.1.1 Routing Security Considerations

Routing is one of the few places where the Robustness Principle
(be liberal in what you accept) does not apply. Routers should be
relatively suspicious in accepting routing data from other routing
syst ens.

A router SHOULD provide the ability to rank routing information
sources fromnost trustworthy to least trustworthy and to accept
routing informati on about any particul ar destination fromthe nost
trustworthy sources first. This was inplicit in the origina

core/ stub aut ononbus system routing nodel using EGP and vari ous
interior routing protocols. It is even nore inportant with the
dem se of a central, trusted core

A router SHOULD provide a nmechanismto filter out obviously
invalid routes (such as those for net 127).

Rout ers MUST NOT by default redistribute routing data they do not
thensel ves use, trust or otherwi se consider invalid. In rare
cases, it nmay be necessary to redistribute suspicious infornmation
but this should only happen under direct intercession by sone
hunman agency.

In general, routers nust be at least a little paranoid about
accepting routing data from anyone, and nust be especially careful
when they distribute routing information provided to them by

anot her party. See below for specific guidelines.

Rout ers SHOULD | MPLEMENT peer-to-peer authentication for those
routing protocols that support them
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7.1.2 Precedence

Except where the specification for a particular routing protocol
specifies otherwi se, a router SHOULD set the I P Precedence val ue
for I P datagrans carrying routing traffic it originates to 6

(1 NTERNETWORK CONTROL) .

DI SCUSSI ON:
Routing traffic with VERY FEW excepti ons shoul d be the highest
precedence traffic on any network. |[If a systemis routing

traffic can’t get through, chances are nothing else wll.

7.2 | NTERI OR GATEWAY PROTOCOLS

7.2.1 | NTRODUCTI ON
An Interior Gateway Protocol (IGP) is used to distribute routing
i nformati on between the various routers in a particul ar AS.
I ndependent of the algorithmused to inplenent a particular |GP,
it should performthe follow ng functions:
(1) Respond quickly to changes in the internal topology of an AS

(2) Provide a nmechanismsuch that circuit flapping does not cause
conti nuous routing updates

(3) Provide quick convergence to | oop-free routing

(4) Uilize mniml bandw dth

(5) Provide equal cost routes to enable | oad-splitting

(6) Provide a neans for authentication of routing updates
Current 1GPs used in the internet today are characterized as

ei ther being being based on a distance-vector or a link-state

al gorithm

Several 1GPs are detailed in this section, including those nost
commonly used and sone recently devel oped protocols which may be
wi dely used in the future. Nunerous other protocols intended for
use in intra-AS routing exist in the Internet comunity.

A router which inplenments any routing protocol (other than static
routes) MJST | MPLEMENT OSPF (see Section [7.2.2]) and MJST
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| MPLEMENT RIP (see Section [7.2.4]). A router MNAY inplement
addi ti onal | GPs.

7.2.2 OPEN SHORTEST PATH FI RST - OSPF

7.2.2.1 Introduction

Shortest Path First (SPF) based routing protocols are a class
of link-state algorithns which are based on the shortest-path
algorithmof Dijkstra. Although SPF based al gorithns have been
around since the inception of the ARPANet, it is only recently
that they have achi eved popularity both inside both the IP and
the OSI comunities. 1In an SPF based system each router
obtai ns an exact replica of the entire topol ogy database via a
process known as flooding. Flooding insures a reliable
transfer of the information. Each individual router then runs
the SPF algorithmon its database to build the IP routing
table. The OSPF routing protocol is an inplenentation of an
SPF algorithm The current version, OSPF version 2, is
specified in [ROUTE: 1]. Note that RFC- 1131, which descri bes
OSPF version 1, is obsolete.

Note that to conply with Section [8.3] of this nenpb, a router
whi ch i mpl ements OSPF MJST i npl enent the OSPF M B [ MGT: 14] .

7.2.2.2 Specific |Issues

Vi rtual Links

There is a minor error in the specification that can cause
routing | oops when all of the follow ng conditions are
si mul t aneously true:

(1) Awvirtual link is configured through a transit area,

(2) Two separate paths exist, each having the sane
endpoi nts, but one utilizing only non-virtual
backbone links, and the other using links in the
transit area, and

(3) The latter path is part of the (underlying physical
representation of the) configured virtual Iink,
routing | oops may occur.

To prevent this, an inplenentation of OSPF SHOULD i nvoke
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the calculation in Section 16.3 of [ROUTE: 1] whenever any

part of the path to the destination is a virtual link (the
specification only says this is necessary when the first
hop is a virtual |ink).

7.2.2.3 New Version of OSPF

As of this witing (4/4/94) there is a new version of the OSPF
specification that is winding its way through the Internet

st andardi zati on process. A prudent inplenentor will be aware
of this and devel op an inpl enentation accordingly.

The new version fixes several errors in the current
specification [ROUTE:1]. For this reason, inplenentors and
vendors ought to expect to upgrade to the new version
relatively soon. In particular, the follow ng probl ens exist
in [ROJTE: 1] that the new version fixes:

o In [ROUTE: 1], certain configurations of virtual |inks can
lead to incorrect routing and/or routing |oops. A fix for
this is specified in the new specification.

o In [ROUTE: 1], OSPF external routes to For exanple, a router
cannot inport into an OSPF donain external routes both for
192.2.0.0, 255.255.0.0 and 192.2.0.0, 255.255.255.0. Routes
such as these may becone common with the depl oynent of CIDR
[ NTERNET: 15]. This has been addressed in the new OSPF
speci ficati on.

o In [ROUTE: 1], OSPF Network-LSAs originated before a router
changes its OSPF Router |ID can confuse the Dijkstra
calculation if the router again beconmes Designated Router
for the network. This has been fixed.

7.2.3 | NTERVEDI ATE SYSTEM TO | NTERMEDI ATE SYSTEM - DUAL IS 1S

The Anerican National Standards Institute (ANSI) X3S3.3 conmittee
has defined an intra-donain routing protocol. This protocol is
titled Intermediate Systemto Internedi ate System Routei ng
Exchange Pr ot ocol

Its application to an | P network has been defined in [ ROUTE: 2],
and is referred to as Dual 1S-1S (or sonetinmes as Integrated IS
IS). IS 1Sis based on a link-state (SPF) routing algorithm and
shares all the advantages for this class of protocols.
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7.2.4 ROUTI NG | NFORVATI ON PROTOCCOL - RIP

7.2.4.1 |Introduction

RIPis specified in [ROUTE:3]. Although RIPis still quite
inmportant in the Internet, it is being replaced in

sophi sticated applications by nore nodern | GPs such as the ones
descri bed above.

Anot her conmon use for RIP is as a router discovery protocol.
Section [4.3.3.10] briefly touches upon this subject.

7.2.4.2 Protocol Wl k-Through

Dealing with changes in topol ogy: [ROUTE: 3], pp. 11

An inplenmentation of RIP MJST provide a neans for timnng
out routes. Since nmessages are occasionally |ost,

i mpl ementati ons MJUST NOT invalidate a route based on a
singl e m ssed update.

| mpl enent ati ons MJUST by default wait six tines the update
interval before invalidating a route. A router MAY have
configuration options to alter this val ue.

DI SCUSSI ON
It is inportant to routing stability that all routers
in a RIP autononmpus systemuse simlar timeout val ue
for invalidating routes, and therefore it is inportant
that an inplenentation default to the timeout val ue
specified in the RIP specification. However, that
ti meout value is overly conservative in environnents
where packet loss is reasonably rare. |In such an
environnent, a network manager nmay wish to be able to
decrease the tinmeout period in order to pronote faster
recovery fromfailures.

| MPLEMENTATI ON
There is a very sinple mechani smwhich a router may use
to nmeet the requirement to invalidate routes pronptly
after they tine out. \Wenever the router scans the
routing table to see if any routes have tinmed out, it
al so notes the age of the |least recently updated route
whi ch has not yet timed out. Subtracting this age from
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the timeout period gives the anount of tine until the
router again needs to scan the table for tined out
rout es.

Split Horizon: [ROUTE: 3], pp. 14-15

An inplenmentation of RIP MJUST inplenent split horizon, a
schene used for avoiding problens caused by incl uding
routes in updates sent to the router fromwhich they were
| ear ned.

An inplenmentation of RIP SHOULD i npl ement Split horizon
with poisoned reverse, a variant of split horizon which
includes routes learned froma router sent to that router
but sets their metric to infinity. Because of the routing
over head which may be incurred by inplenenting split

hori zon with poi soned reverse, inplenentations MAY incl ude
an option to sel ect whether poisoned reverse is in effect.
An inplenmentation SHOULD linmt the period of tine in which
it sends reverse routes at an infinite nmetric.

| MPLENMENTATI ON:
Each of the following algorithns can be used to limt
the period of time for which poisoned reverse is
applied to a route. The first algorithmis nore
conpl ex but does a nore conplete job of liniting
poi soned reverse to only those cases where it is
necessary.

The goal of both algorithnms is to ensure that poison
reverse is done for any destinati on whose route has
changed in the last Route Lifetinme (typically 180
seconds), unless it can be sure that the previous route
used the same output interface. The Route Lifetine is
used because that is the amount of time RIP will keep
around an old route before declaring it stale.

The time intervals (and derived variables) used in the
follow ng algorithnms are as foll ows:

Tu The Update Tinmer; the nunber of seconds between
RI P updates. This typically defaults to 30
seconds.

RI The Route Lifetinme, in seconds. This is the
anount of tine that a route is presuned to be
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U

good, wi thout requiring an update. This typically
defaults to 180 seconds.

The Update Loss; the nunmber of consecutive updates
that have to be lost or fail to nmention a route
before RIP deletes the route. U is calculated to
be (R/Tu)+1. The +1 is to account for the fact
that the first time the ifcounter is decrenented
will be less than Tu seconds after it is
initialized. Typically, U wll be 7: (180/30)+1

The value to set ifcounter to when a destination
is newy learned. This value is U-4, where the 4
is RIP's garbage collection timer/30

The first algorithmis:

- Associated with each destination is a counter, called
the ifcounter below. Poison reverse is done for any
route whose destination's ifcounter is greater than
zero.

- After a regular (not triggered or in response to a
request) update is sent, all of the non-zero
i fcounters are decrenented by one.

- When a route to a destination is created, its
i fcounter is set as foll ows:

If the newroute is superseding a valid route, and
the old route used a different (logical) output
interface, then the ifcounter is set to U.

If the newroute is superseding a stale route, and
the old route used a different (logical) output
interface, then the ifcounter is set to MAX(0, U
- INT(seconds that the route has been stale/Ut).

If there was no previous route to the destination,
the ifcounter is set to In.

G herwi se, the ifcounter is set to zero

- RIP also maintains a tinmer, called the resettinmer
bel ow. Poi son reverse is done on all routes
whenever resettimer has not expired (regardl ess of
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the ifcounter val ues).

- Wen RIPis started, restarted, reset, or otherw se
has its routing table cleared, it sets the
resettimer to go off in R seconds.

The second algorithmis identical to the first except
t hat:

- The rules which set the ifcounter to non-zero val ues
are changed to always set it to R/Tu, and

- The resettinmer is elimnnated.
Triggered updates: [ROUTE: 3], pp. 15-16; pp. 29

Tri ggered updates (also called flash updates) are a
mechani smfor imediately notifying a router’s

nei ghbors when the router adds or deletes routes or
changes their netrics. A router MJIST send a triggered
updat e when routes are deleted or their netrics are
increased. A router MAY send a triggered update when
routes are added or their netrics decreased.

Since triggered updates can cause excessive routing
over head, inplenmentations MJST use the follow ng
mechanismto limt the frequency of triggered updates:

(1) When a router sends a triggered update, it sets a
timer to a randomtine between one and five
seconds in the future. The router nust not
generate additional triggered updates before this
timer expires.

(2) If the router would generate a triggered update
during this interval it sets a flag indicating
that a triggered update is desired. The router
al so logs the desired triggered update.

(3) When the triggered update tinmer expires, the
router checks the triggered update flag. If the
flag is set then the router sends a single
triggered update which includes all of the changes
that were logged. The router then clears the flag
and, since a triggered update was sent, restarts
this algorithm
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(4) The flag is also cleared whenever a regul ar update
is sent.

Tri ggered updates SHOULD include all routes that have
changed since the nost recent regular (non-triggered)
update. Triggered updates MJST NOT include routes that
have not changed since the nost recent regul ar update.

DI SCUSSI ON:
Sendi ng all routes, whether they have changed
recently or not, is unacceptable in triggered
updat es because the trenendous size of many Internet
routing tables could otherwise result in
consi der abl e bandw dt h being wasted on triggered
updat es.

Use of UDP: [ROUTE: 3], pp. 18-19.

RI P packets sent to an | P broadcast address SHOULD have
their initial TTL set to one.

Note that to conply with Section [6.1] of this nmenpo, a
router MJST use UDP checksunms in RIP packets which it
originates, MJST discard RI P packets received with
invalid UDP checksunms, but MJST not discard received
Rl P packets sinply because they do not contain UDP
checksuns.

Addr essi ng Consi derations: [ROUTE: 3], pp. 22

A R P inplenentation SHOULD support host routes. If it
does not, it MJST (as described on page 27 of

[ ROUTE: 3]) ignore host routes in received updates. A
router MAY | og ignored hosts routes.

The special address 0.0.0.0 is used to describe a
default route. A default route is used as the route of
last resort (i.e. when a route to the specific net does
not exist in the routing table). The router MJST be
able to create a RIP entry for the address 0.0.0.0.

I nput Processing - Response: [ROUTE: 3], pp. 26

When processing an update, the following validity
checks MJST be perf orned:

o The response MJUST be from UDP port 520.
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0 The source address MJUST be on a directly connected
subnet (or on a directly connected, non-subnetted
network) to be considered valid.

o The source address MJST NOT be one of the router’'s
addr esses.

DI SCUSSI ON:
Sonme networks, nedia, and interfaces allow a
sendi ng node to receive packets that it
broadcasts. A router nust not accept its own
packets as valid routing updates and process
them The | ast requirenment prevents a router
fromaccepting its own routing updates and
processing them (on the assunption that they were
sent by sone other router on the network).

An i nmpl ementati on MJUST NOT replace an existing route if
the netric received is equal to the existing netric
except in accordance with the follow ng heuristic.

An inplementati on MAY choose to inplenment the follow ng
heuristic to deal with the above situation. Nornally,

it is useless to change the route to a network from one
router to another if both are advertised at the sane
metric. However, the route being advertised by one of
the routers may be in the process of tining out.
Instead of waiting for the route to tineout, the new
route can be used after a specified anobunt of tine has
el apsed. If this heuristic is inplemented, it MJST wait
at | east halfway to the expiration point before the new
route is install ed.

7.2.4.3 Specific |Issues

Rl P Shut down

An inplenentation of RIP SHOULD provide for a graceful
shutdown using the follow ng steps:

(1) Input processing is termn nated,
(2) Four updates are generated at randominterval s of
between two and four seconds, These updates contain

all routes that were previously announced, but with
sone netric changes. Routes that were being
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announced at a netric of infinity should continue to
use this netric. Routes that had been announced with
a non-infinite netric should be announced with a
metric of 15 (infinity - 1).

DI SCUSSI ON:
The metric used for the above really ought to be
16 (infinity); setting it to 15 is a kludge to
avoi d breaking certain old hosts which wiretap the
RI P protocol. Such a host will (erroneously)
abort a TCP connection if it tries to send a
dat agram on t he connection while the host has no
route to the destination (even if the period when
the host has no route lasts only a few seconds
while RIP chooses an alternate path to the
desti nation).

RIP Split Horizon and Static Routes

Split horizon SHOULD be applied to static routes by
default. An inplenentati on SHOULD provide a way to
specify, per static route, that split horizon should not
be applied to this route.

7.2.5 GATEWAY TO GATEWAY PROTCCOL - GGP

The Gateway to Gateway protocol is considered obsol ete and SHOULD
NOT be i npl enment ed.

7.3 EXTERI OR GATEWAY PROTOCOLS

7.

3.

1

| NTRODUCTI ON

Exterior Gateway Protocols are utilized for inter-Autononous
Systemrouting to exchange reachability information for a set of
networks internal to a particul ar autononpbus systemto a

nei ghbori ng aut ononous system

The area of inter-AS routing is a current topic of research inside
the Internet Engineering Task Force. The Exterior Gateway
Protocol (EGP) described in Section [7.3.3] has traditionally been
the inter-AS protocol of choice. The Border Gateway Protoco

(BGP) elimnates many of the restrictions and limtations of EGP
and is therefore growing rapidly in popularity. A router is not
required to inplenent any inter-AS routing protocol. However, if
a router does inplenment EGP it al so MJST | MPLEMENT BGP

Al myui st & Kast enhol z [ Page 119]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

Al though it was not designed as an exterior gateway protocol, R P
(described in Section [7.2.4]) is sonetines used for inter-AS
routing.

7.3.2 BORDER GATEWAY PROTOCOL - BGP

7.3.2.1 |Introduction

The Border Gateway Protocol (BGP) is an inter-AS routing

prot ocol which exchanges network reachability information with
ot her BGP speakers. The information for a network includes the
conplete list of ASs that traffic nmust transit to reach that
network. This information can then be used to insure |oop-free
paths. This information is sufficient to construct a graph of
AS connectivity fromwhich routing | oops nay be pruned and sone
policy decisions at the AS | evel may be enforced.

BGP is defined by [ROUTE: 4]. [ROUTE: 5] specifies the proper
usage of BGP in the Internet, and provides sone usefu

i npl enentation hints and guidelines. [ROUTE: 12] and [ ROUTE: 13]
provi de additional useful information.

To conply with Section [8.3] of this nenp, a router which
i mpl enents BGP MUST al so i nplenment the BGP M B [ MGT: 15] .

To characterize the set of policy decisions that can be
enforced using BGP, one nust focus on the rule that an AS
advertises to its neighbor ASs only those routes that it itself
uses. This rule reflects the hop-by-hop routing paradi gm
general |y used throughout the current Internet. Note that some
policies cannot be supported by the hop-by-hop routing paradi gm
and thus require techni ques such as source routing to enforce.
For exampl e, BGP does not enable one AS to send traffic to a
nei ghbor AS intending that that traffic take a different route
fromthat taken by traffic originating in the neighbor AS. On
the ot her hand, BGP can support any policy conform ng to the
hop- by-hop routing paradi gm

| mpl enentors of BGP are strongly encouraged to foll ow the
recommendations outlined in Section 6 of [ROUTE: 5].

7.3.2.2 Protocol Wl k-through
Whi |l e BGP provi des support for quite conplex routing policies

(as an exanple see Section 4.2 in [ROUTE:5]), it is not
required for all BGP inplenmentors to support such policies. At
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a mnimum however, a BGP inplenentation:

(1) SHOULD allow an AS to control announcenents of the BGP
| earned routes to adjacent AS s. |nplenentations SHOULD
support such control with at |least the granularity of a
singl e network. |nplenentati ons SHOULD al so support such
control with the granularity of an autononmous system
where the autononmpus system nay be either the autononous
systemthat originated the route, or the autononous system
that advertised the route to the | ocal system (adjacent
aut ononous systenj.

(2) SHOULD allow an AS to prefer a particular path to a
destination (when nore than one path is available). Such
function SHOULD be inplenented by allowi ng system
admi ni strator to assign weights to Autononous Systens, and
maki ng route selection process to select a route with the
| owest wei ght (where weight of a route is defined as a sum
of weights of all AS s in the AS PATH path attribute
associated with that route).

(3) SHOULD allow an AS to ighore routes with certain AS s in
the AS_PATH path attribute. Such function can be
i mpl ement ed by using technique outlined in (2), and by
assigning infinity as weights for such AS's. The route
sel ection process nust ignore routes that have wei ght
equal to infinity.

7.3.3 EXTERI OR GATEWAY PROTOCCL - ECGP

7.3.3.1 Introduction

The Exterior Gateway Protocol (EGP) specifies an EGP which is
used to exchange reachability information between routers of
the sanme or differing autononous systenms. EGP is not considered
a routing protocol since there is no standard interpretation
(i.e. metric) for the distance fields in the EGP update
nmessage, so di stances are conparable only anong routers of the
same AS. It is however designed to provide high-quality
reachability information, both about neighbor routers and about
routes to non-nei ghbor routers.

EGP is defined by [ROUTE: 6]. An inplenentor alnost certainly

wants to read [ROUTE: 7] and [ ROUTE: 8] as well, for they contain
useful explanations and background material .
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DI SCUSSI ON
The present EGP specification has serious |limtations, nost
inmportantly a restriction which [imts routers to
advertising only those networks which are reachable from
within the router’s autononobus system This restriction
agai nst propagating third party EGP information is to
prevent long-lived routing |loops. This effectively limts
EGP to a two-level hierarchy.

RFC-975 is not a part of the EGP specification, and shoul d
be ignored.

7.3.3.2 Protocol Wl k-through

I ndi rect Nei ghbors: RFC-888, pp. 26

An inplenmentation of EGP MJUST include indirect neighbor
support.

Polling Intervals: RFC-904, pp. 10

The interval between Hell o command retransm ssions and the
i nterval between Poll retransm ssions SHOULD be configurabl e
but there MJUST be a m ni num val ue defi ned.

The interval at which an inplenmentation will respond to
Hel | o commands and Pol | conmands SHOULD be confi gurabl e but
there MUST be a mini mum val ue defi ned.

Net wor k Reachability: RFC-904, pp. 15

An i nplenmentation MJST default to not providing the external
list of routers in other autononmous systens; only the
internal list of routers together with the nets which are
reachabl e via those routers should be included in an Update
Response/ I ndi cati on packet. However, an inplenmentation MAY
elect to provide a configuration option enabling the
external list to be provided. An inplenmentation MJST NOT
include in the external list routers which were |earned via
the external list provided by a router in another autononous
system An inplenentati on MUST NOT send a network back to

t he autononobus systemfromwhich it is learned, i.e. it MJST
do split-horizon on an autononobus system | evel

If nore than 255 internal or 255 external routers need to be
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specified in a Network Reachability update, the networks
reachable fromrouters that can not be listed MJUST be nerged
into the list for one of the listed routers. Wich of the
listed routers is chosen for this purpose SHOULD be user
configurable, but SHOULD default to the source address of
the EGP update bei ng generat ed.

An EGP update contains a series of blocks of network
nunbers, where each bl ock contains a |ist of network nunbers
reachabl e at a particular distance via a particular router.
If nmore than 255 networks are reachable at a particul ar

di stance via a particular router, they are split into

mul tiple blocks (all of which have the sane distance).
Simlarly, if nore than 255 bl ocks are required to list the
net wor ks reachable via a particular router, the router’s
address is listed as many tines as necessary to include al

of the blocks in the update.

Unsol i cited Updates: RFC-904, pp. 16
If a network is shared with the peer, an inplenentation MJST

send an unsolicited update upon entry to the Up state
assunmi ng that the source network is the shared network.

&

i ghbor Reachability: RFC- 904, pp. 6, 13-15

The tabl e on page 6 which describes the values of j and k
(the nei ghbor up and down thresholds) is incorrect. It is
reproduced correctly here:

Narme Active Passive Description
j 3 1 nei ghbor-up threshol d
k 1 0 nei ghbor - down t hreshol d

The value for k in passive node al so specified incorrectly
in RFC-904, pp. 14 The values in parenthesis should read:

(j =1, k=0, and T3/T1L = 4)
As an optim zation, an inplenentation can refrain from
sending a Hell o conmand when a Poll is due. |If an
i mpl ement ati on does so, it SHOULD provide a user
configurable option to disable this optimnzation.

Abort tinmer: RFC-904, pp. 6, 12, 13
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An EGP inpl enmentati on MJUST include support for the abort
timer (as docunented in section 4.1.4 of RFCG-904). An

i mpl ementati on SHOULD use the abort timer in the Idle state
to automatically issue a Start event to restart the protocol
machi ne. Reconmended values are P4 for a critical error
(Administratively prohibited, Protocol Violation and
Paraneter Problem) and P5 for all others. The abort tiner
SHOULD NOT be started when a Stop event was manual |y
initiated (such as via a network managenment protocol).

Cease conmmand received in Idle state: RFC- 904, pp. 13

When the EGP state machine is in the Idle state, it MJST
reply to Cease conmmands with a Cease-ack response.

Hell o Pol I'ing Mbde: RFC-904, pp. 11

An EGP inplenmentati on MJST include support for both active
and passive polling nodes.

&

i ghbor Acqui sition Messages: RFC-904, pp. 18

As noted the Hello and Poll Intervals should only be present
i n Request and Confirm nessages. Therefore the length of an
EGP Nei ghbor Acquisition Message is 14 bytes for a Request
or Confirm nmessage and 10 bytes for a Refuse, Cease or
Cease-ack nessage. Inplenentations MJST NOT send 14 bytes
for Refuse, Cease or Cease-ack messages but MJST all ow for

i mpl ement ati ons that send 14 bytes for these nessages.

Sequence Nunbers: RFC-904, pp. 10

Response or indication packets received with a sequence
nunber not equal to S MJST be di scarded. The send sequence
nunber S MJST be increnmented just before the tine a Pol
command is sent and at no other tines.

7.3.4 | NTER-AS ROUTI NG W THOUT AN EXTERI OR PROTOCCL

It is possible to exchange routing information between two

aut ononous systens or routing domai ns wthout using a standard
exterior routing protocol between two separate, standard interior
routing protocols. The nost common way of doing this is to run
both interior protocols independently in one of the border routers
with an exchange of route information between the two processes.

As with the exchange of information froman EGP to an | GP, w thout
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appropriate controls these exchanges of routing information
between two IGPs in a single router are subject to creation of
routing | oops.

7.4 STATI C ROUTI NG

Static routing provides a neans of explicitly defining the next hop
froma router for a particular destination. A router SHOULD provide
a means for defining a static route to a destination, where the
destination is defined by an address and an address nask. The
mechani sm SHOULD al so allow for a netric to be specified for each
static route.

A router which supports a dynam ¢ routing protocol MJST allow static
routes to be defined with any netric valid for the routing protocol
used. The router MJST provide the ability for the user to specify a
list of static routes which may or may not be propagated via the
routing protocol. In addition, a router SHOULD support the follow ng
addi tional information if it supports a routing protocol that could
make use of the information. They are:

o TGS,
0o Subnet mask, or

o Anetric specific to a given routing protocol that can inport the

route.

DI SCUSSI ON
W intend that one needs to support only the things useful to the
given routing protocol. The need for TOS should not require the

vendor to inplenent the other parts if they are not used.

Whet her a router prefers a static route over a dynamc route (or vice
versa) or whether the associated netrics are used to choose between
conflicting static and dynam c routes SHOULD be configurable for each
static route.

A router MIST allow a netric to be assigned to a static route for
each routing domain that it supports. FEach such netric MJST be
explicitly assigned to a specific routing domain. For exanple:
route 36.0.0.0 255.0.0.0 via 192.19.200.3 rip netric 3
route 36.21.0.0 255.255.0.0 via 192.19. 200.4 ospf inter-area
nmetric 27
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route 36.22.0.0 255.255.0.0 via 192.19.200.5 egp 123 netric 99

route 36.23.0.0 255.255.0.0 via 192.19.200.6 igrp 47 metric 1 2
345

DI SCUSSI ON

It has been suggested that, ideally, static routes should have
preference values rather than nmetrics (since nmetrics can only be
conpared with netrics of other routes in the same routing donain,
the netric of a static route could only be conpared with netrics
of other static routes). This is contrary to sone current

i mpl ement ati ons, where static routes really do have netrics, and
those netrics are used to determine whether a particular dynamc
route overrides the static route to the sane destination. Thus,
this docunent uses the termnetric rather than preference.

This techni que essentially makes the static route into a RIP
route, or an OSPF route (or whatever, depending on the donmain of
the nmetric). Thus, the route | ookup algorithmof that domain
applies. However, this is NOT route |eaking, in that coercing a
static route into a dynanmi c routing dormai n does not authorize the
router to redistribute the route into the dynam c routing domain.

For static routes not put into a specific routing domain, the
route | ookup algorithmis:

(1) Basic match

(2) Longest nmatch

(3) Wak TGOS (if TGOS supported)

(4) Best netric (where nmetric are inplenentation-defined)

The last step may not be necessary, but it's useful in the case
where you want to have a prinmary static route over one interface
and a secondary static route over an alternate interface, with

failover to the alternate path if the interface for the primry
route fails.
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7.5 FILTERI NG OF ROUTI NG | NFORMATI ON

Each router within a network rmakes forwardi ng deci si ons based upon
i nformation contained within its forwardi ng database. 1In a sinple
network the contents of the database may be statically configured.
As the network grows nore conpl ex, the need for dynanic updating of
the forwardi ng database beconmes critical to the efficient operation
of the network.

If the data flow through a network is to be as efficient as possible,
it is necessary to provide a nechanismfor controlling the
propagation of the information a router uses to build its forwarding
dat abase. This control takes the form of choosing which sources of
routing information should be trusted and sel ecting which pieces of
the information to believe. The resulting forwarding database is a
filtered version of the available routing infornation

In addition to efficiency, controlling the propagation of routing
i nformati on can reduce instability by preventing the spread of
incorrect or bad routing information.

In sone cases local policy may require that conplete routing
i nformati on not be w dely propagat ed.

These filtering requirenments apply only to non- SPF-based protocol s
(and therefore not at all to routers which don't inplenent any
di stance vector protocols).

7.5.1 Route Validation

A router SHOULD |l og as an error any routing update advertising a
route to network zero, subnet zero, or subnet -1, unless the
routing protocol fromwhich the update was received uses those
val ues to encode special routes (such as default routes).

7.5.2 Basic Route Filtering

Filtering of routing information allows control of paths used by a
router to forward packets it receives. A router should be

sel ective in which sources of routing information it listens to
and what routes it believes. Therefore, a router MJST provide the
ability to specify:

0 On which logical interfaces routing information will be
accepted and which routes will be accepted from each | ogica
i nterface.
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o Wiether all routes or only a default route is advertised on a
| ogical interface.

Some routing protocols do not recognize logical interfaces as a
source of routing information. In such cases the router MJST
provide the ability to specify

o fromwhich other routers routing information will be accepted.

For exanpl e, assune a router connecting one or nore |eaf networks
to the main portion or backbone of a |larger network. Since each
of the leaf networks has only one path in and out, the router can
sinply send a default route to them It advertises the |eaf
networks to the main network.

7.5.3 Advanced Route Filtering

As the topology of a network grows nore conplex, the need for nore
complex route filtering arises. Therefore, a router SHOULD
provide the ability to specify independently for each routing

pr ot ocol

o Wiich logical interfaces or routers routing information
(routes) will be accepted fromand which routes will be
bel i eved from each other router or |ogical interface,

o Wiich routes will be sent via which logical interface(s), and

o Wiich routers routing information will be sent to, if this is
supported by the routing protocol in use.

In many situations it is desirable to assign a reliability
ordering to routing information received from anot her router
instead of the sinple believe or don't believe choice listed in
the first bullet above. A router MAY provide the ability to
speci fy:

o Areliability or preference to be assigned to each route
received. A route with higher reliability will be chosen over
one with lower reliability regardless of the routing netric
associated with each route.

If a router supports assignnment of preferences, the router MJST
NOT propagate any routes it does not prefer as first party
information. |f the routing protocol being used to propagate the
routes does not support distinguishing between first and third
party information, the router MJST NOT propagate any routes it
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does not prefer.

DI SCUSSI ON
For exanpl e, assune a router receives a route to network C from
router Rand a route to the same network fromrouter S. |f
router Ris considered nore reliable than router S traffic
destined for network Cwill be forwarded to router R regardl ess
of the route received fromrouter S.

Routing informati on for routes which the router does not use
(router S in the above exanple) MJST NOT be passed to any ot her
router.

7.6 | NTER- ROUTI NG PROTOCOL | NFORVATI ON EXCHANGE

Rout ers MUST be able to exchange routing information between separate
IP interior routing protocols, if independent |IP routing processes
can run in the same router. Routers MJST provide sone mechani sm for
avoi ding routing | oops when routers are configured for bi-directional
exchange of routing information between two separate interior routing
processes. Routers MJST provide sone priority mechani smfor choosing
routes from anong i ndependent routing processes. Routers SHOULD
provide administrative control of |IGP-1GP exchange when used across
adm ni strative boundari es.

Rout ers SHOULD provi de sone nmechani smfor translating or transformng
metrics on a per network basis. Routers (or routing protocols) MAY
allow for global preference of exterior routes inported into an | GP

DI SCUSSI ON
Different 1GPs use different nmetrics, requiring some translation
techni que when introducing information fromone protocol into
another protocol with a different formof netric. Sonme |GPs can
run nmultiple instances within the sanme router or set of routers.
In this case netric informati on can be preserved exactly or
transl at ed.

There are at |east two techniques for translation between
different routing processes. The static (or reachability)
approach uses the existence of a route advertisenent in one IGP to
generate a route advertisement in the other G with a given
nmetric. The translation or tabul ar approach uses the nmetric in
one |GP to create a netric in the other I1GP through use of either
a function (such as adding a constant) or a table | ookup.

Bi -directional exchange of routing information is dangerous
w t hout control nechanisnms to limt feedback. This is the same
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probl emthat distance vector routing protocols nust address with
the split horizon technique and that EGP addresses with the
third-party rule. Routing |oops can be avoided explicitly through
use of tables or lists of permitted/denied routes or inplicitly

t hrough use of a split horizon rule, a no-third-party rule, or a
route taggi ng mechanism Vendors are encouraged to use inplicit
techni ques where possible to make administration easier for

net wor k operators.
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8. APPLI CATI ON LAYER - NETWORK MANAGEMENT PROTOCOLS

Note that this chapter supersedes any requirenents stated in section 6.3
of [INTRG 3].

8.1 The Sinple Network Managenment Protocol - SNWVP

8.1.1 SNV Protocol Elenents

Rout ers MJUST be manageabl e by SNWMP [ MGT: 3]. The SNWP MJST operate
using UDP/IP as its transport and network protocols. hers MNAY
be supported (e.g., see [MaT: 25, MGT: 26, MGT: 27, and MGT: 28]).
SNMP managenent operations MJST operate as if the SNWP was

i mpl emented on the router itself. Specifically, managenent

operati ons MJST be effected by sendi ng SNMP nmanagenent requests to
any of the | P addresses assigned to any of the router’s

i nterfaces. The actual nanagenent operation nay be perforned
either by the router or by a proxy for the router.

DI SCUSSI ON:
This wording is intended to all ow managenent either by proxy,
where the proxy device responds to SNMP packets whi ch have one
of the router’s I P addresses in the packets destination address
field, or the SNWP is inplenented directly in the router itself
and receives packets and responds to themin the proper manner.

It is inportant that managenent operations can be sent to one

of the router’s |IP Addresses. In diagnosing network problens

the only thing identifying the router that is avail able may be
one of the router’s |IP address; obtained perhaps by | ooking

t hrough another router’s routing table.

Al'l SNWP operations (get, get-next, get-response, set, and trap)
MUST be i npl enent ed.

Routers MJST provide a nmechanismfor rate-limting the generation
of SNWP trap nessages. Routers MAY provide this mechanismvia the
al gorithns for asynchronous al ert managenent described in [ MGT: 5].

DI SCUSSI ON:
Al t hough there is general agreenment about the need to rate-
limt traps, there is not yet consensus on how this is best
achi eved. The reference cited is considered experinental.
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8.2 Community Tabl e

For the purposes of this specification, we assune that there is an
abstract ‘conmmunity table” in the router. This table contains
several entries, each entry for a specific conmunity and contai ni ng
the paranmeters necessary to conpletely define the attributes of that
community. The actual inplenmentation nmethod of the abstract
comunity table is, of course, inplenmentation specific.

A router’s conmunity table MJST allow for at |east one entry and
SHOULD al l ow for at |east two entries.

DI SCUSSI ON:
A community table with zero capacity is useless. It neans that
the router will not recognize any communities and, therefore, al
SNVP operations will be rejected.

Therefore, one entry is the mnimal useful size of the table.
Having two entries allows one entry to be limted to read-only
access while the other would have wite capabilities.

Routers MJUST allow the user to manually (i.e., w thout using SNWP)
exam ne, add, delete and change entries in the SNMP conmunity table.
The user MUST be able to set the conmunity nane. The user MJST be
able to configure communities as read-only (i.e., they do not allow
SETs) or read-wite (i.e., they do allow SETS).

The user MJST be able to define at | east one IP address to which
traps are sent for each conmunity. These addresses MJST be defi nabl e
on a per-comunity basis. Traps MJST be enabl abl e or di sabl able on a
per-conmunity basis.

A router SHOULD provide the ability to specify a list of valid
networ k managers for any particular community. |[|f enabled, a router
MUST val i date the source address of the SNMP dat agram agai nst the
list and MJUST discard the datagramif its address does not appear.
If the datagramis discarded the router MJST take all actions
appropriate to an SNWVP aut hentication failure.

DI SCUSSI ON:
This is a rather limted authentication system but coupled with
vari ous forns of packet filtering may provide some snmall measure
of increased security.

The comunity table MJUST be saved in non-volatil e storage.

The initial state of the community table SHOULD contain one entry,
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with the conmunity nanme string public and read-only access. The
default state of this entry MJUST NOT send traps. |If it is

i npl emented, then this entry MJUST renain in the community table until
the administrator changes it or deletes it.

DI SCUSSI ON:

By default, traps are not sent to this conmunity. Trap PDUs are
sent to unicast |IP addresses. This address nust be configured into
the router in some manner. Before the configuration occurs, there
is no such address, so to whom should the trap be sent? Therefore
trap sending to the public comunity defaults to be disabled. This
can, of course, be changed by an adninistrative operation once the
router is operational.

8.3 Standard M BS

All MBS relevant to a router’s configuration are to be inplenented.
To wit:

o The System Interface, IP, ICMP, and UDP groups of MB-1I [MGGT: 2]
MUST be i npl enent ed.

0 The Interface Extensions MB [MGaT: 18] MJUST be i npl enent ed.
0 The IP Forwarding Table M B [ MGT: 20] MJST be i npl enent ed.

o If the router inplenents TCP (e.g. for Telnet) then the TCP group
of MB-11 [MGT:2] MJST be inpl enent ed.

o If the router inplenents EGP then the EGP group of MB-11 [MGGT: 2]
MUST be i npl enent ed.

o If the router supports OSPF then the OSPF M B [ MGT: 14] MJUST be
i mpl enent ed.

o If the router supports BGP then the BGP M B [ MGT: 15] MUST be
i mpl enent ed.

o If the router has Ethernet, 802.3, or StarLan interfaces then the
Et hernet-Li ke M B [ M3GT: 6] MJST be i npl enent ed.

o If the router has 802.4 interfaces then the 802.4 MB [ MGI: 7] MAY
be i npl enent ed.

o If the router has 802.5 interfaces then the 802.5 MB [ MaT: 8] MJST
be i npl enent ed.
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o If the router has FDDI interfaces that inplement ANSI SMI 7.3 then
the FDDI M B [ MGT: 9] MJUST be i npl enent ed.

o If the router has FDDI interfaces that inplenment ANSI SMI 6.2 then
the FDDI M B [ MGT: 29] MJST be i npl enent ed.

o If the router has RS-232 interfaces then the RS-232 [ MGT: 10] M B
MUST be i npl enent ed.

o If the router has T1/DS1 interfaces then the T1/DS1 M B [ MGT: 16]
MUST be i npl enent ed.

o If the router has T3/DS3 interfaces then the T3/DS3 M B [ MGT: 17]
MUST be i npl enent ed.

o If the router has SMDS interfaces then the SVMDS | nterface Protocol
MB [ MGT: 19] MJST be i npl enent ed.

o If the router supports PPP over any of its interfaces then the PPP
MBs [ MGT: 11], [MGT: 12], and [MGT: 13] MUST be inpl enent ed.

o If the router supports RIP Version 2 then the RIP Version 2 MB
[ MGT: 21] MUST be i npl enment ed.

o If the router supports X. 25 over any of its interfaces then the
X. 25 MBs [MGT: 22, MGT: 23 and MGT: 24] MJST be i npl enent ed.

8.4 Vendor Specific MBS

The I nternet Standard and Experinental M Bs do not cover the entire
range of statistical, state, configuration and control information
that may be available in a network elenment. This information is,
never the less, extrenmely useful. Vendors of routers (and other
networ k devi ces) generally have devel oped M B extensions that cover
this informati on. These M B extensions are call ed Vendor Specific
M Bs.

The Vendor Specific MB for the router MJUST provide access to al
statistical, state, configuration, and control information that is
not avail abl e through the Standard and Experinmental M Bs that have
been inplenented. This infornmation MJST be avail able for both
nmonitoring and control operations.
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DI SCUSSI ON
The intent of this requirenent is to provide the ability to do
anything on the router via SNMP that can be done via a console. A
certain nmininmal amount of configuration is necessary before SNW
can operate (e.g., the router nust have an |P address). This
initial configuration can not be done via SNWP. However, once the
initial configuration is done, full capabilities ought to be
avai l abl e via network managenent .

The vendor SHOULD nmake avail able the specifications for all Vendor
Specific MB variables. These specifications MJST conformto the SM
[ MGT: 1] and the descriptions MJIST be in the formspecified in

[ MGT: 4] .

DI SCUSSI ON
Maki ng the Vendor Specific MB available to the user is necessary.
Wthout this information the users would not be able to configure
their network managenent systens to be able to access the Vendor
Specific paranmeters. These paranmeters woul d then be usel ess.

The format of the MB specification is also specified. Parsers
whi ch read M B specifications and generate the needed tables for
the network managenment station are available. These parsers

general ly understand only the standard M B specification format.

8.5 Saving Changes
Parameters altered by SNVMP MAY be saved to non-vol atil e storage.

DI SCUSSI ON
Reasons why this requirenent is a MAY:

o The exact physical nature of non-volatile storage is not
specified in this docunent. Hence, paraneters may be saved in
NVRAM EEPROM | ocal floppy or hard disk, or in sone TFTP file
server or BOOTP server, etc. Suppose that that this information
isinafilethat is retrieved via TFTP. In that case, a change
made to a configuration parameter on the router would need to
be propagated back to the file server holding the configuration
file. Alternatively, the SNV operation would need to be
directed to the file server, and then the change sonehow
propagated to the router. The answer to this probl em does not
seem obvi ous.

This al so places nore requirenments on the host hol ding the
configuration information than just having an available tftp
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server, so nmuch nore that its probably unsafe for a vendor to
assume that any potential custoner will have a suitabl e host
avai |l abl e.

The timng of commtting changed paraneters to non-vol atile
storage is still an issue for debate. Sonme prefer to comit al
changes i medi ately. OQthers prefer to commit changes to non-
vol atile storage only upon an explicit conmand.
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9. APPLI CATI ON LAYER - M SCELLANEQUS PROTOCOLS

For all additional application protocols that a router inplenents, the
router MJST be conpliant and SHOULD be unconditionally conpliant with
the rel evant requirenents of [INTRO 3].

9.1 BOOTP

9.1.1 Introduction

The Bootstrap Protocol (BOOTP) is a UDP/IP-based protocol which
all ows a booting host to configure itself dynanically and wi thout
user supervision. BOOTP provides a neans to notify a host of its
assigned | P address, the I P address of a boot server host, and the
name of a file to be |l oaded into nmenory and executed ([APPL:1]).

O her configuration information such as the |ocal subnet nask, the
local tine offset, the addresses of default routers, and the
addresses of various Internet servers can al so be communicated to
a host using BOOTP ([ APPL: 2]).

9.1.2 BOOTP Rel ay Agents

In many cases, BOOTP clients and their associ ated BOOTP server(s)
do not reside on the same I P network or subnet. 1In such cases, a
third-party agent is required to transfer BOOTP nessages between
clients and servers. Such an agent was originally referred to as
a BOOTP forwardi ng agent. However, in order to avoid confusion
with the IP forwarding function of a router, the name BOOTP rel ay
agent has been adopted instead.

DI SCUSSI ON:
A BOOTP relay agent perfornms a task which is distinct froma
router’s normal IP forwarding function. Wile a router
normal Iy switches | P datagrans between networks nore-or-|ess
transparently, a BOOTP relay agent may nore properly be thought
to receive BOOTP nessages as a final destination and then
generate new BOOTP nessages as a result. One should resist the
notion of sinply forwarding a BOOTP nessage straight through
like a regul ar packet.

This rel ay-agent functionality is nmpbst conveniently |located in the
routers which interconnect the clients and servers (although it
may alternatively be located in a host which is directly connected
to the client subnet).

A router MAY provide BOOTP rel ay-agent capability. |If it does, it
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MJUST conformto the specifications in [APPL: 3].

Section [5.2.3] discussed the circunstances under which a packet
is delivered locally (to the router). Al locally delivered UDP
nmessages whose UDP destination port number is BOOTPS (67) are
consi dered for special processing by the router’s |ogical BOOTP
relay agent.

Sections [4.2.2.11] and [5.3.7] discussed invalid I P source
addresses. According to these rules, a router must not forward
any received datagram whose | P source address is 0.0.0.0.

However, routers which support a BOOTP relay agent MJST accept for
| ocal delivery to the relay agent BOOTREQUEST nessages whose | P
source address is 0.0.0.0.
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10. OPERATI ONS AND MAI NTENANCE

Thi s chapter supersedes any requirenents stated in section 6.2 of
[ NTRG 3] .

Facilities to support operation and mai ntenance (O&\) activities form an
essential part of any router inplenmentation. Although these functions
do not seemto relate directly to interoperability, they are essenti al
to the network nanager who nust nake the router interoperate and mnust
track down problens when it doesn’'t. This chapter also includes sone
di scussion of router initialization and of facilities to assist network
managers in securing and accounting for their networks.
10.1 Introduction
The followi ng kinds of activities are included under router O&M
o Diagnosing hardware problens in the router’s processor, inits
network interfaces, or in its connected networks, nodens, or
conmuni cation |ines.
o Installing new hardware
o Installing new software.
0 Restarting or rebooting the router after a crash.
o Configuring (or reconfiguring) the router.
o Detecting and diagnosing Internet problens such as congesti on,
routing | oops, bad |IP addresses, black hol es, packet aval anches,
and m sbehaved hosts.

o Changi ng network topol ogy, either tenporarily (e.g., to bypass a
conmmuni cation |ine problenm) or permanently.

o Monitoring the status and performance of the routers and the
connect ed networ ks.

o Collecting traffic statistics for use in (Inter-)network planning.

o Coordinating the above activities with appropriate vendors and
t el ecomuni cati ons specialists.

Routers and their connected conmunication lines are often operated as

a systemby a centralized O&M organi zation. This organi zati on may
maintain a (lnter-)network operation center, or NOC, to carry out its
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&M functions. It is essential that routers support renote contro
and nonitoring fromsuch a NOC t hrough an Internet path, since
routers nmight not be connected to the sane network as their NOC
Since a network failure may tenporarily preclude network access, nany
NOCs insist that routers be accessible for network managenent via an
alternative neans, often dialup nodens attached to console ports on
the routers.

Since an | P packet traversing an internet will often use routers
under the control of nore than one NOC, Internet problem diagnosis
will often involve cooperation of personnel of nore than one NOC. In
sone cases, the sanme router may need to be nonitored by nore than one
NCC, but only if necessary, because excessive nonitoring could inpact
a router’s perfornmance.

The tools available for nonitoring at a NOC may cover a w de range of
sophi stication. Current inplenentations include nulti-w ndow, dynamc
di splays of the entire router system The use of Al techniques for
automati ¢ probl em di agnosis is proposed for the future.

Router &M facilities discussed here are only a part of the large and
difficult problemof Internet managenent. These probl ens enconpass
not only multiple managenent organi zations, but also nultiple
protocol layers. For exanple, at the current stage of evolution of
the Internet architecture, there is a strong coupling between host
TCP i mpl ement ati ons and eventual |P-level congestion in the router
system [OPER 1]. Therefore, diagnosis of congestion problens wll
sometinmes require the nonitoring of TCP statistics in hosts. There
are currently a nunber of R&D efforts in progress in the area of

I nternet nanagenent and nore specifically router O&M These R&D
efforts have al ready produced standards for router O&M This is al so
an area in which vendor creativity can make a significant

contri bution.

10.2 Router Initialization

10.2.1 M ni mum Rout er Configuration

There exists a mninmum set of conditions that nmust be satisfied
before a router may forward packets. A router MJST NOT enabl e
forwardi ng on any physical interface unless either:

(1) The router knows the |IP address and associ ated subnet mask of

at |l east one |logical interface associated with that physical
interface, or
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(2) The router knows that the interface is an unnunbered
interface and al so knows its router-id.
These paraneters MJST be explicitly configured:

o0 A router MJIST NOT use factory-configured default values for its
| P addresses, subnet masks, or router-id, and

o0 A router MJIST NOT assune that an unconfigured interface is an
unnunbered interface.

DI SCUSSI ON:
There have been instances in which routers have been shi pped
with vendor-install ed default addresses for interfaces. In a

few cases, this has resulted in routers advertising these
default addresses into active networks.

10. 2.2 Address and Address Mask Initialization

A router MIST allowits |IP addresses and their subnet masks to be
statically configured and saved in pernmanent storage.

A router MAY obtain its | P addresses and their correspondi ng
subnet nasks dynamically as a side effect of the system
initialization process (see Section 10.2.3]);

If the dynami c nethod is provided, the choice of nethod to be used
in a particular router MJIST be configurable.

As was described in Section [4.2.2.11], |IP addresses are not
permtted to have the value 0 or -1 for any of the <Host-nunber>,
<Net wor k- nunber >, or <Subnet-nunber> fields. Therefore, a router
SHOULD NOT allow an | P address or subnet mask to be set to a val ue
whi ch woul d make any of the the three fields above have the val ue
zero or -1.

DI SCUSSI ON
It is possible using variable | ength subnet nasks to create
situations in which routing is anbiguous (i.e., two routes with
di fferent but equally-specific subnet masks match a particul ar
destination address). W suspect that a router could, when
setting a subnet mask, check whether the nmask woul d cause
routing to be ambi guous, and that inplenmentors nmight be able to
decrease their custoner support costs by having routers
prohibit or | og such erroneous configurations. However, at
this tine we do not require routers to nake such checks because

Al myui st & Kast enhol z [ Page 141]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

we know of no published nethod for accurately making this
check.

A router SHOULD nmeke the follow ng checks on any subnet mask it
installs:

o The nask is not all 1-bits.

0 The bits which correspond to the network number part of the
address are all set to 1.

DI SCUSSI ON:
The masks associated with routes are al so sonetines call ed
subnet masks, this test should not be applied to them

10.2.3 Network Booting using BOOTP and TFTP

There has been a |l ot of discussion on how routers can and shoul d
be booted fromthe network. In general, these di scussions have
centered around BOOTP and TFTP. Currently, there are routers that
boot with TFTP fromthe network. There is no reason that BOOTP
coul d not be used for locating the server that the boot image
shoul d be | oaded from

In general, BOOTP is a protocol used to boot end systens, and
requires some stretching to accommodate its use with routers. |If
a router is using BOOTP to |ocate the current boot host, it should
send a BOOTP Request with its hardware address for its first
interface, or, if it has been previously configured otherw se,
with either another interface’s hardware address, or another
nunmber to put in the hardware address field of the BOOTP packet.
This is to allow routers w thout hardware addresses (like sync
line only routers) to use BOOTP for bootload di scovery. TFTP can
then be used to retrieve the image found in the BOOTP Reply. If
there are no configured interfaces or nunbers to use, a router NAY
cycle through the interface hardware addresses it has until a
match is found by the BOOTP server.

A router SHOULD | MPLEMENT the ability to store paraneters | earned
via BOOTP into | ocal stable storage. A router MAY inplenent the
ability to store a systeminage | oaded over the network into | ocal
st abl e storage.

A router MAY have a facility to allow a renote user to request
that the router get a new boot image. Differentiation should be
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nmade between getting the new boot image fromone of three
| ocations: the one included in the request, fromthe | ast boot
i mage server, and using BOOTP to | ocate a server.

10.3 Operation and Mi ntenance

10.3.1 Introduction

There is a range of possible nodels for perform ng O&M functions
on a router. At one extreme is the |ocal-only nodel, under which
the O&M functions can only be executed locally (e.g., froma

term nal plugged into the router machine). At the other extrene,
the fully-renote nodel allows only an absol ute nini num of
functions to be perfornmed locally (e.g., forcing a boot), with
nost O&M bei ng done renotely fromthe NOC. There are internedi ate
nodel s, such as one in which NOC personnel can log into the router
as a host, using the Telnet protocol, to performfunctions which
can al so be invoked locally. The local-only nodel may be adequate
in a fewrouter installations, but in general renote operation
froma NOC will be required, and therefore renote O&M provi si ons
are required for nost routers.

Renot e Q&M functions may be exercised through a control agent
(program). In the direct approach, the router woul d support
remote O&M functions directly fromthe NOC using standard Internet
protocols (e.g., SNWP, UDP or TCP); in the indirect approach, the
control agent woul d support these protocols and control the router
itself using proprietary protocols. The direct approach is
preferred, although either approach is acceptable. The use of
speci al i zed host hardware and/ or software requiring significant
addi tional investnent is discouraged; neverthel ess, sonme vendors
may el ect to provide the control agent as an integrated part of
the network in which the routers are a part. |If this is the case,
it is required that a means be available to operate the control
agent froma renote site using Internet protocols and paths and

wi th equivalent functionality with respect to a |l ocal agent

term nal

It is desirable that a control agent and any ot her NOC software
tool s which a vendor provides operate as user programs in a
standard operating system The use of the standard | nternet
protocols UDP and TCP for comunicating with the routers should
facilitate this.

Renote router nonitoring and (especially) renote router contro
present inportant access control problens which nust be addressed.
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Care nust also be taken to ensure control of the use of router
resources for these functions. It is not desirable to let router
nonitoring take nore than sonme limted fraction of the router CPU
time, for exanple. On the other hand, O&M functions nust receive
priority so they can be exercised when the router is congested,
since often that is when &M is nost needed.

10.3.2 CQut O Band Access

Rout ers MUST support Qut-Of-Band (OOB) access. OOB access SHOULD
provi de the sane functionality as in-band access.

DI SCUSSI ON:
This Qut-O-Band access will allow the NOC a way to access
i solated routers during tinmes when network access i s not
avai |l abl e.

Qut - O - Band access is an inportant nanagenent tool for the
network adnministrator. It allows the access of equi pnent

i ndependent of the network connections. There are nmany ways to
achi eve this access. Wichever one is used it is inportant
that the access is independent of the network connections. An
exanmpl e of Qut-O -Band access would be a serial port connected
to a nodemthat provides dial up access to the router.

It is inportant that the OOB access provides the same
functionality as in-band access. |n-band access, or accessing
equi pnent through the existing network connection, is |limting,
because nost of the tinme, adm nistrators need to reach

equi pnent to figure out why it is unreachable. 1In band access
is still very inmportant for configuring a router, and for
troubl eshooti ng nore subtle problens.

10. 3.2 Router O&M Functi ons

10.3.2.1 Miintenance - Hardware Di agnhosis

Each router SHOULD operate as a stand-al one device for the

pur poses of |ocal hardware naintenance. Means SHOULD be

avail able to run diagnostic prograns at the router site using
only on-site tools. A router SHOULD be able to run di agnostics
in case of a fault. For suggested hardware and software

di agnostics see Section [10.3.3].
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10.3.2.2 Control - Dunping and Rebooti ng

A router MJIST include both in-band and out - of - band nmechani sns
to allow the network nmanager to rel oad, stop, and restart the
router. A router SHOULD al so contain a nechanism (such as a
wat chdog tinmer) which will reboot the router automatically if
it hangs due to a software or hardware fault.

A router SHOULD | MPLEMENT a nechani sm for dunpi ng the contents
of a router’s nenory (and/or other state useful for vendor
debuggi ng after a crash), and either saving themon a stable
storage device local to the router or saving them on anot her
host via an up-line dunp nechani smsuch as TFTP (see [ OPER 2],
[ I NTRG 3]) .

10.3.2.3 Control - Configuring the Router

Every router has configuration paraneters which may need to be
set. It SHOULD be possible to update the paraneters w t hout
rebooting the router; at worst, a restart MAY be required.
There may be cases when it is not possible to change paraneters
wi t hout rebooting the router (for instance, changing the IP

address of an interface). 1In these cases, care should be taken
to minimze disruption to the router and the surrounding
net wor k.

There SHOULD be a way to configure the router over the network
either manually or automatically. A router SHOULD be able to
upl oad or download its paraneters froma host or another
router, and these paranmeters SHOULD be convertible into some
sort of text format for making changes and then back to the
formthe router can read. A router SHOULD have sone sort of
stabl e storage for its configuration. A router SHOULD NOT
bel i eve protocols such as RARP, | CWP Address Mask Reply, and
MAY not bel i eve BOOTP.

DI SCUSSI ON
It is necessary to note here that in the future RARP, | CW
Address Mask Reply, BOOTP and ot her nechani sns may be needed
to allow a router to auto-configure. Although routers my
in the future be able to configure automatically, the intent
here is to discourage this practice in a production
environment until such tinme as auto-configuration has been
tested nore thoroughly. The intent is NOT to di scourage
auto-configuration all together. In cases where a router is
expected to get its configuration automatically it may be
wise to allowthe router to believe these things as it cones
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up and then ignore themafter it has gotten its
confi gurati on.

10.3.2.4 Netbooting of System Software

A router SHOULD keep its systemimage in [ocal non-volatile
storage such as PROM NVRAM or disk. It MAY also be able to
load its system software over the network froma host or
anot her router.

A router which can keep its systemimge in local non-volatile
storage MAY be configurable to boot its systeminage over the
network. A router which offers this option SHOULD be
configurable to boot the systeminage in its non-volatile |ocal
storage if it is unable to boot its systeminage over the

net wor k.

DI SCUSSI ON
It is inmportant that the router be able to come up and run
on its own. NVRAM may be a particular solution for routers
used in | arge networks, since changing PROVs can be quite
time consum ng for a network manager responsible for
nunerous or geographically dispersed routers. It is
i mportant to be able to netboot the system i nage because
there should be an easy way for a router to get a bug fix or
new feature nore quickly than getting PROVS installed. Al so
if the router has NVRAM instead of PROVs, it wll netboot
the image and then put it in NVRAM

A router MAY al so be able to distinguish between different
configurations based on which software it is running. If
configuration commands change from one software version to
another, it would be helpful if the router could use the
configuration that was conpatible with the software.

10.3.2.5 Detecting and responding to misconfiguration
There MJUST be nechani sns for detecting and responding to
m sconfigurations. |If a command is executed incorrectly, the

router SHOULD give an error nessage. The router SHOULD NOT
accept a poorly formed command as if it were correct.
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DI SCUSSI ON:
There are cases where it is not possible to detect errors:
the command is correctly forned, but incorrect with respect
to the network. This nmay be detected by the router, but my
not be possi bl e.

Anot her form of misconfiguration is msconfiguration of the
network to which the router is attached. A router MAY detect

m sconfigurations in the network. The router MAY | og these
findings to a file, either on the router or a host, so that the
network nanager will see that there are possible problens on

t he networKk.

DI SCUSSI ON:
Exanpl es of such nisconfigurations might be another router
with the sane address as the one in question or a router
with the wong subnet mask. [If a router detects such
problens it is probably not the best idea for the router to
try to fix the situation. That could cause nore harmthan
good.

10.3.2.6 Mnimzing Disruption

Changing the configuration of a router SHOULD have mni ni na

af fect on the network. Routing tabl es SHOULD NOT be
unnecessarily flushed when a sinple change is nade to the
router. |If a router is running several routing protocols,

st oppi ng one routing protocol SHOULD NOT di srupt other routing
protocols, except in the case where one network is |earned by
nore than one routing protocol

DI SCUSSI ON:
It is the goal of a network nmanager to run a network so that
users of the network get the best connectivity possible.
Rel oading a router for sinple configuration changes can
cause disruptions in routing and ultimtely cause
di sruptions to the network and its users. |If routing tables
are unnecessarily flushed, for instance, the default route
will be lost as well as specific routes to sites within the
network. This sort of disruption will cause significant
downtinme for the users. It is the purpose of this section to
poi nt out that whenever possible, these disruptions should
be avoi ded.
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- Troubl eshooti ng Probl ens

A router MJST provide in-band network access, but (except
as required by Section [8.2]) for security considerations
this access SHOULD be di sabled by default. Vendors MJST
docunment the default state of any in-band access.

DI SCUSSI ON:

I n-band access primarily refers to access via the
normal network protocols which may or nay not affect
t he pernanent operational state of the router. This
includes, but is not Iinted to Tel net/RLOG N consol e
access and SNWP operati ons.

This was a point of contention between the operational
out of the box and secure out of the box contingents.
Any automagi c access to the router may introduce
insecurities, but it nmay be nore inportant for the
custoner to have a router which is accessible over the
network as soon as it is plugged in. At |east one
vendor supplies routers w thout any external console
access and depends on being able to access the router
via the network to conplete its configuration

Basically, it is the vendors call whether or not in-
band access is enabled by default; but it is also the
vendors responsibility to make its custonmers aware of
possi bl e insecurities.

A router MIST provide the ability to initiate an | CW
echo. The follow ng options SHOULD be i npl enent ed:

Choi ce of data patterns
Choi ce of packet size

Record route

and the follow ng additional options MAY be i npl enment ed:

Loose source route
Strict source route

Ti mest anps
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(3) A router SHOULD provide the ability to initiate a
traceroute. |If traceroute is provided, then the 3rd party
traceroute SHOULD be i npl enent ed.

Each of the above three facilities (if inplenmented) SHOULD have
access restrictions placed on it to prevent its abuse by
unaut hori zed persons.

10.4 Security Considerations

10.4.1 Auditing and Audit Trails

Auditing and billing are the bane of the network operator, but are
the two features nost requested by those in charge of network
security and those who are responsible for paying the bills. In

the context of security, auditing is desirable if it hel ps you
keep your network working and protects your resources from abuse,
wi t hout costing you nore than those resources are worth.

(1) Configuration Changes

Rout er SHOULD provide a nethod for auditing a configuration
change of a router, even if it’s something as sinple as
recording the operator’s initials and tine of change.

DI SCUSSI ON:
Having the ability to track who nade changes and when is
hi ghly desirable, especially if your packets suddenly
start getting routed through Al aska on their way across
t own.

(2) Packet Accounting

Vendors should strongly consider providing a systemfor
tracking traffic |l evels between pairs of hosts or networKks.
A mechanismfor limting the collection of this information
to specific pairs of hosts or networks is also strongly
encour aged.

DI SCUSSI ON
A host traffic matrix as descri bed above can give the
network operator a glinpse of traffic trends not apparent
fromother statistics. It can also identify hosts or
net wor ks whi ch are probing the structure of the attached
networks - e.g., a single external host which tries to
send packets to every |IP address in the network address
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range for a connected network.
(3) Security Auditing

Rout ers MUST provide a nethod for auditing security related
failures or violations to include:

0 Authorization Failures: bad passwords, invalid SNW
conmmuni ties, invalid authorization tokens,

o Violations of Policy Controls: Prohibited Source Routes,
Filtered Destinations, and

0o Authorization Approvals: good passwords - Tel net in-band
access, consol e access.

Routers MJUST provide a nethod of limting or disabling such
audi ting but auditing SHOULD be on by default. Possible

nmet hods for auditing include listing violations to a console
if present, logging or counting theminternally, or |ogging
themto a renote security server via the SNWP trap nmechani sm
or the Unix | ogging mechani sm as appropriate. A router MJST
i npl erent at | east one of these reporting nechanisns - it NMNAY
i npl erent nore than one.

10. 4.2 Configuration Control

A vendor has a responsibility to use good configuration control
practices in the creation of the software/firmvare | oads for their
routers. |In particular, if a vendor nakes updates and | oads

avail able for retrieval over the Internet, the vendor should al so
provide a way for the customer to confirmthe load is a valid one,
per haps by the verification of a checksum over the | oad.

DI SCUSSI ON:
Many vendors currently provide short notice updates of their
software products via the Internet. This a good trend and
shoul d be encouraged, but provides a point of vulnerability in
the configuration control process.

If a vendor provides the ability for the custonmer to change the
configuration paraneters of a router renotely, for exanple via a
Tel net session, the ability to do so SHOULD be configurabl e and
SHOULD default to off. The router SHOULD require a password or
other valid authentication before permtting renote
reconfiguration.
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DI SCUSSI ON:

Al'l owi ng your properly identified network operator to tw ddle

with your routers is necessary; allow ng anyone else to do so
i s fool hardy.

A router MJST NOT have undocunented back door access and master
passwords. A vendor MJST ensure any such access added for

pur poses of debuggi ng or product devel opnent are del eted before
the product is distributed to its custoners.

DI SCUSSI ON:
A vendor has a responsibility to its custonmers to ensure they
are aware of the vulnerabilities present in its code by
intention - e.g. in-band access. Trap doors, back doors and
mast er passwords intentional or unintentional can turn a
relatively secure router into a nmgjor problemon an operational

network. The supposed operational benefits are not matched by
t he potential problens.
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APPENDI X A, REQUI REMENTS FOR SOURCE- ROUTI NG HOSTS

Subj ect to restrictions given below, a host MAY be able to act as an
intermedi ate hop in a source route, forwardi ng a source-routed datagram
to the next specified hop

However, in performng this router-like function, the host MJST obey al
the relevant rules for a router forwardi ng source-routed datagrans
[INTRO 2]. This includes the follow ng specific provisions:

(A TTL
The TTL field MJST be decrenented and the datagram perhaps
di scarded as specified for a router in [INTRO 2].

(B) QW Destination Unreachabl e

A host MJST be able to generate Destination Unreachabl e nessages

with the follow ng codes:

4 (Fragnentation Required but DF Set) when a source-routed datagram
cannot be fragnented to fit into the target network;

5 (Source Route Failed) when a source-routed datagram cannot be
forwarded, e.g., because of a routing problemor because the next
hop of a strict source route is not on a connected network.

(C | P Source Address
A source-routed datagram being forwarded MAY (and normally will)
have a source address that is not one of the |IP addresses of the
f orwar di ng host.

(D) Record Route Option
A host that is forwarding a source-routed datagram containing a
Record Route option MJST update that option, if it has room

(E) Timestanp Option
A host that is forwarding a source-routed datagram containing a
Ti mestanp Option MJST add the current timestanp to that option,
according to the rules for this option.

To define the rules restricting host forwardi ng of source-routed

dat agrans, we use the termlocal source-routing if the next hop will be
through the sanme physical interface through which the datagram arrived;
otherwi se, it is non-local source-routing.

A host is pernitted to performlocal source-routing without restriction.
A host that supports non-local source-routing MJST have a configurabl e
switch to disable forwarding, and this switch MJST default to disabl ed.
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The host MUST satisfy all router requirenments for configurable policy
filters [INTRO 2] restricting non-local forwarding.

If a host receives a datagramwi th an inconplete source route but does
not forward it for some reason, the host SHOULD return an | CVP
Destination Unreachabl e (code 5, Source Route Fail ed) nessage, unless
the datagramwas itself an |ICVMP error nessage.
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APPENDI X B. GLOSSARY

Thi s Appendi x defines specific terms used in this meno. 1t also defines
some general purpose terns that may be of interest. See also [INTRO 9]
for a nmore general set of definitions.

AS
Aut ononmous System A col l ection of routers under a single
admi ni strative authority using a conmon Interior Gateway Protocol
for routing packets.

Connect ed Net work
A network to which a router is interfaced is often known as the
| ocal network or the subnetwork relative to that router. However,
these ternms can cause confusion, and therefore we use the term
Connected Network in this neno.

Connect ed ( Sub) Net wor k
A Connected (Sub)Network is an I P subnetwork to which a router is
interfaced, or a connected network if the connected network i s not
subnetted. See also Connected NetworKk.

Dat agr am
The unit transnmitted between a pair of internet nodul es. data,
call ed datagrans, from sources to destinations. The Internet
Protocol does not provide a reliable comunication facility. There
are no acknow edgnments either end-to-end or hop-by-hop. There is
no error no retransm ssions. There is no flow control. See IP

Def ault Route
A routing table entry which is used to direct any data addressed to
any network nunmbers not explicitly listed in the routing table.

EGP
Exteri or Gateway Protocol A protocol which distributes routing
information to the gateways (routers) which connect autononous
systens. See |IGP

EGP- 2
Exterior Gateway Protocol version 2 This is an EGP routing protocol
devel oped to handle traffic between AS's in the Internet.

For war der

The logical entity within a router that is responsible for
swi tchi ng packets anong the router’s interfaces. The Forwarder
al so nmakes the decisions to queue a packet for |local delivery, to
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gqueue a packet for transm ssion out another interface, or both.

For war di ng
Forwarding is the process a router goes through for each packet
received by the router. The packet nay be consuned by the router,
it may be output on one or nore interfaces of the router, or both.
Forwar di ng i ncludes the process of deciding what to do with the
packet as well as queuing it up for (possible) output or interna
consunpti on

Fr agnent
An | P datagram whi ch represents a portion of a higher layer’s
packet which was too large to be sent in its entirety over the
out put networKk.

| GP
Interior Gateway Protocol A protocol which distributes routing
informati on with an Autononous System (AS). See EGP

Interface | P Address
The | P Address and subnet nask that is assigned to a specific
interface of a router.

I nternet Address
An assi gned nunber which identifies a host in an internet. It has
two or three parts: network nunber, optional subnet nunber, and
host nunber.

I P
Internet Protocol The network | ayer protocol for the Internet. It
is a packet switching, datagram protocol defined in RFC 791. |IP
does not provide a reliable comunications facility; that is, there
are no end-to-end of hop-by-hop acknow edgnents.

| P Dat agram
An | P Datagramis the unit of end-to-end transmission in the
Internet Protocol. An |IP Datagram consists of an | P header

foll owed by all of higher-layer data (such as TCP, UDP, |CWP, and
the like). An IP Datagramis an |IP header followed by a nessage.

An | P Datagramis a conplete IP end-to-end transmission unit. An
| P Dat agram i s conposed of one or nore | P Fragnents.

In this meno, the unqualified term Datagram shoul d be understood to
refer to an | P Datagram
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| P Fragnent
An | P Fragnent is a conponent of an |IP Datagram An |IP Fragment
consists of an | P header followed by all or part of the higher-
| ayer of the original |P Datagram

One or nore I P Fragnments conprises a single | P Datagram

In this meno, the unqualified term Fragnent shoul d be understood to
refer to an I P Fragnent.

| P Packet
An | P Datagram or an | P Fragnent.

In this meno, the unqualified term Packet should generally be
understood to refer to an | P Packet.

Logi cal [network] interface
We define a logical [network] interface to be a | ogical path,
di stingui shed by a unique |IP address, to a connected network.

Martian Filtering
A packet which contains an invalid source or destination address is
considered to be martian and di scar ded.

MIU (Maxi mum Transm ssi on Unit)
The size of the | argest packet that can be transmitted or received
through a logical interface. This size includes the |IP header but
does not include the size of any Link Layer headers or fram ng.

Mul ti cast
A packet which is destined for nmultiple hosts. See broadcast.

Mul ti cast Address
A special type of address which is recognized by nultiple hosts.

A Miulticast Address is sonetines known as a Functional Address or a
Group Address.

Oiginate
Packets can be transmitted by a router for one of two reasons: 1)
t he packet was received and is being forwarded or 2) the router
itself created the packet for transm ssion (such as route
advertisenents). Packets that the router creates for transm ssion
are said to originate at the router.

Packet
A packet is the unit of data passed across the interface between

Al myui st & Kast enhol z [ Page 166]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

the Internet Layer and the Link Layer. It includes an |P header
and data. A packet nay be a conplete |IP datagramor a fragnment of
an | P dat agram

Pat h
The sequence of routers and (sub-)networks which a packet traverses
froma particular router to a particular destination host. Note
that a path is uni-directional; it is not unusual to have different
paths in the two directions between a given host pair.

Physi cal Network
A Physical Network is a network (or a piece of an internet) which
is contiguous at the Link Layer. |Its internal structure (if any)
is transparent to the Internet Layer

In this nmeno, several nedia conponents that are connected together
vi a devices such as bridges or repeaters are considered to be a

si ngl e Physical Network since such devices are transparent to the
| P.

Physi cal Network Interface
This is a physical interface to a Connected Network and has a
(possi bly uni que) Link-Layer address. Miltiple Physical Network
Interfaces on a single router nay share the sanme Link-Layer
address, but the address must be unique for different routers on
t he sanme Physical NetworKk.

router
A speci al - purpose dedi cated conputer that attaches several networks
together. Routers switch packets between these networks in a
process known as forwarding. This process may be repeated several
times on a single packet by nultiple routers until the packet can
be delivered to the final destination - switching the packet from
router to router to router... until the packet gets to its
desti nati on.

RPF
Reverse Path Forwardi ng A nethod used to deduce the next hops for
broadcast and nulticast packets.

serial line

A physical medi um whi ch we cannot define, but we recognize one when
we see one. See the U S. Suprenme Court’s definitions on
por nogr aphy.

Silently Discard
This meno specifies several cases where a router is to Silently
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Di scard a received packet (or datagram). This neans that the
router should discard the packet w thout further processing, and
that the router will not send any | CMP error nessage (see Section
[4.3.2]) as a result. However, for diagnosis of problens, the
router should provide the capability of |ogging the error (see
Section [1.3.3]), including the contents of the silently-di scarded
packet, and should record the event in a statistics counter.

Silently Ignore

Speci

Arouter is said to Silently Ignore an error or condition if it
takes no action other than possibly generating an error report in
an error log or via sone network nanagenent protocol, and

di scarding, or ignoring, the source of the error. |In particular
the router does NOT generate an | CMP error nessage.

fic-destination address

This is defined to be the destination address in the | P header

unl ess the header contains an | P broadcast or |IP nulticast address,
in which case the specific-destination is an I P address assigned to
t he physical interface on which the packet arrived.

subnet

A portion of a network, which may be a physically independent
networ k, which shares a network address with other portions of the
network and is distinguished by a subnet nunber. A subnet is to a
network what a network is to an internet.

subnet nunber

TGS

TTL

A part of the internet address which designates a subnet. It is
ignored for the purposes internet routing, but is used for intranet
routing.

Type O Service A field in the | P header which represents the
degree of reliability expected fromthe network | ayer by the
transport |ayer or application.

Time To Live Afield in the I P header which represents how |l ong a
packet is considered valid. It is a conbination hop count and
timer val ue.
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APPENDI X C. FUTURE DI RECTI ONS

Thi s appendi x lists work that future revisions of this docunent may w sh
to address.

In the preparation of Router Requirements, we stunbled across severa

ot her architectural issues. Each of these is dealt with somewhat in the
docunment, but still ought to be classified as an open issue in the IP
architecture.

Most of the he topics presented here generally indicate areas where the
technology is still relatively newand it is not appropriate to devel op
specific requirenents since the community is still gaining operational
experience.

O her topics represent areas of ongoing research and indicate areas that
the prudent devel oper would cl osely nonitor

(1) SNW Version 2

(2) Additional SNWP M Bs

(3) IDPR

(4) CPSO

(5) I P Next Generation research

(6) More detailed requirements for next-hop sel ection

(7) More detailed requirenments for |eaking routes between routing
protocol s

(8) Router system security

(9) Routing protocol security

(10) Internetwork Protocol |ayer security. There has been extensive
work refining the security of IP since the original work witing
this docunent. This security work should be included in here.

(11) Route caching

(12) Load Splitting

(13) Sending fragnents along different paths
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(14) Variable width subnet masks (i.e., not all subnets of a particular
net use the sane subnet mask). Routers are required (MJST) support
them but are not required to detect ambi guous configurations.

(15) Multiple logical (sub)nets on the same wire. Router Requirenents
does not require support for this. W nade sone attenpt to
identify pieces of the architecture (e.g. forwarding of directed
broadcasts and issuing of Redirects) where the wording of the rules
has to be done carefully to nmake the right thing happen, and tried
to clearly distinguish logical interfaces from physical interfaces.
However, we did not study this issue in detail, and we are not at
all confident that all of the rules in the docunent are correct in
the presence of multiple logical (sub)nets on the sane wire.

(15) Congestion control and resource managenent. On the advice of the
| ETF s experts (Mankin and Ramekri shnan) we deprecated (SHOULD NOT)
Source Quench and said little el se concrete (Section 5.3.6).

(16) Devel opi ng a Link-Layer requirenments docunent that woul d be conmon
for both routers and hosts.

(17) Devel oping a conmon PPP LQM al gorithm

(18) Investigate of other information (above and beyond section [3.2])
that passes between the |ayers, such as physical network Mru
mappi ngs of | P precedence to Link Layer priority val ues, etc.

(19) Should the Link Layer notify IP if address resolution failed (just
like it notifies IP when there is a Link Layer priority val ue
probl em ?

(20) Should all routers be required to inplement a DNS resol ver?

(21) Should a human user be able to use a host nane anywhere you can use
an | P address when configuring the router? Even in ping and
traceroute?

(22) Almguist’s draft rum nations on the next hop and rum nati ons on
route | eaking need to be revi ewed, brought up to date, and
publ i shed.

(23) Investigation is needed to determine if a redirect nessage for
precedence is needed or not. If not, are the type-of-service
redirects acceptabl e?

(24) RIPv2 and RI P+CI DR and variabl e | ength subnet masks.

Al myui st & Kast enhol z [ Page 170]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

(25) BGP-4 CIDRis going to be inportant, and everyone is betting on
BGP-4. W can’t avoid nentioning it. Probably need to describe the
di fferences between BGP-3 and BGP-4, and expl ore upgrade issues...

(26) Loose Source Route Mobile IP and sone nulticasting may require

this. Perhaps it should be elevated to a SHOULD (per Fred Baker’s
Suggestion).
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APPENDI X D. Multicast Routing Protocols

Miul ticasting is a relatively new technology within the Internet Protoco
famly. 1t is not widely deployed or cormonly in use yet. |Its
i mportance, however, is expected to grow over the com ng years.

Thi s Appendi x descri bes sone of the technol ogi es being investigated for
routing nulticasts through the Internet.

A diligent inplementor will keep abreast of developnents in this area in
order to properly develop nmulticast facilities.

Thi s Appendi x does not specify any standards or requirenents.
D.1 Introduction

Mul ticast routing protocols enable the forwarding of IP nulticast
dat agrans throughout a TCP/IP internet. Generally these algorithns
forward the datagram based on its source and destination addresses.
Additionally, the datagram nmay need to be forwarded to severa
mul ti cast group nenbers, at times requiring the datagramto be
replicated and sent out multiple interfaces.

The state of nulticast routing protocols is |ess devel oped than the
protocols available for the forwarding of IP unicasts. Two nulticast
routi ng protocols have been docunmented for TCP/IP; both are currently
considered to be experimental. Both also use the | GW protocol
(discussed in Section [4.4]) to nmonitor nulticast group nenbership.

D.2 D stance Vector Milticast Routing Protocol - DVMRP

DVVMRP, docunented in [ ROUTE: 9], is based on Di stance Vector or

Bel | man- Ford technol ogy. It routes multicast datagranms only, and does
so within a single Autonompus System DVMRP is an inplenmentation of
the Truncated Reverse Path Broadcasting al gorithm described in
[ROUTE: 10]. In addition, it specifies the tunneling of IP nulticasts
t hrough non-mul ti cast-routing-capable | P donains.
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D.3 Milticast Extensions to OSPF - MOSPF

MOSPF, currently under devel opnent, is a backward-conpati bl e addition
to OSPF that allows the forwarding of both IP nulticasts and unicasts
wi thin an Autononous System MOSPF routers can be mixed with OSPF
routers within a routing domain, and they will interoperate in the
forwarding of unicasts. OSPF is a |link-state or SPF-based protocol.
By adding link state adverti senents that pinpoint group nenbership,
MOSPF routers can calculate the path of a nulticast datagramas a
tree rooted at the datagram source. Those branches that do not
contain group nmenbers can then be discarded, elimnating unnecessary
dat agram f or war di ng hops.
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APPENDI X E Additional Next-Hop Sel ection Al gorithns

Section [5.2.4.3] specifies an algorithmthat routers ought to use when
selecting a next-hop for a packet.

Thi s appendi x provides historical perspective for the next-hop selection
problem It also presents several additional pruning rules and next-hop
selection algorithms that mght be found in the Internet.

Thi s appendi x presents material drawn froman earlier, unpublished, work
by Philip Al nguist; Ruminations on the Next Hop.

Thi s Appendi x does not specify any standards or requirenents.
E.1. Sone Historical Perspective

It is useful to briefly review the history of the topic, beginning
with what is sonetines called the "classic nodel” of how a router
makes routing decisions. This nodel predates IP. In this nodel, a
router speaks sone single routing protocol such as RIP. The protocol
conpl etely determ nes the contents of the router’s FIB. The route

| ookup algorithmis trivial: the router looks in the FIB for a route
whose destination attribute exactly matches the network nunber
portion of the destination address in the packet. |If one is found,
it is used; if none is found, the destination is unreachable.

Because the routing protocol keeps at nbst one route to each
destination, the problem of what to do when there are nultiple routes
whi ch match the sane destination cannot ari se.

Over the years, this classic nodel has been augnmented in small ways.
Wth the advent of default routes, subnets, and host routes, it
becane possible to have nore than one routing table entry which in
some sense matched the destination. This was easily resolved by a
consensus that there was a hierarchy of routes: host routes should be
preferred over subnet routes, subnet routes over net routes, and net
routes over default routes.

Wth the advent of variable | ength subnet nmasks, the general approach
remai ned the same although its description becane a little nore
conplicated. W now say that each route has a bit nask associ at ed
with it. |If a particular bit in aroute’s bit mask is set, the
corresponding bit in the route’s destination attribute is
significant. A route cannot be used to route a packet unless each
significant bit in the route’'s destination attribute matches the
corresponding bit in the packet’s destination address, and routes
with more bits set in their nasks are preferred over routes which
have fewer bits set in their masks. This is sinply a generalization
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of the hierarchy of routes described above, and will be referred to
for the rest of this nmeno as choosing a route by preferring | ongest
mat ch.

Anot her way the classic nodel has been augnmented is through a smnal
amount of relaxation of the notion that a routing protocol has

conpl ete control over the contents of the routing table. First,
static routes were introduced. For the first tine, it was possible
to sinultaneously have two routes (one dynanic and one static) to the
same destination. Wen this happened, a router had to have a policy
(in sone cases configurable, and in other cases chosen by the author
of the router’s software) which determ ned whether the static route
or the dynamc route was preferred. However, this policy was only
used as a tie-breaker when | ongest match didn’t uniquely determ ne
which route to use. Thus, for exanple, a static default route would
never be preferred over a dynamic net route even if the policy
preferred static routes over dynam c routes.

The classic nodel had to be further augnented when inter-domain
routing protocols were invented. Traditional routing protocols cane
to be called "interior gateway protocols" (IGPs), and at each
Internet site there was a strange new beast called an "exterior
gateway", a router which spoke EGP to several "BBN Core Gateways"
(the routers which nmade up the Internet backbone at the tinme) at the
same tinme as it spoke its IGP to the other routers at its site. Both
protocols wanted to determ ne the contents of the router’s routing
table. Theoretically, this could result in a router having three
routes (EGP, 1GP, and static) to the sane destination. Because of
the Internet topology at the time, it was resolved with little debate
that routers would be best served by a policy of preferring ICGP
routes over ECGP routes. However, the sanctity of |ongest match
remai ned unquestioned: a default route learned fromthe | GP woul d
never be preferred over a net route fromlearned EGP

Al t hough the Internet topology, and consequently routing in the

I nternet, have evol ved considerably since then, this slightly
augnment ed version of the classic nodel has survived pretty nuch
intact to this day in the Internet (except that BGP has repl aced
EGP). Conceptually (and often in inplenmentation) each router has a
routing table and one or nore routing protocol processes. Each of
these processes can add any entry that it pleases, and can delete or
nodi fy any entry that it has created. Wen routing a packet, the
router picks the best route using | ongest natch, augnmented with a
policy nmechanismto break ties. Al though this augnented cl assic nodel
has served us well, it has a nunber of shortcom ngs:

o It ignores (although it could be augnented to consider) path
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characteristics such as quality of service and Mru

o It doesn’'t support routing protocols (such as OSPF and Integrated
IS 1S) that require route | ookup algorithnms different than pure
| ongest natch.

o There has not been a firmconsensus on what the tie-breaking
nmechani sm ought to be. Tie-breaking nmechani sns have often been
found to be difficult if not inpossible to configure in such a way
that the router will always pick what the network manger considers
to be the "correct” route.

E. 2. Additional Pruning Rules

Section [5.2.4.3] defined several pruning rules to use to sel ect
routes fromthe FIB. There are other rules that could al so be used.

0 OSPF Route C ass
Routi ng protocol s which have areas or nake a distinction between
internal and external routes divide their routes into cl asses,
where classes are rank-ordered in terns of preference. A route is
al ways chosen fromthe nost preferred class unless none is
avail able, in which case one is chosen fromthe second nost
preferred class, and so on. In OSPF, the classes (in order from
nost preferred to least preferred) are intra-area, inter-area,
type 1 external (external routes with internal netrics), and type
2 external. As an additional winkle, a router is configured to
know what addresses ought to be accessible via intra-area routes,
and will not use inter- area or external routes to reach these
destinations even when no intra-area route is avail abl e.

More precisely, we assune that each route has a class attribute,
called route.class, which is assigned by the routing protocol

The set of candidate routes is examned to determne if it
contains any for which route.class = intra-area. |If so, al

routes except those for which route.class = intra-area are

di scarded. O herw se, router checks whether the packet’s
destination falls within the address ranges configured for the

| ocal area. |If so, the entire set of candidate routes is del eted.
O herwi se, the set of candidate routes is examined to determne if
it contains any for which route.class = inter-area. |If so, al
routes except those for which route.class = inter-area are

di scarded. O herwi se, the set of candidate routes is exam ned to
determine if it contains any for which route.class = type 1
external. |If so, all routes except those for which route.class =
type 1 external are discarded.
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0o

IS-1'S Route C ass

IS 1S route classes work identically to OSPF' s. However, the set
of classes defined by Integrated IS 1S is different, such that
there isn’'t a one-to-one mappi ng between 1S-1S route classes and
OSPF route classes. The route classes used by Integrated I1S-1S are
(in order fromnost preferred to | east preferred) intra-area,
inter-area, and external.

The Integrated IS-IS internal class is equivalent to the OSPF
internal class. Likewise, the Integrated IS-1S external class is
equi valent to CSPF s type 2 external class. However, Integrated

| S-1S does not nake a distinction between inter-area routes and
external routes with internal metrics - both are considered to be
inter-area routes. Thus, OSPF prefers true inter-area routes over
external routes with internal netrics, whereas Integrated IS 1S
gives the two types of routes equal preference.

| DPR Pol i cy

A specific case of Policy. The IETF' s Inter-domain Policy Routing
Working Group is devising a routing protocol called Inter-Donain
Policy Routing (IDPR) to support true policy-based routing in the
Internet. Packets with certain conbinations of header attributes
(such as specific conbinations of source and destinati on addresses
or special IDPR source route options) are required to use routes
provi ded by the I DPR protocol. Thus, unlike other Policy pruning
rules, IDPR Policy would have to be applied before any other
pruni ng rul es except Basic Match.

Specifically, IDPR Policy exanines the packet being forwarded to
ascertain if its attributes require that it be forwarded using
pol i cy-based routes. If so, IDPR Policy deletes all routes not
provi ded by the | DPR protocol.

E.3 Sone Route Lookup Al gorithmns

This section exani nes several route |ookup algorithns that are in use

or

have been proposed. Each is described by giving the sequence of

pruning rules it uses. The strengths and weaknesses of each
al gorithm are presented
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E. 3.1 The Revised Cassic Al gorithm

The Revised Classic Algorithmis the formof the traditional

al gorithm which was discussed in Section [E.1]. The steps of this
al gorithm are:

Basi ¢ match

Longest match

Best netric

Pol i cy

PwNE

Some i nplenentations omt the Policy step, since it is needed only
when routes may have netrics that are not conparabl e (because they
were | earned fromdifferent routing donains).

The advantages of this algorithmare:
(1) It is widely inplenented.

(2) Except for the Policy step (which an inplenmentor can choose
to nmake arbitrarily conplex) the algorithmis sinple both to
understand and to inpl enent.

Its di sadvant ages are:

(1) It does not handle IS-1S or OSPF route classes, and therefore
cannot be used for Integrated |S-1S or OSPF.

(2) It does not handle TOS or other path attributes.

(3) The policy nmechanisnms are not standardi zed in any way, and
are therefore are often inplenentation-specific. This causes
extra work for inplenentors (who nust invent appropriate
pol i cy nmechani snms) and for users (who nust |earn how to use
t he nechanisnms. This |ack of a standardi zed mechani sm al so
makes it difficult to build consistent configurations for
routers fromdifferent vendors. This presents a significant
practical deterrent to nulti-vendor interoperability.

(4) The proprietary policy mechanisnms currently provided by
vendors are often inadequate in conplex parts of the
| nt ernet.

(5) The algorithmhas not been witten down in any generally

avai | abl e docunent or standard. It is, in effect, a part of
the Internet Fol klore.
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E. 3.2 The Variant Router Requirenents Al gorithm

Some Rout er Requirenments Working G oup nmenbers have proposed a
slight variant of the algorithmdescribed in the Section
[5.2.4.3]. In this variant, matching the type of service
requested is considered to be nore inportant, rather than |ess

i mportant, than matching as nmuch of the destination address as
possi ble. For exanple, this algorithmwould prefer a default
route which had the correct type of service over a network route
whi ch had the default type of service, whereas the algorithmin
[5.2.4.3] would make the opposite choice.

The steps of the algorithmare:
Basi ¢ match

Weak TOS

Longest match

Best netric

Pol i cy

o=

Debat e between the proponents of this algorithmand the regul ar
Rout er Requi renments Al gorithm suggests that each side can show
cases where its algorithmleads to sinpler, nore intuitive routing
than the other’s algorithmdoes. |In general, this variant has the
same set of advantages and di sadvantages that the al gorithm
specified in [5.2.4.3] does, except that pruning on Wak TOS

bef ore pruni ng on Longest Match nakes this algorithmless
conmpatible with OSPF and Integrated I1S-1S than the standard Router
Requi rements Al gorithm

E. 3.3 The OSPF Al gorithm

OSPF uses an algorithmwhich is virtually identical to the Router
Requi renments Al gorithm except for one crucial difference: OSPF
consi ders OSPF route cl asses.

The algorithmis:
Basi ¢ mat ch

OSPF route cl ass
Longest match
Weak TOS

Best netric
Pol i cy

curLONME

Type of service support is not always present. If it is not
present then, of course, the fourth step would be omtted

This al gorithm has sone advantages over the Revised O assic

Al myui st & Kast enhol z [ Page 179]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

Al gorithm
(1) It supports type of service routing.

(2) Its rules are witten down, rather than nerely being a part
of the Internet folklore.

(3) It (obviously) works with OSPF.

However, this algorithmalso retains sonme of the disadvantages of
the Revised C assic Al gorithm

(1) Path properties other than type of service (e.g. MIU) are
i gnor ed.

(2) As in the Revised Cassic Algorithm the details (or even the
exi stence) of the Policy step are left to the discretion of
t he i npl enent or.

The OSPF Al gorithm also has a further disadvantage (which is not
shared by the Revised Cassic Algorithm. OSPF internal (intra-
area or inter-area) routes are always considered to be superior to
routes learned fromother routing protocols, even in cases where
the OSPF route matches fewer bits of the destination address.

This is a policy decision that is inappropriate in some networKks.

Finally, it is worth noting that the OSPF Al gorithmis TOS support
suffers froma deficiency in that routing protocols which support
TOS are inplicitly preferred when forwardi ng packets whi ch have
non-zero TOS values. This may not be appropriate in sone cases.

E.3.4 The Integrated 1S 1S Algorithm

Integrated I S-1S uses an algorithmwhich is simlar to but not
quite identical to the OSPF Algorithm Integrated IS-1S uses a
different set of route classes, and also differs slightly inits
handl i ng of type of service. The algorithmis:

Basi ¢ Match

| S-1S Route O asses

Longest Match

Weak TOS

Best Metric

Pol i cy

curLONME

Al though Integrated I1S-1S uses Wak TGOS, the protocol is only
capabl e of carrying routes for a small specific subset of the
possi bl e values for the TOS field in the I P header. Packets
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containing other values in the TOS field are routed using the
default TOS.

Type of service support is optional; if disabled, the fourth step
woul d be omitted. As in OSPF, the specification does not include
the Policy step.

This al gorithm has sone advantages over the Revised O assic

Al gorithm

(1) It supports type of service routing.

(2) Its rules are witten down, rather than nerely being a part
of the Internet folklore.

(3) It (obviously) works with Integrated IS 1S.

However, this algorithmalso retains sonme of the disadvantages of

the Revised O assic Al gorithm

(1) Path properties other than type of service (e.g. MIU) are
i gnor ed.

(2) As in the Revised Cassic Algorithm the details (or even the
exi stence) of the Policy step are left to the discretion of
t he i npl enent or.

(3) It doesn’'t work with OSPF because of the differences between
| S-1S route classes and OSPF route classes. Al so, because
| S-1S supports only a subset of the possible TCS val ues, sone
obvi ous inplenentations of the Integrated IS-IS algorithm
woul d not support OSPF' s interpretation of TOCS.

The Integrated IS-1S Algorithmal so has a further di sadvantage
(which is not shared by the Revised Classic Algorithm: 1S-IS
internal (intra-area or inter-area) routes are always consi dered
to be superior to routes |learned fromother routing protocols,
even in cases where the |1S-1S route matches fewer bits of the
destination address and doesn’t provide the requested type of
service. This is a policy decision that may not be appropriate in
all cases.

Finally, it is worth noting that the Integrated I1S-1S Algorithms

TGOS support suffers fromthe sanme deficiency noted for the OSPF
Al gorithm
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Security Considerations

Al t hough the focus of this docunment is interoperability rather than
security, there are obviously many sections of this docunent which have
some ram fications on network security.

Security means different things to different people. Security froma
router’s point of viewis anything that helps to keep its own networks
operational and in addition helps to keep the Internet as a whole

heal thy. For the purposes of this docunment, the security services we
are concerned with are denial of service, integrity, and authentication
as it applies to the first two. Privacy as a security service is

i mportant, but only peripherally a concern of a router - at |east as of
the date of this docunent.

In several places in this docunent there are sections entitled ...
Security Considerations. These sections di scuss specific considerations
that apply to the general topic under discussion

Rarely does this docunent say do this and your router/network will be
secure. Mre likely, it says this is a good idea and if you do it, it
*may* inprove the security of the Internet and your |ocal systemin
gener al

Unfortunately, this is the state-of-the-art AT THHS TIME. Few if any of
the network protocols a router is concerned with have reasonabl e,
built-in security features. Industry and the protocol designers have
been and are continuing to struggle with these issues. There is
progress, but only small baby steps such as the peer-to-peer

aut hentication available in the BG and OSPF routing protocols.

In particular, this docunent notes the current research into devel opi ng
and enhanci ng network security. Specific areas of research,

devel oprment, and engi neering that are underway as of this witing
(Decenber 1993) are in IP Security, SNWP Security, and conmon

aut henti cation technol ogi es.

Notwi t hstanding all of the above, there are things both vendors and
users can do to inprove the security of their router. Vendors should
get a copy of Trusted Conputer System lInterpretation [INTRO 8]. Even if
a vendor decides not to subnit their device for formal verification
under these guidelines, the publication provides excellent guidance on
general security design and practices for conputing devices.
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Acknow edgnent s

O that we now had here
But one ten thousand of those nen in Engl and
That do no work to-day!

What’'s he that wi shes so?

My cousin Westnorel and? No, ny fair cousin:

If we are mark’d to die, we are enow

To do our country loss; and if to live,

The fewer nmen, the greater share of honour.

God’s will! | pray thee, wi sh not one man nore.
By Jove, | amnot covetous for gold,

Nor care | who doth feed upon ny cost;

It yearns nme not if men nmy garnents wear;

Such outward things dwell not in ny desires:

But if it be a sin to covet honour,

I amthe nost of fending soul alive.

No, faith, my coz, wish not a man from Engl and:
God’ s peace! | would not | ose so great an honour
As one man nore, nethinks, wuld share from ne
For the best hope | have. O do not wi sh one nore!
Rat her proclaimit, Wstnoreland, through ny host,
That he which hath no stomach to this fight,

Let himdepart; his passport shall be made

And crowns for convoy put into his purse:

W woul d not die in that man’s conpany

That fears his fellowship to die with us.

This day is called the feast of Crispian

He that outlives this day, and cones safe hone,
WIIl stand a tip-toe when the day is naned,

And rouse himat the name of Crispian

He that shall live this day, and see ol d age,
W1l yearly on the vigil feast his neighbours,
And say ' To-norrow i s Saint Crispian:

Then will he strip his sleeve and show his scars.
And say ' These wounds | had on Crispin' s day.’
ad nmen forget: yet all shall be forgot,

But he’'ll renmenber with advant ages

What feats he did that day: then shall our nanes.
Fam liar in his mouth as househol d words

Harry the king, Bedford and Exeter,

Warwi ck and Tal bot, Salisbury and d oucester,

Be in their flow ng cups freshly renenber’ d.

This story shall the good nman teach his son

And Crispin Crispian shall ne’er go by,

Al myui st & Kast enhol z [ Page 183]



RFC 1716 Towards Requirenents for | P Routers Novenber 1994

Fromthis day to the ending of the world,

But we in it shall be remenber’d;

W few, we happy few, we band of brothers;

For he to-day that sheds his blood with ne

Shall be ny brother; be he ne’er so vile,

This day shall gentle his condition

And gentlenmen in England now a- bed

Shal I think thensel ves accursed they were not here,
And hol d their manhoods cheap whil es any speaks
That fought with us upon Saint Crispin s day.

This meno is a product of the IETF s Router Requirenments Working G oup
A meno such as this one is of necessity the work of many nore people
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