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Abstract

The sonetinmes-held position that the DoD Standard
Transm ssion Control Protocol (TCP) and Internet Protocol (IP)
are i nappropriate for use "on" a Local Area Network (LAN) is
shown to be fallacious. The paper is a conpanion piece to
MB2-47, MB2-49, MB2-50, and MB2-51.
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Thesi s

It is the thesis of this paper that fearing "TCP-on-a-LAN'
is a Wozle which needs slaying. To slay the "TCP-on-a-LAN'
Wozle, we need to know three things: Wat’'s a Wozle? Wat's a
LAN? What's a TCP?

Wozl es
The first is rather straightforward [1]:

One fine winter’s day when Piglet was brushing away the
snow in front of his house, he happened to | ook up, and
there was W nni e-the- Pooh. Pooh was wal ki ng round and round
in acircle, thinking of sonething else, and when Pigl et
called to him he just went on wal ki ng.

"Hall o!" said Piglet, "what are you doi ng?"

"Hunting," said Pooh.

"Hunting what ?"

"Tracki ng sonet hing," said W nnie-the-Pooh very
nysteriously.

"Tracki ng what?" said Piglet, comng closer.

"That’s just what | ask nyself. | ask nyself, What?"
"What do you think you' Il answer?"
"I shall have to wait until | catch up with it," said

W nni e-t he- Pooh. "Now | ook there."” He pointed to the
ground in front of him "What do you see there?

"Tracks," said Piglet, "Pawmarks." he gave a little
squeak of excitenent. "Ch, Pooh! Do you think it’s a--a--a
Wozl e?"

Wel |, they convince each other that it is a Wozle, keep

"tracking," convince each other that it’s a herd of Hostile
Animal s, and get duly terrified before Christopher Robin cones
al ong and points out that they were followi ng their own tracks
all the Iong.

In other words, it is our contention that expressed fears
about the consequences of using a particular protocol naned "TCP"
in a particular environment called a Local Area Net stem from
nm sunder st andi ngs of the protocol and the environnment, not from
the technical facts of the situation
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LAN s

The second thing we need to know i s sonmewhat | ess
straightforward: A LANis, properly speaking [2], a
conmuni cati ons mechani sm (or subnetwork) enploying a transm ssion
technol ogy suitable for relatively short distances (typically a
few kilonmeters) at relatively high bit-per-second rates
(typically greater than a few hundred kil obits per second) with
relatively low error rates, which exists primarily to enable
suitably attached conputer systenms (or "Hosts") to exchange bits,
and secondarily, though not necessarily, to allow terminals of
the teletypewiter and CRT classes to exchange bits with Hosts.
The Hosts are, at least in principle, heterogeneous; that is,
they are not nerely nultiple instances of the same operating
system The Hosts are assunmed to comuni cate by nmeans of | ayered
protocols in order to achieve what the ARPANET tradition calls
"resource sharing"” and what the newer |1SO tradition calls "Open
System I nterconnection.” Addressing typically can be either
Host - Host (point-to-point) or "broadcast." (In sonme environnents,
e.g., Ethernet, interesting advantage can be taken of broadcast
addressing; in other environnents, e.g., LAN s which are
constituents of ARPA- or 1SO style "internets", broadcast
addressing is deermed too expensive to inplenent throughout the
internet as a whole and so nay be ignored in the constituent LAN
even if available as part of the Host-LAN interface.)

Note that no assunptions are made about the particul ar
transm ssion nmediumor the particular topology in play. LAN
medi a can be twi sted-pair wires, CATV or other coaxial-type
cabl es, optical fibers, or whatever. However, if the nediumis a
processor-to-processor bus it is likely that the systemin
question is going to turn out to "be" a noderately closely
coupl ed distributed processor or a sonewhat |oosely coupled
mul ti processor rather than a LAN, because the processors are
unlikely to be using either ARPANET or | SO style |ayered
protocols. (They'll usually -- either be honbgeneous processors
interpreting only the protocol necessary to use the transm ssion
medi um or heterogeneous with one enmul ating the expectations of
the other.) Systens |ike "PDSC' or "NM C' (the evolutionarily
rel ated, bus-oriented, nultiple PDP-11 systens in use at the
Pacific Data Services Center and the National Mlitary
Intelligence Center, respectively), then, aren’t LANs.

LAN t opol ogi es can be either "bus," "ring," or "star". That
is, adigital PBX can be a LAN, in the sense of furnishing a
transm ssi on nmedi um conmmuni cati ons subnetwork for Hosts to do
resource shari ng/ Qpen System I nterconnection over, though it
m ght not present attractive speed or failure node properties.
(I't might, though.) Topologically, it would probably be a
neutron star.
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For our purposes, the significant properties of a LAN are
the high bit transmi ssion capacity and the good error properties.
Intuitively, a nmediumw th these properties in sone sense
"shouldn’t require a heavy-duty protocol designed for |ong-haul
nets," according to some. (W will not address the issue of
"wast ed bandwi dth" due to header sizes. [2], pp. 1509f, provides
anpl e refutation of that traditional conmunications notion.)
However, it must be borne in mnd that for our purposes the
assunption of resource-sharing/ OSl type protocols between/anong
the attached Hosts is also extrenely significant. That is, if
all you're doing is letting some terminals access sone different
Hosts, but the Hosts don't really have any interconputer
net wor ki ng protocols between them what you have should be viewed
as a Localized Communi cations Network (LCN), not a LAN in the
sense we’'re tal king about here.

TCP

The third thing we have to know can be either
straightforward or subtle, depending |argely on how aware we are
of the context estabi shed by ARPANET-style prococols: For the
vi sual -ninded, Figure 1 and Figure 2 nmight be all that need be
"said." Their noral is nmeant to be that in ARPANET-style
| ayering, layers aren’t nmonoliths. For those who need nore

expl anation, here goes: TCP [3] (we'll take IP later) is a
Host - Host protocol (roughly equivalent to the functionality
inplied by some of ISO Level 5 and all of |1SO Level 4). |Its nobst
significant property is that it presents reliable |ogical
connections to protocols above itself. (This point will be

returned to subsequently.) Its next nost significant property is
that it is designed to operate in a "catenet" (also known as the,
or an, "internet"); that is, its addressing discipline is such
that Hosts attached to communi cati ons subnets other than the one
a given Host is attached to (the "proxi mte net") can be

conmuni cated with as well as Hosts on the proximate net. O her
significant properties are those common to the breed: Host- Host
protocols (and Transport protocols) "all" offer nechanisms for
flow Control, Qut-of-Band Signals, Logical Connection nmanagenent,
and the like.

Because TCP has a catenet-oriented addressi ng mechani sm
(that is, it expresses foreign Host addresses as the
"two-di nensional" entity Foreign Net/Foreign Host because it
cannot assune that the Foreign Host is attached to the proxi mate
net), to be a full Host-Host protocol it needs an adjunct to dea
with the proximate net. This adjunct, the Internet Protocol (IP)
was designed as a separate protocol from TCP, however, in order
to allowit to play the sane role it plays for TCP for other
Host - Host protocol s too.
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In order to "deal with the proxinmate net", |IP possess the
follow ng significant properties: An [P inplenmentation maps from
a virtualization (or common internedi ate representation) of
generic proximte net qualities (such as precedence, grade of
service, security labeling) to the closest equivalent on the
proximate net. It determ nes whether the "Internet Address"” of a
given transmssion is on the proximate net or not; if so, it
sends it; if not, it sends it to a "Gateway" (where another |IP
nmodul e resides). That is, IP handles internet routing, whereas
TCP (or some other Host-Host protocol) handles only internet
addressing. Because sonme proxinmate nets will accept snaller
transni ssions ("packets") than others, IP, qua protocol, also has
a discipline for allow ng packets to be fragnmented while in the
catenet and reassenbled at their destination. Finally (for our
purposes), |IP offers a nechanismto allow the particul ar protocol
it was called by (for a given packet) to be identified so that
the receiver can denmultiplex transm ssions based on |P-1|evel
information only. (This is in accordance with the Principle of
Layering: you don't want to have to look at the data IP is
conveying to find out what to do with it.)

Now that all seens rather conplex, even though it onits a
nunber of nechani sms. (For a nore conplete di scussion, see
Reference [4].) But it should be just about enough to slay the
Wozl e, especially if just one nore protocol’s nost significant
property can be snuck in. An underpublicized nenber of the
ARPANET suite of protocols is called UDP--the "User Datagram
Protocol." UDP is designed for speed rather than accuracy. That
is, it’s not "reliable." Al there is to UDP, basically, is a
mechanismto allow a given packet to be associated with a given
| ogi cal connection. Not a TCP | ogical connection, mnd you, but a
UDP | ogi cal connection. So if all you want is the ability to
demul ti pl ex data streans from your Host-Host protocol, you use
UDP, not TCP. ("You" is usually supposed to be a Packetized
Speech protocol, but doesn’'t have to be.) (And we'll worry about
Fl ow Control sone other tine.)

TCP- on- a- LAN

So whether you're a Host proximate to a LAN or not, and even
whet her your TCP/IP is "inboard" or "outboard" of you, if you're
talking to a Host sonewhere out there on the catenet, you use IP;
and if you' re exercising sonme process-level/applications protocol
(roughly equivalent to sone of sonme versions of ISO L5 and all of
L6 and L7) that expects TCP/IP as its Host-Host protocol (because
it "wants" reliable, flow controlled, ordered delivery [whoops,
forgot that "ordered" property earlier--but it doesn't matter al
that nmuch for present purposes] over |ogical connections which
allow it to be
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addressed via a Wl I -Known Socket), you use TCP "above" IP
regardl ess of whether the other Host is on your proxinmate net or
not. But if your application doesn't require the properties of
TCP (say for Packetized Speech), don’t use it--regardl ess of
where or what you are. And if you want to nmake the decision
about whether you' re talking to a proxi mate Host explicitly and
not even go through IP, you can even arrange to do that (though
it mght make for messy inplenentati on under some circunstances).
That is, if you want to take advantage of the properties of your
LAN "in the raw' and have or don’t need appropriate applications
protocols, the Reference Mddel to which TCP/IP were designed
won't stop you. See Figure 2 if you' re visual. A word of
caution, though: those applications probably will need protocols
of sone sort--and they' Il probably need sone sort of Host-Host
protocol under them so unless you relish maintaining "parallel”
suites of protocols.... that is, you really would be better off
with TCP nost of the tine locally anyway, because you’ ve got to
have it to talk to the catenet and it’s a nui sance to have
"sonething else" to talk over the LAN -when, of course, what
you're tal king requires a Host-Host protocol.

We' Il touch on "performance" issues in a bit nore detail
later. At this level, though, one point really does need to be
made: On the "reliability" front, many (including the author) at
first blush take the TCP checksumto be "overkill" for use on a
LAN, which does, after all, typically present extrenely good
error properties. Interestingly enough, however, nmetering of TCP
i npl erentati ons on several Host types in the research comunity
shows that the processing tinme expended on the TCP checksumi s
only around 12% of the per-transm ssion processing tine anyway.
So, again, it's not clear that it’s worthwhile to bother with an
al ternate Host-Host protocol for local use (if, that is, you need
the rest of the properties of TCP other than "reliability"--and,
of course, always assum ng you ve got a LAN, not an LCN, as
di stingui shed earlier.)

Take that, Wozle!
O her Significant Properties

Oh, by the way, one or two other properties of TCP/IP really
do bear nention

1. Protocol interpreters for TCP/IP exist for a dozen or
two different operating systens.

2. TCP/ I P work, and have been working (though in | ess
refined versions) for several years.
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3. IP levies no constraints on the interface protocol
presented by the proximte net (though some protocols
at that level are nore wasteful than others).

4. IP levies no constraints on its users; in particular,
any proximate net that offers alternate routing can be
t aken advantage of (unlike X 25, which appears to
preclude alternate routing).

5. | P- bearing Gateways both exist and present and expl oit
properties 3 and 4.

6. TCP/ I P are Departnent of Defense Standards.

7. Process (or application) protocols conpatible with
TCP/IP for Virtual Ternminal and File Transfer
(including "electronic mail") exist and have been
i npl erent ed on nunerous operating systenmns.

8. "Vendor - styl e" specifications of TCP/IP are being
prepared under the aegis of the DoD Protocol Standards
Techni cal Panel, for those who find the
resear ch- conmuni ty- provi ded specs not to their |iking.

9. The research comunity has recently reported speeds in
excess of 300 kb/s on an 800 kb/s subnet, 1.2 Md/s on a
3 Mo/s subnet, and 9.2 kbs on a 9.6 kb/s phone
line--all using TCP. (W don’t know of any nunbers for
alternative protocol suites, but it’s unlikely they'd
be appreciably better if they confer like
functionality--and they nay well be worse if they
represent inplenentations which haven't been around
enough to have been iterated a tine or three.)

Wth the partial exception of property 8, no other
resource-sharing protocol suite can nake those clains.

Note particularly well that none of the above shoul d be
construed as elimnating the need for extrenmely careful
nmeasur enent of TCP/IP performance in/on a LAN. (You do, after
all, want to know their limtations, to guide you in when to
bother ringing in "local" alternatives--but be very careful: 1.
they’'re hard to nmeasure conmensurately with alternative
protocols; and 2. nost conventional Hosts can't take [or give]
as many bits per second as you nmight imagine.) It nerely
dramatically refocuses the notivation for doing such neasurenent.
(And levies a constraint or two on how you outboard, if you're
out boar di ng.)
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O her Contextual Data

Qur case could really rest here, but sone anplification of
t he asi de above about Host capacities is warranted, if only to
suggest that sonme quantification is available to supplenment the a
priori argunent: Consider the previously nentioned PDSC. |Its
local terminals operate in a screen-at-a-time node, each
screen-|load conprising sonme 16 kb. How many screens can one of
its Hosts handle in a given second? Well, we’'re told that each
disk fetch requires 17 nms average | atency, and each cont ext
switch costs around 2 ns, so allowing 1 ns for transnission of
the data fromthe disk and to the "net" (it makes the arithmetic
easy), that would add up to 20 ns "processing" time per screen,
even if no processing were done to the disk imge. Thus, even if
the Host were doing nothing else, and even if the native disk
| /O software were optimzed to do 16 kb reads, it could only
present 50 screens to its comuni cati ons mechani sm
(processor-processor bus) per second. That's 800 kb/s. And
that's well within the range of TCP-achievable rates (cf. O her
Significant Property 9). So in a realistic sanple environnent,
it would certainly seemthat typical Hosts can’t necessarily
present so many bits as to overtax the protocols anyway. (The
anal ysis of how nany bits typical Hosts can accept is nore
difficult because it depends nore heavily on systeminternals.
However, the point is nearly noot in that even in the intuitively
unli kely event that receiving were appreciably faster in
principle [unlikely because of typical operating system
constraints on address space sizes, the need to do input to a
singl e address space, and the need to share buffers in the
address space anpbng several processes], you can't accept nore
than you can be given.)

Concl usi on

The soneti mes-expressed fear that using TCP on a | ocal net
is a bad idea is unfounded.
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*

In all honesty, as far as | know | started the runmor that TCP
m ght be overkill for a LAN at that neeting. At the next TCP
desi gn neeting, however, they separated IP out from TCP, and
everything’ s been alright for about three years now -except
for getting the runor killed. (I'd worry about Wozl es
turning into roosting chickens if it weren't for the facts
that: 1. People tend to ignore their local guru; 2. | was
trying to encourage the I P separation; and 3. Al | ever
want ed was sone enpirical data.)
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