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| NTRODUCTI ON

Net wor k/ 440 i s an experinental project in conputer netting that was
undertaken by the Conputer Science Department of |BM Research. The
primary objectives of the project have been to understand netting,
identify design problens and inplenent the solutions to these probl ens.

The above objectives have been net since a network has been built and is
presently being operated by the project. |nplenentation discussions
transpired with another departnent at Research in order to define a
realistic user systeminterface. The protocol defined for the project’s
network is also the basis for the operation of an |IBM OS networKk.

The Networ k/ 440 project has al so been involved in the phil osophical and
architectural concepts of network systems. The basic premi se in our work
is the concept of a |ogical network machine. (1) The main thenme is to
treat all systens involved in the network as a part of a single (large)
nmul ti processor system Although nmany of the ideas have been based on
hypot heti cal concepts, an equal nunber of ideas were derived from our
networ k i npl enmentati on and operati ng experience.

The scope of this paper is to describe the phil osophy and definition of
a network protocol that is not restricted to any physical configuration.
This is exenploified by the fact that a major portion of the ideas are

i mplemented in IBMs two najor operational networks, one of which is a

di stributed configuration and the other a star configuration.

(1) Intenet - Report 2, February 1, 1970, Computer Science Departnent,
| BM Corporation, T. J. Watson Research Center, Yorktown Heights,
New Yor k.

BASI C ASSUMPTI ONS

There was a necessity to delineate many network functions in setting up
an operating protocol. These functions included sw tching control,
buffer control, nessage control, and operating control. The operating
control function beconmes further conplicated as the user is able to
programthe network as if it were a single operating system The
protocol had to be further broken downinto detailed functions in order
to cope with error recovery and handling techni ques.

The original thoughts on handling these functions were to provide two
basic realns of control. The net control is a higher |evel function that
recogni zes and controls all aspects of net jobs and the execution of job
steps in the network machine. In addition, a comunication contro
facility (referred to as an "Express Interpreter”) was incorporated to
provi de fast service for all nessages that were to be noved between user
systens without intervention by the net controller.
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The above figure illustrates the two najor functions with nessages

travelling in both directions and directly through the Express Exchange,
except in the case of nmessages that must be acted on by the Net
Controller. These nessages will be explained in detail |ater.

These two functions can exist on any system and operate in any physical
configuration providing the control information reflects the
configuration so that proper operation can be naintained. There is no
ref erence to physical configuration in this paper because of the
flexible nature of the protocol and its adaptability to any
configuration. For exanple, in the case of a distributed net, the
Express Exchange woul d pass nessages directly to the next station

wi thout any 'NC overhead. The "NC would only cone into play at the
final destination and with the same reasoning, the 'NC would not have
to be present at every station

DEFI NI TI ONS

Bef ore proceeding with the discussion of protocol and control, the basic
nessage content and concepts nust be defi ned.

A transnission block is a physical entity that consists of header and
text. A nessage (logical) consists of many transm ssion bl ocks.

The primary purpose of the network is to deliver nmessages from one user
systemto another in an orderly controlled manner. In order to provide
all the information necessary to maintain control, the header contains a
set of operational functions. These functions are listed below with the
rational e for each
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Action Code

Thi s code selects the imedi ate destination of the transmtted bl ocks;
the data nay be transmitted directly to the user described in the DSID
field, sent to "NC, or used by "EE . Any conflict in information
between this field and any other field in the header will cause an error
nessage to be returned to the originating station. The AC will serve a
simlar function at the receiving system indicating to the

comuni cations interface (Cl) whether the data block is destined for a
user routine or contains control information for the CI. [The Cl is that
function which interfaces directly with the |local operating system]

Transm ssi on Bl ock Number

Each bl ock of transmi ssion within the network will contain a sequenti al
nunber inserted by the transnmitting station. As the block flows through
the network, every station will insert its own nunber into the block

overlaying the previous station’s nunber. The purpose of this sequenti al
nunber is to guarantee that no nessages are lost in the physical
conmmuni cati ons process.

Net wor k Job ldentifier
The function of this field is to associate a transmn ssion block with the

network job to which it belongs. The identifier is assigned to the
network job and to each associated transni ssion bl ock by the user system

or by the "NC . In order to establish a unique nanme for each job within
the network, the user node identifier (i.e., the nane of the user system
originating the net job) will be concatenated with a nunber generated by

the originating user system
Job Step (Marker)

The purpose here is to uniquely identify a job step within a network
job. The NC will assign this name since it nmintains control of all
net wor k j obs.

Originating System ldentifier

In order to route a block of data from one user systemto another, a

uni que name nust be associated with each user system The name will be
assi gned by the network control group at the tinme the user systemis
accepted as a network participant. The station originating a block of
data will place his assigned identification in this field in every bl ock
of data originating at his system
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Message Priority

This field indicates transm ssion priority (not to be confused with
processing priority) by block within the queue for a particul ar user
system

Destination System Identifier

This is simlar to the originating node identifier except that the
identification inserted is that of the node for which the block is
dest i ned.

Logi cal Message Fl ags

The message flags denote the first and | ast bl ocks of a nessage; al

i ntermedi ate bl ocks are noted by their absence. The flag field in
conjunction with the | ogi cal nessage sequence nunber will enable the
user to deternmine if any bl ocks are nissing froma nessage and will also
provide an identifier that can be used to recover mssing blocks. Wen
the first and last indicators are turned on in a single block, the
nessage i s contained within the block

Logi cal Message Sequence Number

This field is used to nunber sequentially the blocks within a nmessage.
The first block (denoted by the LM D) will contain the | owest nunber
assigned (not necessarily 1) within a nmessage while the last block wll
contain the highest nunber. Unlike the TBN, this nunber will renain

i ntact throughout the journey of the block through the network. It is
used for error detection and recovery along with the | ogical nessage
flag.

Logi cal Message ldentifier

Since all conmunications Iines in the network can be multipl exed (bl ocks
within a nessage will be interleaved with bl ocks from ot her nessages), a
nmessage identifier becones necessary in order to reassenble the nmessage
at the user destination. Therefore; each block within a nessage wl|
contain an identifier unique to the nmessage. In the sinple case where
the nessage is contained in one block, the identifier perfornms no

functi on.

When nul tiple blocks conprise a nessage, LMD will enable the user to
reassenbl e the nessage. There can be any nunber of physical nessage

bl ocks associated with any |ogical nmessage. It is inportant that the
that this LMD be used in the nessages generated by the Cl in response
to NC commands.
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Lengt h of Text

This field contains a binary nunber that equals the nunber of characters
in the text portion of the transm ssion bl ock, Al though there are other
nmeans available to obtain this nunber, it is included in the header for
redundancy check purposes.

Logi cal Message Structuring

The network controller maintains control for every user job subnitted by
NJI D. The followi ng hierarchical structure is set up for a nmessage
configuration, Any nessage pertaining to any step in a network job can
be tracked and retransmitted if necessary. It provides a mapping of the
| ogi cal structure of any network job into their appropriate nmessage
confi gurati on.

Net Controller

NJI D( 1) NJID(2) - - - NJID(N)
Stephame  Stepnare
LMlD(l) LMlD(2) LMlD(n)
LI\/!SN( 1) LVBN( 2) LI\/!SN( n)

The Express Exchange is a conbination of functions. It is basically a
comuni cati on handl er and store and forward switch. The 'EE has the
ability to keep track of all nessages in the network by TEN (defined
earlier). It is therefore possible to record and reflect the entire
status of the network down to any detail desired.

PROTOCCL

The protocol for operating a network system has different |evels of
control. The "EE nust exercise control on the comunication |ink

bet ween any pair of stations. The NC maintains control at the net job
| evel . However, the functions that each unit perforns are conbined to
handl e special control cases. These conplinentary functions will be
di scussed in detail as they arise in the protocol discussion
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First of all, there nust be a series of initialization nessages sent
fromone station to another before any actual message transm ssion takes
pl ace. These nessages are sent between each station and positive

acknow edgnents nust be received in order to conplete the initial hand
shaki ng.

At any point during the transm ssion of nessages an error can occur

which will be detected by a negative acknow edgenent. The nessage in
error will be retransnmitted several tinmes. If the error persists, the
line is tinmed out and will be retried later. The assunption here is the

line may be tenporarily noisy and we give it tinme to quiesce.

When a station receives an initialization nmessage it is possible to
respond in several ways depending on the status of the user system

(1) The station receiving the initialization nmessage can acknow edge
that it is ready to receive and transnit.

(2) Tenporarily cannot receive certain |ogical nmessages (actual data
transmni ssions) but can receive special control nessages. This
option allows a user systemto selectively process net jobs as
facilities on his system becone avail abl e.

(3) Unable to receive traffic (in other words, the user systemis
logically or physically disconnected fromthe network).

(4) Unable to receive new network job requests but able to handl e
traffic for jobs in progress. The user system nmay have severa
jobs in progress that are transmitting and receiving nessages.
Thi s acknow edgenent gives the user systemthe ability to allow
these jobs to continue nornmal processing.

The last alternative gives the Cl at each user systemthe nechanismto
selectively demultiplex itself to handling one |ogical nmessage. The
tenporarily deactivated

Thus, all user systens can selectively halt nessages throughout the
entire network. The destination systemcan selectively halt all nessages
for a given NJID or selective halt |ogical nessages within a net job.

The adj acent system woul d keep accepting nessages until its buffers were
filled to sone operational threshold limt that nmust be maintained to
keep the network fromconming to a conplete standstill, and would issue

selective halts to systens sending to it. It is conceivable that the
nessage bl ocks of one |ogical nmessage would be stored in distributed
segnents throughout the network.

The sane sel ective halt nechani smcan be applied in reverse through a
resune message. The resume nessage can apply to an entire set of
nessages for a net job or selective logical nessages within a job. The
reinitiation of a transnission takes place between any two stations that
wi sh to allow nore nessage bl ocks to be transnitted. The destination
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station must resume on a particular |ogical nmessage to allow the nessage
to reach its final destination and conplete transm ssion through the
network. The LM D of the nessage header enables the "EE and 'NC to
cooperate in controlling and cleaning up network operation. Not only
does this cooperation between |ogical |evels reduce a duplication of
effort but it enables the control to becone realistic and practical.
Compl et e separation of conmunications and control functions could cause
a loss of useful information that may not be obtained by other neans.

For exanple, if a file transm ssion consisted of many bl ocks and a
transmi ssion error occurred that the network was unable to recover. The
"EE'" would notify the "NC of the error occurrence on this file

transmi ssion and then 'NC woul d i ssue purge nessages to the "EE s for
those particular 'logic nessage’ blocks. This mechani smallows a genera
"clean-up’ and managenent of all file transm ssions.

There is also the condition when a receiving system goes down. Wen this
occurs there may be a nunber of network jobs involved with that user
system |f the user systemrenains down for an extended period of tine
and the 'EE buffer resources are filled to threshold limt, it may be
necessary to purge pendi ng nmessage bl ocks. The "EE wll notify the *NC
of the user system being down and the "NC will issue purge comands to
the "EE for all pending nessages of those netjobs involved with the
down user system However, in our present inplenmentation the 'EE uses
di sk storage as a | ogical extension of core for nessage buffering. In
this operation, the freeing of real core buffers becones a sinple matter
of nmoving the nessages on to disk for later retrieval. In sone instances
of transnission a file nmay be scored in segnments at several |ocations
until the receiving systemis able to receive it. Network buffer
resources are treated as a logically sinple entity that may be
physi cal |y distri buted.

When the user system cones back on the air the involved user network job
will be restarted by issuing resune transnit conmands to the "EE . |If
the user is, an interactive user controlling the network, he would be
notifed of the problem and status of his file transm ssion. He could
then reinstate his command at a later tinme. The batch network jab woul d
be restarted at a point where no unnecessary retransm ssion would occur.

It has not been determ ned how long files should reside in a store and
forward node before being purged fromthe network. If a backing storage
device is available to network operation, the file can remain for a

| onger tinme but still not indefinitely.
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NC PROTOCOL

The File Transni ssion Protocol of the "NC is primarily concerned with
the control and transfer of user files for storage, tenporary use at a
renote system and execution

The commands and st atus nessages that pertain to the second | evel logic
of the "NC are sent and interpreted by the sending and receiving
systens. Al initiation of file transfers result fromdirect user
commands to the 'NC .

The sending systemw |l first be interrogated to determne if the file
is resident at that system The user nust provide the necessary
information to locate the file if it is not catal ogued at that system
This informati on consists of the physical attributes, such as vol unme and
serial nunber. A negative acknow edgenent to this nessage woul d result
inthe term nation of a net job step with the reason for termnination
returned to the originator.

When a positive acknow edgenent is received by the 'NC it has two
options available. It nust first determ ne the anpunt of unused buffer
space in the "EE and based on the size of the file to be transferred,
deci de whether to have the data set sent imediately or wait for an
acknow edgenent to the receive nessage.

If the "NC decides to nove the file regardless of the state of the
receiving system the "NC wll issue a send or receive nmessage to both
systens simultaneously. A negative response to the 'receive nessage is
taken as a definite refusal by the receiving systemto accept the data
transm ssion. This may result frominsufficient resources to handle the
job. If the file was transnmitted fromthe receiving systemand is

resident in the network storage facilities, the user will be notified of
its exact location so that he may nove it fromthat point at a |ater
time. If the "NC chose the second option, the file would still be

resident at the originating system

A positive acknow edgenment will allow the file to continue its norma
fl ow through the network. Queuing in the "EE is always done in order
that 'receive’ nessages will be sent before the actual data files. The

possibilities include loading the file directly into the job stream
(this step assunes the appropriate JCL is included in the text of the
files) or cataloguing the file at the renote systemor storing it for
tenmporary i medi ate use. Al network files are catal ogues with a uni que
nane that includes User ID (unique at his hone node), home node ID
(unique in the network) and his own data name which is unique in his own
work. The ’'receive' nessage nay al so contain sone special instructions
to print or punch a file.
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When the sending and receiving stations have conpleted the file
transfer, they send status nmessages back to the 'NC indicating the
conpl eted action. These status nessages enable the "NC to keep a record
of user network job steps and their progress through the network. These
status nessages play an inportant part in insuring proper checkpoint
restart for the network.

Files routed specifically for execution require a third status nmessage
fromthe receiving user system The system nust indicate when and how
the job conpleted execution. This status nessage will also contain the
appropriate accounting information to all ow dynani c updati ng of network
user and system accounting information. It is not clear at this tinme
what shoul d be accounted for in the network, but it is an area of prine
concern to operational networks.

An error in the second logic |level can occur during the file

transm ssion. There may be an error noving files fromdevices into the
line buffers or reading fromthe line buffers. Wen this occurs, the
operating systemmust pass this information to the "NC . The "NC wll
then termnate the task involved in this job step and purge all the
networ k buffers containing blocks of this nessage transni ssion

When the "NC receives the file error nessage it will imrediately send a
"rel ease’ nessage to all the network tasks supporting this job step

This action will cause the user systens to end all pending tasks
associated with this net job step. In addition a purge nessage for that
job step will be sent to the 'EE to purge the nessage fromits buffers.
If there is nore than one 'EE involved, the purge nessage woul d be
passed to all other 'EE s.

This is another exanple of the 'EE and ' NC conbining functional
capability and providing effective managenent of network traffic. The
mappi ng of message Into the job step allows the "NC to selectively
choose all nmessages it w shes to purge.

The protocol the user nust use for interactive use of the network is
different, There are sone standard nessage types that are provided for
interactive use to insure the proper nmessage recognition fromone system
to another, Ternminal type traffic will be sent across the network

t hrough the normal netting interface, The control information that a
terminal sends to the operating system nust be incorporated in the
networ k protocol by the 'CI’

The interactive user can request a direct connection to the renmote
system through the "NC . The "NC wll notify the renote system of the
user request and establish the user’s direct link, The 'NC becones a
noni tor of the conversation but no | onger becones involved with the
nessages. Ot her conversational nessages are sent back and forth through
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the "EE with no interaction by the "NC . In the event one of the

systens goes down breaking the logical |ink, the "NC nust notify the
other systemto ternminate the waiting task, In nost cases a user system
will be isolated fromthe second user system by other stations and the

"NC is a convenient way of notifying other user systens about the
"di saster."

Once the user’s connection is established, three types of nessages nay
be generated, These nessages are identified by the "AC field in the
header. The three basic transm ssion types covered by the protocol are:
a response requested - with or without text included in the nessage, a
text nmessage which is sinply a response to the first or just data to be
printed at the user’'s ternminal, and finally, an interrupt nmessage which
i ndi cates the user wishes to stop a task or talk directly to the
operating system

It is inportant to note that regardl ess of what type of conditions

exi st, there are always enough buffers left to receive an interrupt
nessage and terninate or flush any existing task and the associ at ed
operation it may be supporting.

CONCLUSI ON

The protocol concepts discussed in this paper were devel oped to
facilitate the transfer of data between two or nore i ndependent systens.
The protocol is able to handl e the various pathol ogi cal cases that nay
ari se during network operation, A fundanental design consideration in
devel opi ng these concepts was to naintain conplete recovery from any
recoverabl e error condition.

Many of the concepts have been used in an operational star network, with
a single "EE and 'NC located in the central systemand a 'Cl’ |ocated
at each participating system The successful operation of the network
has proven the feasibility of this protocol
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