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Abstract

This nenp presents an approach for building core Virtual Private
Network (VPN) services in a service provider’s MPLS backbone. This
approach uses Multiprotocol Label Switching (MPLS) running in the
backbone to provide preniumservices in addition to best effort
services. The central vision is for the service provider to provide a
virtual router service to their custoners. The keystones of this
architecture are ease of configuration, user security, network
security, dynanic nei ghbor discovery, scaling and the use of existing
routing protocols as they exist today w thout any nodifications.

1. Acronyns

ARP Addr ess Resol uti on Protocol
CE Cust omer Edge router

LSP Label Switched Path

PNA Private Network Adm nistrator
SLA Servi ce Level Agreenent

SP Servi ce Provider

SPED Servi ce Provider Edge Device
SPNA SP Net wor k Adni ni strat or

VMVA VPN Mul ticast Address
VPNI D VPN | dentifier

VR Virtual Router

VRC Virtual Router Console
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2.

| nt r oducti on

Thi s meno descri bes an approach for building IP VPN services out of
t he backbone of the SP's network. Broadly speaking, two possible
approaches present thenselves: the overlay nodel and the virtual
router approach. The overlay nodel is based on overl oadi ng sone
semantic(s) of existing routing protocols to carry reachability
information. In this docunent, we focus on the virtual router

servi ce.

The approach presented here does not depend on any nodifications of
any existing routing protocols. Neighbor discovery is aided by the
use of an enulated LAN and is achi eved by the use of ARP. This meno
makes a concerted effort to draw the |ine between the SP and the PNA
the SP owns and manages |ayer 1 and |layer 2 services while layer 3
services belong to and are manageabl e by the PNA. By the provisioning
of fully logically independent routing donmains, the PNA has been
given the flexibility to use private and unregi stered addresses. Due
to the use of private LSPs and the use of VPN D encapsul ati on using

| abel stacks over shared LSPs, data security is not an issue.

The approach espoused in this neno differs fromthat described in RFC
2547 [Rosenl] in that no specific routing protocol has been

over| oaded to carry VPN routes. RFC 2547 specifies a way to nodify
BGP to carry VPN unicast routes across the SP' s backbone. To carry

mul ticast routes, further architectural work will be necessary.

Virtual Routers

A virtual router is a collection of threads, either static or
dynamic, in a routing device, that provides routing and forwarding
services nuch |ike physical routers. A virtual router need not be a
separate operating system process (although it could be); it sinply

has to provide the illusion that a dedicated router is available to
satisfy the needs of the network(s) to which it is connected. A
virtual router, like its physical counterpart, is an elenent in a

routing domain. The other routers in this domain could be physical or
virtual routers thenselves. Gven that the virtual router connects to
a specific (logically discrete) routing donmain and that a physi cal
router can support multiple virtual routers, it follows that a

physi cal router supports nultiple (logically discreet) routing

domai ns.

From the user (VPN customer) standpoint, it is inperative that the
virtual router be as equivalent to a physical router as possible. In
other words, with very mnor and very few exceptions, the virtua
router should appear for all purposes (configuration, managenent,

nmoni toring and troubl eshooting) |ike a dedicated physical router. The
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mai n notivation behind this requirenment is to avoid upgrading or re-
configuring the large installed base of routers and to avoid
retraining of network adm nistrators.

The aspects of a router that a virtual router needs to enul ate are:
1. Configuration of any conbination of routing protocols

2. Monitoring of the network

3. Troubl eshoot i ng.

Every VPN has a | ogically independent routing domain. This enhances
the SPs ability to offer a fully flexible virtual router service
that can fully serve the SP's custonmer w thout requiring physical
per-VPN routers. This neans that the SP's "hardware" investnents,
nanely routers and |inks between them can be re-used by nultiple
cust oners.

4. (bjectives

1. Easy, scal able configuration of VPN endpoints in the service
provi der network. At nobst, one piece of configuration should be
necessary when a CE i s added.

2. No use of SP resources that are globally unique and hard to get
such as | P addresses and subnets.

3. Dynamic discovery of VRs (Virtual Routers) in the SP's cloud. This
is an optional, but extrenely valuable "keep it sinple" goal

4. Virtual Routers should be fully configurable and nonitorabl e by
the VPN network administrator. This provides the PNA with the
flexibility to either configure the VPN thensel ves or outsource
configuration tasks to the SP

5. Quality of data forwardi ng shoul d be configurable on a VPN by-VPN
basis. This should translate to continuous (but perhaps discrete)
grades of service. Sone exanples include best effort, dedicated
bandwi dt h, QO0S, and policy based forwardi ng services.

6. Differentiated services should be configurable on a VPN by-VPN

basi s, perhaps based on LSPs set up for exclusive use for
forwarding data traffic in the VPN
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Security of internet routers extended to virtual routers. This
means that the virtual router’s data forwardi ng and routing
functions should be as secure as a dedi cated, private physical
router. There should be no unintended | eak of information (user
data and reachability information) fromone routing domain to
anot her.

Specific routing protocols should not be mandat ed between virtual
routers. This is critical to ensuring the VPN custoner can setup
the network and policies as the customer sees fit. For exanple,
some protocols are strong in filtering, while others are strong in
traffic engineering. The VPN custoner m ght want to exploit both
to achi eve "best of breed" network quality.

No special extensions to existing routing protocols such as BGP,
RIP, OSPF, I1SIS etc. This is critical to allowing the future
addi tion of other services such as NHRP and nulticast. In

addi tion, as advances and addenda are made to existing protocols
(such as traffic engineering extensions to I SIS and OSPF), they
can be easily incorporated into the VPN inplenmentation.

5. Architectural Requirenents

The service provider network nmust run some formof multicast routing
to all nodes that will have VPN connections and to nodes that nust
forward multicast datagrams for virtual router discovery. A specific
mul ticast routing protocol is not mandated. An SP nmay run MOSPF or
DVMRP or any ot her protocol.

6. Architectural Qutline

1

Every VPN is assigned a VPNID which is unique within the SP's
network. This identifier unanmbiguously identifies the VPN with
whi ch a packet or connection is associated. The VPNID of zero is
reserved; it is associated with and represents the public
internet. It is reconmended, but not required that these VPN
identifiers will be conpliant with RFC 2685 [ Fox].

The VPN service is offered in the formof a Virtual Router
service. These VRs reside in the SPED and are as such confi ned
to the edge of the SP's cloud. The VRs will use the SP's network
for data and control packet forwarding but are otherw se

i nvi si ble outside the SPEDs.

The "size" of the VR contracted to the VPN in a given SPED is
expressed by the quantity of IP resources such as routing
interfaces, route filters, routing entries etc. This is entirely
under the control of the SP and provides the fine granularity
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that the SP requires to offer virtually infinite grades of VR
service on a per-SPED | evel . [Exanple: one SPED nay be the
aggregating point (say headquarters of the corporation) for a
gi ven VPN and a nunber of other SPEDs nmay be access points
(branch offices). In this case, the SPED connected to the
headquarters may be contracted to provide a large VR while the
SPEDs connected to the branch offices may house small, perhaps
stub VRs]. This provision also allows the SP to design the
network with an end goal of distributing the | oad anong the
routers in the network.

4. One indicator of the VPN size is the nunber of SPEDs in the SP's

network that have connections to CPE routers in that VPN. In
this respect, a VPN with many sites that need to be connected is
a "large" VPN whereas one with a fewsites is a "snmall" VPN

Al'so, it is conceivable that a VPN grows or shrinks in size over
time. VPNs nmay even nerge due to corporate nergers, acquisitions
and partnering agreenments. These changes are easy to acconmodate
inthis architecture, as globally unique |IP resources do not have
to be dedicated or assigned to VPNs. The nunber of SPEDs is not
limted by any artificial configuration linits.

5. The SP owns and nanages Layer 1 and Layer 2 entities. To be
specific, the SP controls physical switches or routers, physical
links, logical layer 2 connections (such as DLCl in Frame Rel ay
and VPI/VCl in ATM and LSPs (and their assignnment to specific
VPNs). In the context of VPNs, it is the SP's responsibility to
contract and assign layer 2 entities to specific VPNs.

6. Layer 3 entities belong to and are manageabl e by the PNA
Exanpl es of these entities include IP interfaces, choice of
dynamic routing protocols or static routes, and routing
interfaces. Note that although Layer 3 configuration |ogically
falls under the PNA's area of responsibility, it is not necessary
for the PNA to execute it. It is quite viable for the PNA to
outsource the I P adm nistration of the virtual routers to the
Service Provider. Regardless of who assumes responsibility for
configuration and nonitoring, this approach provides a full
routing donain viewto the PNA and enpowers the PNA to design the
network to achieve intranet, extranet and traffic engi neering
goal s.

7. The VPNs can be managed as if physical routers rather than VRs

wer e depl oyed. Therefore, managenment may be perfornmed usi ng SNWP
or other simlar methods or directly at the VR console (VRC).
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8. Industry-standard troubl eshooting tools such as ’ping,’
"traceroute,’ in a routing domain dormain conprised exclusively of
dedi cat ed physical routers. Therefore, nonitoring and . bp
troubl eshooti ng may be performed using SNVP or simlar nethods,
but may al so include the use of these standard tools. Again, the
VRC may be used for these purposes just like any physical router

9. Since the VRCis visible to the user, router specific security
checks need to be put in place to make sure the VPN user is
al | owed access to Layer 3 resources in that VPN only and is
di sal | owed from accessi ng physical resources in the router. Most
routers achieve this through the use of database views.

10. The VRCis available to the SP as well. If configuration and
noni toring has been outsourced to the SP, the SP may use the VRC
to acconplish these tasks as if it were the PNA

11. The VRs in the SPEDs formthe VPN in the SP's network. Toget her,
they represent a virtual routing domain. They dynam cally
di scover each other by utilizing an enul ated LAN resident in the
SP’ s networ k.

Each VPN in the SP's network is assigned one and only one nulticast
address. This address is chosen fromthe adm nistratively scoped
range (239.192/14) [Meyer] and the only requirement is that the
mul ti cast address can be uniquely mapped to a specific VPN. This is
easily automated by routers by the use of a sinple function to
unanbi guously map a VPNid to the nulticast address. Subscription to
this nulticast address allows a VR to discover and be di scovered by
other VRs. It is inportant to note that the nulticast address does
not have to be confi gured.

12. Data forwarding may be done in one of several ways:
1. An LSP with best-effort characteristics that all VPNS can use.

2. An LSP dedicated to a VPN and traffic engi neered by the VPN
cust oner .

3. Aprivate LSP with differentiated characteristics.

4. Policy based forwarding on a dedicated L2 Virtual Grcuit
The choice of the preferred nethod is negotiabl e between the SP and
the VPN custoner, perhaps constituting part of the SLA between them

This allows the SP to offer different grades of service to different
VPN cust oner s.
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O course, hop-by-hop forwarding is also available to forward routing
packets and to forward user data packets during periods of LSP
establ i shnment and failure.

13. Thi s approach does not mandate that separate operating system
tasks for each of the routing protocols be run for each VR that
the SPED houses. Specific inplenmentations nmay be tailored to the
particular SPED in use. Miintaining separate routing databases
and forwardi ng tables, one per VR, is one way to get the highest
performance for a given SPED

7. Scal abl e Configuration

A typical VPN is expected to have 100s to 1000s of endpoints within
the SP cloud. Therefore, configuration should scale (at nost)
linearly with the nunber of end points. To be specific, the

adm ni strator should have to add a couple of configuration itens when
a new custoner site joins the set of VRs constituting a specific VPN

Anyt hing worse will make this task too daunting for the service
provider. In this architecture, all that the service provider needs
to allocate and configure is the ingress/egress physical link (e.g.

Frane Relay DLCI or ATM VPI/VCl) and the virtual connection between
the VR and the enul ated LAN.

8. Dynami ¢ Nei ghbor Di scovery

The VRs in a given VPN reside in a nunber of SPEDs in the network.
These VRs need to | earn about each other and be connect ed.

One way to do this is to require the manual configuration of

nei ghbors. As an exanple, when a new site is added to a VPN, this
woul d require the configuration of all the other VRs as nei ghbors.
This is obviously not scalable froma configuration and network
resource standpoint.

The need then arises to allow these VRs to dynam cally discover each
ot her. Neighbor discovery is facilitated by providing each VPN with
alimted emul ated LAN. This enulated LAN is used in several ways:

1. Address resolution uses this LAN to resolve next-hop (private) IP
addresses associated with the other VRs.

2. Routing protocols such as RIP and OSPF use this linmted enul ated
LAN for nei ghbor discovery and to send routing updates.

The per-VPN LAN is enul ated using an I P nmulticast address. |In the

i nterest of conserving public address space and because this
mul ti cast address needs to be visible only in the SP network space,
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we woul d use an address fromthe Organi zationally scoped multicast
addresses (239.192/14) as described in [Meyer]. Each VPN is allocated
an address fromthis range. To conpletely elininate configuration in
this regard, this address is conmputed fromthe VPN D.

9. VPN | P Domain Configuration

151.0.0.1
BHUHHBHBHHBHIHIH
# #
# ROUTER'A #
# #
BHUHHBHBHHBHIHIH
# #
# #
# #
# #
HHHBHBHSBHBHY BHUHHBHIHHBH IR
# # # #
# ROUTER ' B # # ROUTER ' C #
# # # #
# # # #
BHUHHBHBHSHHH HHHBHBHHBHBHHRH
152.0.0.2 153.0.0.3

Figure 1 ' Physical Routing Domain’
The physical domain in the SPPs network is shown in the above figure.
In this network, physical routers A, B and C are connected together.

Each of the routers has a 'public’ |P address assigned to it. These
addresses uniquely identify each of the routers in the SP's network.
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172.150. 0/ 18 172. 150. 128/ 18

) )
I ROUTER ' A' (151.0.0.1) | [ |
| HHH B |
| |
| |

|------ |------- | # #o meeo--- |------- I

| HAHBHAH SR # | HAHBH IR

| # VR- B | # # # VR- C # |

[ #-m e # ROUTER "B ##| ------------ #e---

(152. 0. 0. 2) ####H##HHFHIHHH HH#H R (153, 0. 0. 3)
------------------------- ROUTER ' C | Ext r anet
172. 150. 64/ 18 \Y
Vendor s

Figure 2 "Virtual Routing Donain’

Each Virtual Router is configurable by the PNA as though it were a
private physical router. OF course, the SPlimts the resources that
this Virtual Router may consume on a SPED-by- SPED basis. Each VPN has
a nunber of physical connections (to CPE routers) and a nunber of

| ogi cal connections (to the enulated LAN). Each connection is |P-
capabl e and can be configured to utilize any conbination of the
standard routing protocols and routing policies to achieve specific
cor porate network goal s.

To illustrate, in Figure 1, 3 VRs reside on 3 SPEDs in VPN 1. Router
A houses VR-A, router 'B houses VR-B and router 'C houses VR-C
VR-C and VR-B have a physical connection to CPE equi pnent, while VR-A
has 2 physical connections. Each of the VRs has a fully | P-capable

| ogi cal connection to the enulated LAN. VR-A has the (physical)
connections to the headquarters of the conpany and runs OSPF over
those connections. Therefore, it can route packets to 172.150.0/18
and 172.150.128/18. VR-B runs RIP in the branch office (over the

physi cal connection) and uses RIP (over the |ogical connection) to
export 172.150.64/18 to VR-A. VR A advertises a default route to VR-B
over the |ogical connection. Vendors use VR-C as the extranet
connection to connect to the parts database at 172.150.128.1. Hence,
VR-C advertises a default route to VR-A over the |ogical connection
VR- A exports only 175.150.128.1 to VR-C. This keeps the rest of the
corporate network froma security problem
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10.

11.

The network administrator will configure the follow ng:

1. OSPF connections to the 172.150.0/18 and 172. 150. 128/ 18 net wor k
in VR-A

2. RIP connections to VR-B and VR-C on VR-A

3. Route policies on VR-A to advertise only the default route to
VR- B.

4. Route policies on VR-A to advertise only 172.159.128.1 to VR-C
5 RP on VR-B to VR- A
6. RIP on VR-C to advertise a default route to VR-A

Nei ghbor Di scovery Exanpl e

In Figure #1, the SPED that houses VR-A (SPED-A) uses a public
address of 150.0.0.1/24, SPED-B uses 150.0.0.2/24 and SPED-C uses
150.0.0.3/24. As noted, the connection between the VRs is via an
enmul ated LAN. For interface addresses on the emul ated LAN
connection, VR-A uses 10.0.0.1/24, VR-B uses 10.0.0.2/24 and VR-C
uses 10.0. 0. 3/ 24.

Let’'s take the case of VR A sending a packet to VR B. To get VR-B's
address (SPED-B s address), VR-A sends an ARP request packet with the
address of VR-B (10.0.0.2) as the | ogical address. The source | ogical
address is 10.0.0.1 and the hardware address is 151.0.0.1. This ARP
request is encapsulated in this VPN s nulticast address and sent out.
SPED B and SPED- C receive a copy of the packet. SPED B recognizes
10.0.0.2 in the context of VPN 1 and responds with 152.0.0.2 as the
"hardwar e" address. This response is sent to the VPN multicast
address to pronote the use of proniscuous ARP and the resulting
decrease in network traffic.

Manual configuration would be necessary if neighbor discovery were
not used. In this exanple, VR-A would be configured with a static ARP
entry for VR B s logical address (10.0.0.1) with the "hardware"
address set to 152.0.0. 2.

For war di ng
As nentioned in the architectural outline, data forwardi ng may be

done in one of several ways. In all techniques except the Hop-by-Hop
techni que for forwarding routing/control packets, the actual mnethod
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11.

11.

12.

13.

13.

is configurable. At the high end, policy based forwarding for quick
service and at the other end best effort forwarding using public LSP
is used. The order of forwarding preference is as foll ows:

1. Policy based forwarding.

2. Optionally configured private LSP
3. Best-effort public LSP

1 Private LSP

This LSP is optionally configured on a per-VPN basis. This LSP is
usual Iy associated with non-zero bandw dth reservation and/or a
specific differentiated service or QOS class. If this LSPis
available, it is used for user data and for VPN private control data
f or war di ng.

2 Best Effort Public LSP

VPN dat a packets are forwarded using this LSP if a private LSP with
speci fi ed bandwi dth and/or QOS characteristics is either not
configured or not presently available. The LSP used is the one
destined for the egress router in VPN 0. The VPNID in the shi m header
is used to de-nultiplex data packets fromvarious VPNs at the egress
router.

Differenti ated Services

Configuring private LSPs for VPNs allows the SP to offer
differentiated services to paying custoners. These private LSPs coul d
be associated with any available L2 QOS class or Diff-Serv
codepoints. In a VPN, nultiple private LSPs with different service

cl asses could be configured with flow profiles for sorting the
packets anong the LSPs. This feature, together with the ability to
size the virtual routers, allows the SP to offer truly differentiated
services to the VPN custoner

Security Considerations
1 Routing Security

The use of standard routing protocols such as OSPF and BGP in their
unnodi fied formnmeans that all the encryption and security nethods
(such as MD5 authentication of neighbors) are fully available in VRs.
Maki ng sure that routes are not accidentally | eaked fromone VPN to
another is an inplenentation issue. One way to achieve this is to

mai ntai n separate routing and forwardi ng dat abases.
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13.

13.

13.

14.

15.

2 Data Security

This allows the SP to assure the VPN customer that data packets in
one VPN never have the opportunity to wander into another. From a
routing standpoint, this could be achieved by naintaining separate
routi ng databases for each virtual router. Froma data forwarding
standpoi nt, the use of |abel stacks in the case of shared LSPs

[ Rosen2] [Callon] or the use of private LSPs guarantees data privacy.
Packet filters nmay al so be configured to help ease the probl em

3 Configuration Security

Virtual routers appear as physical routers to the PNA. This neans
that they may be configured by the PNA to achi eve connectivity

bet ween offices of a corporation. Qoviously, the SP has to guarantee
that the PNA and the PNA's designees are the only ones who have
access to the VRs on the SPEDs the private network has connections
to. Since the virtual router console is functionally equivalent to a
physical router, all of the authentication nethods available on a
physi cal consol e such as password, RADIUS, etc. are available to the
PNA.

4 Physical Network Security

When a PNA logs in to a SPED to configure or nonitor the VPN, the PNA
is logged into the VR for the VPN. The PNA has only |ayer 3
configuration and nonitoring privileges for the VR Specifically, the
PNA has no configuration privileges for the physical network. This
provi des the guarantee to the SP that a VPN adm nistrator will not be
able to inadvertently or otherw se adversely affect the SP's network.

Virtual Router Mnitoring

Al'l of the router nonitoring features avail able on a physical router
are available on the virtual router. This includes utilities such as
"ping" and "traceroute". In addition, the ability to display private
routing tables, link state databases, etc. are avail abl e.

Per f or ance Consi der ati ons

For the purposes of discussing performance and scaling issues,
today’s routers can be split into two planes: the routing (control)
pl ane and the forwardi ng pl ane.

In 1 ooking at the routing plane, nost nodern-day routing protocols
use sone formof optinized cal cul ati on methodol ogi es to cal cul ate the
shortest path(s) to end stations. For instance, OSPF and | SIS use the
Djikstra algorithmwhile BGP uses the "Decision Process". These
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al gorithnms are based on parsing the routing database and computi ng
the best paths to end stations. The performance characteristics of
any of these algorithnms is based on either topol ogical
characteristics (1SIS and OSPF) or the nunber of ASs in the path to
the destinations (BGP). But it is inmportant to note that the overhead
in setting up and begi nning these calculations is very little for
nost any nodern day router. This is because, although we refer to
routing calculation input as "databases", these are nenory resident
data structures.

Therefore, the foll owing conclusions can be drawn:

1. Beginning a routing calculation for a routing dormain is nothing
nore than setting up sone registers to point to the right database
obj ect s.

2. Based on 1, the perfornance of a given algorithmis not
significantly worsened by the overhead required to set it up

3. Based on 2, it follows that, when a nunber of routing cal cul ations
for a nunber of virtual routers has to be performed by a physical
router, the conplexity of the resulting routing calculation is
not hi ng nore than the sum of the conplexities of the routing
cal cul ations of the individual virtual routers.

4. Based on 3, it follows that whether an overlay nodel is used or a
virtual routing nodel is enployed, the perfornmance characteristics
of a router are dependent purely on its hardware capabilities and
the choice of data structures and al gorithnms.

To illustrate, let’'s say a physical router houses N VPNs, all running
some routing protocol say RP. Let’'s al so suppose that the average
performance of RP's routing calculation algorithmis f(XY) where X
and y are paraneters that deternine performance of the algorithmfor
that routing protocol. As an exanple, for Djikstra al gorithm users
such as OSPF, X could be the nunber of nodes in the area while Y
could be the nunber of |inks. The performance of an arbitrary VPN n
is f (Xn, Yn). The perfornmance of the (physical) router is the sum of

f(Xi, Yi) for all values of i in 0 <=i <= N This conclusion is
i ndependent of the chosen VPN approach (virtual router or overlay
nodel ) .

In the usual case, the forwarding plane has two inputs: the
forwardi ng tabl e and the packet header. The mai n performance
paraneter is the | ookup algorithm The very best perfornmance one can
get for a IP routing table | ookup is by organizing the table as sone
formof a tree and use binary search nethods to do the actual | ookup
The performance of this algorithmis O(log n).
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Hence, as long as the virtual routers’ routing tables are distinct
from each other, the | ookup cost is constant for finding the routing
table and (log n) to find the entry. This is no worse or different
fromany router and no different froma router that enploys overlay
techni ques to deliver VPN services. However, when the overlay router
utilizes integration of rmultiple VPNs' routing tables, the
performance is O log ntn) where 'm is the nunmber of VPNs that the
routing table holds routes for.
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