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Abstract

The original Internet architecture assuned that each network is

| abeled with a single | P network nunmber. This assunption may be
violated for shared nedia, including "large public data networks"
(LPDNs). The architecture still works if this assunption is
violated, but it does not have a neans to prevent nultiple host-
router and router-router hops through the shared medium This neno
di scusses alternative approaches to extendi ng the Internet
architecture to elinmnate some or all unnecessary hops.
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1. | NTRODUCTI ON

This nenp concerns the inplications of shared medi um networks for the
architecture of the TCP/IP protocol suite. GCeneral famliarity with
the TCP/IP architecture and the I P protocol is assuned.

The Internet architecture is founded upon what was originally called
the "Catenet nodel" [PSC81]. Under this nodel, the Internet
(originally dubbed "the Catenet") is forned using routers (originally
call ed "gateways") to interconnect distinct and perhaps diverse
networks. An I P host address (nore correctly characterized as a
network interface address) is forned of the pair (net#, host#). Here
"net#" is a unique |P nunber assigned to the network (or subnet) to
whi ch the host is attached, and "host#" identifies the host on that
network (or subnet).

The original Internet nodel nade the inplicit assunptions that each
network has a single IP network nunber and that networks with

di fferent nunbers nay interchange packets only through routers.

These assunptions nmay be violated for networks inplenmented using a
conmon "shared nmediunt (SM at the link layer (LL). For exanple,

net wor k nmanagers sonetines configure multiple I P network nunbers
(usual 'y subnet nunbers) on a single broadcast-type LAN such as an

Et hernet. The large (switched) public data networks (LPDNs), such as
SMDS and B-1SDN, forma potentially nore inportant exanple of shared
medi um networks. Any two systens connected to the sanme shared nedi um
network are capabl e of conmunicating directly at the LL, without IP

| ayer switching by routers. This presents an opportunity to optim ze
performance and perhaps | ower cost by elimnating unnecessary LL hops
t hrough the nedi um

This nenp di scusses how unnecessary hops can be elimnated in a
shared nedium while retaining the coherence of the existing |Internet
architecture. This issue has arisen in a nunber of |ETF Wbrking

G oups concerned with LPDNs, including | PLPDN, I P over ATM |IDRP for
IP, and BGP. It is tinme to take a careful |ook at the architectural

i ssues to be solved. This neno first sunmarizes the rel evant aspects
of the original Internet architecture (Section 2), and then it
expl ai ns the extra-hop problens created by shared nedi a networks
(Section 3). Finally, it discusses sone possible solutions (Section
4) .

2. THE ORI G NAL | NTERNET ARCHI TECTURE
W very briefly review the original architecture, to introduce the
term nol ogy and concepts. Figure 1 illustrates a typical set of four

networks A ... D, represented traditionally as cl ouds,
i nterconnected by routers R2, R3, and R4. Routers Rl and R5 connect

Braden, Postel & Rekhter [ Page 2]



RFC 1620 Shared Media I P Architecture May 1994

to other parts of the Internet. Ha, ... Hd represent hosts connected
to these networKks.

It is not necessary to distinguish between network and subnet in this
meno. We nay assune that there is sonme address nmask associated with
each "network” in Figure 1, allow ng a host or router to divide the
32 bits of an IP address into an address for the cloud and a host
nunber that is defined uniquely only within that cloud.

Figure 1. Exanple Internet Fragnent

An Internet router is connected to | ocal network(s) as a special kind
of host. Indeed, for network managenment purposes, a router plays the
role of a host by originating and term nating datagrans. However,
there is an inportant difference between a host and a router: the
routing function is nostly centralized in the routers, allow ng hosts
to be "dunmb" about routing. Internet hosts are required [ RFC 1122]
to make only one sinple routing decision: is the destination address
|l ocal to the connected network? |f the address is not |ocal, we say
it is "foreign" (relative to the connected network or to the host).

A host sends a datagramdirectly to a |local destination address or
(for a foreign destination) to a first-hop router. The host
initially uses sone "default” router for any new destinati on address.
If the default is the wong choice, that router returns a Redirect
nmessage and forwards the datagram The Redirect nessage specifies
the preferred first-hop router for the given destination address.

The host uses this information, which it maintains in a "routing
cache" [RFC-1122], to deternmine the first-hop address for subsequent
datagrans to the same destination

To actually forward an | P datagram across a network hop, the sender
must have the link layer (LL) address of the target. Therefore, each
host and router nust have sonme "address resolution" procedure to nap
| P address to an LL address. ARP, used for networks with broadcast
capability, is the nost common address resol ution procedure
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[Plunmer82]. |If there is no LL broadcast capability (or if it is too
expensive), then there are two other approaches to address
resolution: local configuration tables, and "address-resol ution
servers" (AR Servers).

If AR Servers are used for address resolution, hosts nust be
configured with the LL address(es) of one or nore nearby servers.

The mapping informati on provided by AR Servers mght itself be

coll ected using a protocol that allows systens to register their LL
addresses, or fromstatic configuration tables. The ARP packet
format and the overall ARP protocol structure (ARP Request/ARP Reply)
may be suitable for the comuni cati ons between a host and an AR
server, even in the absence of the LL broadcast capabilities; this
woul d ease conversion of hosts to using AR Servers.

The exanples in this neno use ARP for address resolution. At |east
some of the LPDN s that are planned will provide sufficient broadcast
capability to support ARP. It is inportant to note that ARP operates
at the link layer, while the Redirect and routing cache nechani sns
operate at the IP | ayer of the protocol stack.

3. THE PROBLEMS | NTRODUCED BY SHARED MEDI A

Figure 2 shows the sane configuration as Figure 1, but now networks
A B, C and Dare all within the same shared nmedium (SM, shown by

t he dashed box enclosing the clouds. Networks A, ... D are now
logical IP networks (called LIS s in [Laubach93]) rather than

physi cal networks. Each of these | ogical networks may (or nay nhot)
be administratively distinct. The SMallows direct connectivity

bet ween any two hosts or routers connected to it. For exanple, host
Ha can interchange datagrans directly with host Hd or with router R4.
A router that has sonme but not all of its interfaces connected to the
shared nediumis called a "border router”; RL and R5 are exanples.

Figure 2 illustrates the "classical" nodel [Laubach93] for use of the
Internet architecture within a shared nedium i.e., sinply applying
the original Internet architecture described earlier. This wll
provi de correct but not optinmal operation. For exanple, in the case
of two hosts on the sane |ogical network (not shown in Figure 2), the

original rules will clearly work; the source host will forward a
datagramdirectly in a single hop to a host on the sane | ogi cal
network. The original architectural rules will also work for

comuni cati on between any pair of hosts shown in Figure 2; for
exanpl e, host Ha would send a datagramto host Hd via the four-hop
path Ha -> R2 -> R3 -> R4 -> Hd. However, the classical nobdel does
not take advantage of the direct connectivity Ha -> Hd all owed by the
shared nmedi um
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Figure 2. Logical IP Networks in Shared Medium

This nenp concerns nmechani snms to achi eve nini nal -hop connectivity
when it is desired. W should note that is may not al ways be
desirable to achieve minimal-hop connectivity in a shared nedi um
For exanmple, the "extra" hops nay be needed to allow the routers to
act as admnistrative firewalls. On the other hand, when such
firewall protection is not required, it should be possible to take
advant age of the shared nmediumto allow this datagramto use shorter
paths. In general, it should be possible to choose between firewal
security and efficient connectivity. This is discussed further in
Section 4.6 bel ow.

We al so note that the nmechani sns descri bed here can only optimze the
path within the local SM Wen the SMis only one segnent of the
pat h between source and receiver, renoving hops locally may limt the
ability to switch to globally nore opti mal paths that nay becone
avail able as the result of routing changes. Thus, consider Ha-

>, ..Hx, where host Hx is outside the SMto which host Ha is attached.
Suppose that the shortest global path to Hx is via sone border router
Rbl. Local optim zation using the techni ques described bel ow wi Il
renove extra hops in the SMand all ow Ha->Rb1l->...Hx. Now suppose
that a later route change outside the SM nakes the path Ha->Rb2-

> ..Hx nore globally opti mum where Rb2 is another border router.
Since Ha does not participate in the routing protocol, it does not
know that it should switch to Rb2. It is possible that Rb2 rmay not
realize it either; this is the situation

GC( Ha- >Rb2->. .. Hx) < GC(Ha->Rbl->Rb2->...Hx) < GC(Ha->Rbl->...Hx)
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where GC() represents sone global cost function of the specified
pat h.

Note that ARP requires LL broadcast. Even if the SM supports
broadcast, it is likely that adm nistrators will erect firewalls to
keep broadcasts local to their LIS
There are three cases to be optim zed. Suppose Hand H are hosts
and Rb and Rb’ are border routers connected to the sane same SM
Then the foll owi ng one-hop paths should be possi bl e:

H->H: Host to host within the SM

H-> Rb: Host to exit router

Rb -> Rb’: Entry border router to exit border router

for transit traffic.

We may or not be able to renove the extra hop inplicit in Rbo -> R ->
H where Ro, R and H are within the same SM but the ultinmate source
is outside the SM To renove this hop would require distribution of
host routes, not just network routes, between the two routers R and
Rb; this would adversely inpact routing scalability.

There are a nunber of inportant requirenents for any architectura
solution to these probl ens.

* Interoperability

Modi fi ed hosts and routers nust interoperate with unnodified
nodes.

* Practicality
M ni mal software changes shoul d be required.

* Robust ness
The new schene nust be at | east as robust against errors in
software, configuration, or transm ssion as the existing
architecture.

* Security

The new schenme nust be at | east as securabl e agai nst subversion
as the existing architecture.
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The distinction between host and router is very significant from an
engi neering viewoint. It is considered to be nuch harder to nmake a
gl obal change in host software than to change router software,
because there are many nore hosts and host vendors than routers and
router vendors, and because hosts are less centrally adninistered

than routers. |If it is necessary to change the specification of what
a host does (and it is), then we nust nmininize the extent of this
change.

4. SOVE SCLUTIONS TO THE SM PROBLEMS

Four different approaches have been suggested for solving these SM
probl ens.

(1) Hop-by-Hop Redirection

In this approach, the host Redirect nmechanismis extended to
coll apse multiple-hop paths within the same shared nmedi um hop-
by-hop. A router is to be allowed to send, and a host all owed
to accept, a Redirect nessage that specifies a foreign IP
address within the same SM W refer to this as a "foreign
Redirect". Section 4.1 analyzes this approach in sone detail.

(2) Extended Routing

Routing protocols can be nodified to know about the SM and to
provi de LL addresses.

(3) Extended Proxy ARP
This is a formof the proxy ARP approach, in which the routing
problemis solved inplicitly by an extended address resol ution
nmechani smat the LL. This approach has been described by
Hei nanen [ Hei nanen93] and by Garrett et al [Garratt93].

(4) Route Query Messages
Thi s approach has been suggested by Hal pern [Hal pern93]. Rather
than addi ng additional infornmation to routing, this approach
woul d add a new | P-1ayer mechani sm usi ng end-to-end query and
reply datagrans.

These four are discussed in the follow ng four subsections.

4.1 Hop-by-Hop Redirection

The first scheme we consider would operate at the IP layer. It
woul d cut out extra hops one by one, with each router in the path
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operating on local information only. This approach requires both
host and router changes but no routing protocol changes.

The basic idea is that the first-hop router, upon observing that
the next hop is within the sane SM sends a foreign Redirect to
the source, redirecting it to the next hop. Successive
application of this algorithmat each internmediate router will
eventual ly result in a direct path fromsource host to destination
host, if both are within the same SM

Suppose that Ha wants to send a datagramto Hd. W use the
notation IP.a for the IP address of entity a, and LL.a for the
corresponding LL address. Each line in the foll owing shows an I P
dat agram and the path that datagramw |l follow, separated by a
colon. The notation "Redirect( h, IP.a)" nmeans a Redirect
specifying IP.a as the best next hop to reach host h.

(1) Datagram1l: Ha -> R2 -> R3 -> R4 -> Hd

(2) Redirect(Hd, IP.R3): R2 -> Ha

(3) Datagram?2: Ha -> R3 -> R4 -> Hd

(4) Redirect(Hd, IP.R4): R3 -> Ha

(5) Datagram3: Ha -> R4 -> Hd

(6) Redirect(Hd, IP.Hd): R4 -> Ha

(7) Datagram4: Ha -> Hd

There are three problens to be solved to nake hop- by-hop
redirection work; we |abel them HHL, HH2, and HH3.

HH1: Each router nust be able to resolve the LL address of the
source Ha, to send a (foreign) Redirect.

Let us assune that the link | ayer provides the source LL
address when an | P datagramarrives. |If the router
determ nes that a Redirect should be sent, then it will be
sent to the source LL address of the received datagram

HH2: A source host nust be able to perform address resolution to
obtain the LL address of each router to which it is
redirected.

It would be possible for each router R upon sending a
Redirect to Ha, to also send an unsolicited ARP Reply point-
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to-point to LL.Ha, updating Ha's ARP cache with LL.R
However, there is not guarantee that this unsolicited ARP
Reply woul d be delivered. If it was |lost, there would be a
forwarding black hole. The host could recover by starting
over fromthe original default router; however, this may be
too inefficient a solution.

A much nore direct and efficient solution would introduce an
extended | CVP Redirect nmessage (call it XRedirect) that
carries the LL address as well as the |IP address of the
target. This would renove the issue of reliable delivery of
the unsolicited ARP described earlier, because the fate of
the LL address would be shared with the I P target address;
both woul d be delivered or neither would. (An XRedirect is
essentially the sanme as a Redirect in the OSI ES-1S

prot ocol).

Usi ng XRedirect, the previous exanpl e becones:

(1) Datagraml: Ha -> R2 -> R3 -> R4 -> Hd

(2) XRedirect(Hd, IP.R3, LL.R3): R2 -> Ha

(3) Datagram?2: Ha -> R3 -> R4 -> Hd

(4) XRedirect(Hd, IP.R4, LL.R4): R3 -> Ha

(5) Datagram3: Ha -> R4 -> Hd

(6) XRedirect(Hd, IP.Hd, LL.Hd): R4 -> Ha

(7) Datagram4: Ha -> Hd
Each router should be able to recognize when it is the first
hop in the path, since a Redirect should be sent only by the
first hop router. Unfortunately this will be possible only
if the LL address corresponding to the I P source address has

been cached froman earlier event; a router in this chain
determ nes the LL address of the source fromthe arriving

datagram (see HHL above). If it cannot determ ne whether it
is the first hop, a router nust always send an [ X] Redirect,
which will be spurious if the router is not the first hop.

Such spurious [X]Redirects will be sent to the I P address of

t he source host, but using the LL address of the previous-hop
router. The propagation scope of [X]Redirects can be linmted
to a single IP hop (see below), so they will go no further
than the previous-hop router, where they will be discarded.
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However, there will be sone router overhead to process these
usel ess [ X] Redirects

Next, we discuss the changes in hosts and in routers required for
hop- by-hop redirection

0 Host Changes

The Host Requirenments RFC [ RFC-1122] specifies the host
mechani sm for routing an outbound datagramin terns of
sending the datagramdirectly to a |ocal destination or else
to the first hop router (to reach a foreign destination)
[RFC-1122 3.3.1]. Al though this mechani smassunes a | oca
address, a foreign address for a first-hop router should work
equal ly well.

The target address contained in the routing cache is updated
by Redirect nessages. There is currently a restriction on
what target addresses may be accepted in Redirect nessages

[ RFC-1122 3.2.2.2], which would prevent foreign Redirects
from wor ki ng:

A Redirect nessage SHOULD be silently discarded if the
new router address it specifies is not on the sane
connected (sub-) net through which the Redirect arrived,
or if the source of the Redirect is not the current
first-hop router for the specified destination

To support foreign Redirects requires sinply renoving the
first validity check. The second check, which requires an
acceptabl e Redirect to conme fromthe node to which the
datagramthat triggered the Redirect was sent, is retained.
The sane validity check would be used for XRedirects.

In order to send a datagramto the target address found in
the routing cache, a host nust resolve the IP address into a
LL address. No change shoul d be necessary in the host’s |P-
to-LL resolution nechanismto handle a foreign rather than a
| ocal address.

The Hop-by-Hop redirection requires changes to the senmantics
of the IP address that an I CVP Redirect is allowed to carry.
Under the present definition [Postel 81b], an | CVP Redirect
nmessage is only allowed to carry an I P address of a router

In order for the hop-by-hop redirection mechanismto
elimnate all router hops, allowing two hosts connected to
the same SMto communicate directly, a [ X] Redirect nessage
must be able to carry the | P address of the destination host.
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0 Rout er Changes

The router changes required for hop-by-hop redirection are
much nore extensive than the host changes. The exanpl es
given earlier showed the additional router functions that
woul d be needed.

Consider a router that is connected to an SM Wen it
receives a datagramfromthe SM it tests whether the next
hop is on the sane SM and if so, it sends a foreign
XRedirect to the source host, using the link |ayer address
wi th which the datagram arrived.

A router should avoid sending nore than a linmited nunber of
successive foreign Redirects to the same host. This is
necessary because an unnodified host may legitimately ignore
a Redirect to a foreign network and continue to forward
datagrans to the sane router. A router can acconplish this
limtation by keeping a cache of foreign Redirects sent.

Note that foreign Redirects generated by routers according to
these rules, like the current |ocal Redirects, may trave
exactly one link-layer hop. It is therefore reasonable and
desirable to set their TTL to 1, to ensure they cannot stray
out side the SM

The extra check needed to determni ne whether to generate a
Redirect may incur additional processing and thus result in a
perfornmance degradation; to avoid this, a router may not
performthe check at all but just forward the packet. The
schenme with [ X Redirects is not applicable to such a router.

Finally, note that the hop-by-hop redirection schenme is only
appl i cabl e when the source host is connected to an SM since
routers do not listen to Redirects. To optimze the
forwarding of transit traffic between entry and exit border
routers, an extension to routing is required, as discussed in
the followi ng section. Conversely, an extension to the
routi ng protocol cannot be used to optim ze forwarding
traffic froma host connected to the SM since a host should
not listen to routing protocols.

4.2 Extended Routing
The routing protocols nay be nodified to carry additional
information that is specific to the SM The router could use the

attribute "SameSM' for a route to deduce the shortest path to be
reported to its neighbors. It could also carry the LL addresses
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wi th each router | P address.

For exanple, the extended routing protocol would allow R2 to know
that R4 is the best next-hop to reach the destination network in
the sane SM and to know both IP.R4 and LL.R4, leading to the path
Ha- >R2- >R4->Hb. Further optinization cannot be done with extended
routing al one, since the host does not participate in routing, and
because we want the routing protocol to handle only per-network

i nformati on, not per-host information. Hop-by-hop redirection
could then be used to elininate all router hops, as in the

foll om ng sequence:

(1) Datagram1l: Ha -> R2 -> R4 -> Hd
(2) XRedirect(Hd, IP.R4, LL.R4): R2 -> Ha
(3) Datagram 2: Ha -> R4 -> Hd
(4) XRedirect(Hd, IP.Hd, LL.Hd): R4 -> Ha
(5) Datagram 3: Ha -> Hd
There are three aspects to the routing protocol extension:
(1) the ability to pass "third-party" information -- a router
shoul d be able to specify the address (IP address and perhaps
LL address) of sone other router as the next-hop;

(2) know edge of the "SameSM' attribute for routes; and

(3) know edge of LL addresses corresponding to |IP addresses of
routers within the sanme SM

A router nust be able to deternmine that a particular |IP address
(e.g., the source address) is in the same SM There are several
possi bl e ways to nake this information available to a router in

t he SM

(1) A router may use a single physical interface to an SM this
inplies that all its logical interfaces lie within the sane
SM

(3) There mnight be some administrative structure in the IP
addresses, e.g., all IP addresses within a particul ar
nati onal SM m ght have a common prefix string.

(3) There might be configuration information, either local to the
router or available fromsone centralized server (e.g, the
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DNS). Note that a router could consult this server in the
background while continuing to forward datagrans w t hout
delay. The only consequence of a delay in obtaining the
"SameSM' i nformati on woul d be some unnecessary (but
tenmporary) hops.

4.3 Extended Proxy ARP

The approach of Hei nanen [Hei nanen93] was intended to solve the
probl em of address resolution in a shared mediumw th no broadcast

nmechani sm (" Non- Br oadcast, Milti Access" or NBMA). | magi ne that
the shared nediumhas a single I P network nunber, i.e., it is one
network "cloud". Heinanen envisions a set of AR Servers within

this medium These AR Servers run some routing protocol anong
thensel ves. A source host issues an ARP Request (via a point-to-
point LL transmi ssion) to an AR Server with which it is

associ ated. This ARP Request is forwarded hop-by-hop at the link
| ayer through the AR Servers, towards the AR Server that is

associ ated with the destination host. That AR Server resolves the
address (using information | earned from either host advertisenent
or a configuration file), and returns an ARP Reply back through
the AR Servers to the source host.

Ha Hb Hc Hd
I I I I
EE BEEEREEEEEE IEEEEEETREE IETEEETTEES | .-
( _ _ )
( Shared Medi um (One Logi cal Networ k) )
(
R EEIEEREETEEE EEEEEEERREES EEEREEETEE -] -
(. I I I I
R | | e
| ARSa| | AR Sb | | ARSc | | ARSd |
l_ N I I | I
Figure 3. Single-C oud Shared Medi um
Fi gure 3 suggests that each of the hosts Ha, ... Hd is associated

with a corresponding AR Server "AR Sa", ..."AR Sd".

This sane schene could be applied to the LIS nodel of Figure 2.
The AR Servers would be inplenmented in the routers, and if the
medi um supports broadcast then the hosts woul d be configured for
proxy ARP. That is, the host would be told that all destinations
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are local, so it will always issue an ARP request for the fina
destination. The set of AR Servers would resolve this request.
Since routing | oops are a constant possibility, Heinanen's
proposal includes the addition of a hop count to ARP requests and

replies.

Li ke all proxy ARP schenes, this one has a seductive sinplicity.

However, solving the SM problemat the LL has several costs. It
requires a conplete round-trip tinme before the first datagram can
flow It requires a hop count in the ARP packet. This seens |ike

atip-off that the link layer may not be the nost appropriate
pl ace to solve the SM probl em

4.4 Routing Query Messages

Thi s schenme [Hal pern93] introduces a new I P | evel nechanism SM
routing query and reply nmessages. These nessages are forwarded as
| P dat agranms hop-by-hop in the direction of the destination
address. The exit router can return a reply, agai n hop-by- hop,
that finally reaches the source host as an XRedirect. It would

al so be possible (but not necessary) to nodify hosts to initiate
these queri es.

The query/reply pair is supplying the same information that we
woul d add to routing protocols under Extended Routing. However,
the Query/Reply nmessages would all ow us to keep the current
routing protocols unchanged, and would al so provide the extra
information only for the routes that are actually needed, thus
reduci ng the routing overhead. Note that the Query/Reply sequence
can happen in parallel with forwarding the initial datagram hop-
by-hop, so it does not add an extra round-trip del ay.

4.5 Stale Routing Information

We nust consi der what happens when the network topol ogy changes.
The techni que of extended routing (Section 4.2) is capable of

provi ding sufficient assurances that stale information will be
purged fromthe systemw thin the convergence tinme associated with
a particular routing protocol being used.

However, the three other techniques (hop-by-hop redirection,

ext ended Proxy ARP, and routing query messages) nay be expected to
provi de m ni mal -hop forwarding only as |long as the network

t opol ogy renai ns unchanged since the tinme such informati on was
acquired. Changes in the topology may result in a change in the
nm ni mal - hop path, so that the first-hop router nmay no |onger be
the correct choice. |If the host that is using this first-hop
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router is not aware of the changes, then instead of a m nimal-hop
path the host could be using a path that is now subopti nal
per haps highly sub-optimal, with respect to the nunmber of hops.

Fut hernmore, use of the information acquired via either extended
Proxy ARP or routing query nmessages to optinize routing between
routers attached to the same SMis highly problematic, because
presence of stale information on routers could result in
forwardi ng | oops that might persist as long as the information
isn't purged; neither approach provides suitable handling of stale
i nformati on.

4.6 Inplications of Filtering (Firewalls)

For a variety of reasons an admnistrator of a LIS may erect IP
Layer firewalls (performIP-layer filtering) to constrain LL
connectivity between the hosts/routers within the LIS and
hosts/routers in other LISs within the same SM To avoid

di sruption in forwarding, the mechani sns described in this
docunment need to take into account such firewalls.

Using [ X]Redirects requires a router that generates an [ X] Redirect
to be cogni zant of possible Link Layer connectivity constraints
between the router that is specified as the Next Hop in the
Redirect and the host that is the target of the Redirect.

Usi ng extended routing requires a router that originates and/or
propagates "third-party" information be cogni zant of the possible
Li nk Layer connectivity constraints. Specifically, a router should
not propagate "third-party" information when there is a |ack of

Li nk Layer connectivity between the router depicted by the
information and the router which is the i mmedi ate recipient of
that information

Usi ng extended proxy ARP requires an ARP Server not to propagate
an ARP Request to another ARP server if there are Link Layer
connectivity constraints between the originator of the ARP Request
and the other ARP server.

Using SMrouting query and reply nessages requires the routers
that pass the nessages to be aware of the possible Link Layer
connectivity constraints. The flow of nessages need to refl ect
t hese constraints.
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5. SECURI TY CONSI DERATI ONS

We shoul d di scuss the security issues raised by our suggested
changes. W should note that we are not tal king about "real"
security here; real Internet security will require cryptographic
techni ques on an end-to-end basis. However, it should not be easy to
subvert the basic delivery nmechanismof |IP to cause datagrans to fl ow
to unexpected pl aces.

Wth this understanding, the security problens arise in two pl aces:
the | CVP Redirect nessages and the ARP replies.

* | CMP Redirect Security

We may reasonably require that the routers be secure. They are
general ly under centralized admnistrative control, and we may

assune that the routing protocols will contain sufficient
aut henti cation nmechanisns (even if it is not currently true).
Therefore, a host will reasonably be able to trust a Redirect

that conmes froma router.

However, it will NOT be reasonable for a host to trust another
host. Suppose that the target host in the exanples of Section
4.1 is untrustworthy; there is no way to prevent its issuing a
new Redirect to sonme other destination, anywhere in the
Internet. On the other hand, this exposure is no worse than it
was; the target host, once subverted, could always act as a

hi dden router to forward traffic el sewhere.

* ARP Security

Currently, an ARP Reply can conme only fromthe |ocal network,
and a physically isolated network can be admi nistrative secured
from subversi on of ARP. However, an ARP Reply can cone from
anywhere within the SM and an evil-doer can use this fact to
divert the traffic flow fromany host within the SM

[ Bel I ovi n89] .

The XRedirect closes this security hole. Validating the
XRedirect (as coming fromthe node to which the | ast datagram
was sent) will also validate the LL address.

Anot her approach is to validate the source address from which
the ARP Reply was received (assuming the link |ayer protocol
carries the source address and the driver supplies it). An
acceptable ARP reply for destination |P address D can only cone
fromLL address x, where the routing cache naps D -> E and the
ARP cache gives x as the translation of E. This validation,
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i nvol ving both routing and ARP caches, might be ugly to
inmplement in a strictly-layered inplenentation. It would be
natural if layering were already violated by combining the ARP
cache and routing cache.

It is possible for the link |ayer to have security nechani sms t hat

could interfere with I P-layer connectivity. In particular, there
coul d possible be non-transitivity of logical interconnection within
a shared nedium In particular, sone |large public data networks may

i nclude configuration options that could allow Net Ato talk to Net B
and Net Bto talk to Net C, but prevent Afromtalking directly to C
In this case, the routing protocols have to be sophisticated enough
to handl e such anomali es.

6. CONCLUSI ONS

We have di scussed four possible extensions to the Internet
architecture to allow hop-efficient forwarding of IP datagrans within
shared nedia, when this optimization is allowed by IP-Iayer
firewalls. W do not draw any conclusions in this paper about the
best nechani sns.

Qur suggested extensions are evolutionary, |eaving intact the basic

i deas of the current Internet architecture. It would be possible to
make (and sone have suggested) nuch nore radical changes to
accomodat e shared nedia. In the extrene, one could entirely abolish

the inner clouds in Figure 2, so that there would be no | ogical
network structure within the SM The I P addresses would then be

| ogi cal, and some mechani sm of distributed servers would be needed to
find routes within this random haze. W think this approach ignores
all the requirenents for managenent and security in today' s Internet.
It might nake a good research paper, but it would not be good

I nternet design strategy.
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