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Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

This meno defines an initial application of classical IP and ARP in
an Asynchronous Transfer Mde (ATM network environnent configured as
a Logical IP Subnetwork (LIS) as described in Section 3. This neno
does not preclude the subsequent devel opnent of ATM technol ogy into
areas other than a LIS; specifically, as single ATM networks grow to
repl ace many ethernet |ocal LAN segments and as these networks becone
gl obal Iy connected, the application of IP and ARP will be treated
differently. This nmeno considers only the application of ATMas a
direct replacenment for the "wires" and | ocal LAN segnments connecti ng
| P end-stations ("nmenbers") and routers operating in the "classical"
LAN- based paradi gm |ssues raised by MAC | evel bridging and LAN

emul ati on are beyond the scope of this paper

This neno i ntroduces general ATM technol ogy and nonencl at ure.
Readers are encouraged to review the ATM Forum and | TU- TS (formerly
CCTT) references for nore detailed information about ATM

i npl enent ati on agreenents and standards.
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1. Conventions

The follow ng | anguage conventions are used in the itens of
specification in this docunent:

o] MUST, SHALL, or MANDATCRY -- the itemis an absol ute requirenent
of the specification.

o] SHOULD or RECOVMMEND -- this itemshould generally be followed for
all but exceptional circunstances.

o] MAY or OPTIONAL -- the itemis truly optional and rmay be fol |l owed
or ignored according to the needs of the inplenentor.

2. Introduction

The goal of this specification is to allow conpatible and

i nteroperabl e inplenentations for transmitting |IP datagrans and ATM
Address Resol ution Protocol (ATMARP) requests and replies over ATM
Adapt ation Layer 5 (AAL5)[2,6].

Note: this nmenpo defines only the operation of |IP and address
resolution over ATM and is not nmeant to describe the operation of
ATM networks. Any reference to virtual connections, permanent virtual
connections, or switched virtual connections applies only to virtua
channel connections used to support |IP and address resol ution over
ATM and thus are assuned to be using AAL5. This neno places no
restrictions or requirenents on virtual connections used for other
pur poses.

Initial deploynment of ATM provides a LAN segnent repl acenent for:
1) Local area networks (e.g., Ethernets, Token Rings and FDDI).
2) Local -area backbones between existing (non-ATM LANSs.

3) Dedicated circuits or frane relay PVCs between |IP routers.

Note: In 1), local IP routers with one or nore ATMinterfaces will be
abl e to connect islands of ATM networks. In 3), public or private
ATM Wde Area networks will be used to connect IP routers, which in

turn may or may not connect to | ocal ATM networks. ATM WANs and LANs
may be interconnected.

Private ATM networks (local or wide area) will use the private ATM
address structure specified in the ATM Forum UNl specification [9].
This structure is nodeled after the format of an OSI Network Service
Access Point Address. A private ATM address uniquely identifies an
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ATM endpoint. Public networks will use either the address structure
specified in I TUTS recommendati on E. 164 or the private network ATM

address structure. An E. 164 address uniquely identifies an interface
to a public network.

The characteristics and features of ATM networks are different than
those found in LANSs:

(0]

Laubach

ATM provi des a Virtual Connection (VC) sw tched environnment. VC
setup may be done on either a Permanent Virtual Connection (PVC)
or dynam c Switched Virtual Connection (SVC) basis. SVC cal
managenent signalling is perfornmed via inplenentations of the

Q 93B protocol [7,9].

Data to be passed by a VC is segnented into 53 octet quantities
called cells (5 octets of ATM header and 48 octets of data).

The function of mapping user Protocol Data Units (PDUs) into the
information field of the ATMcell and vice versa is perforned in
the ATM Adaptation Layer (AAL). Wwen a VCis created a specific
AAL type is associated with the VC. There are four different AAL
types, which are referred to individually as "AAL1", "AAL2",
"AAL3/ 4", and "AAL5". (Note: this nenp concerns itself with the
mappi ng of I P and ATMARP over AAL5 only. The other AAL types are
mentioned for introductory purposes only.) The AAL type is known
by the VC end points via the call setup nechanismand is not
carried in the ATMcell header. For PVCs the AAL type is

admini stratively configured at the end points when the Connection
(circuit) is set up. For SVCs, the AAL type is communi cated
along the VC path via Q93B as part of call setup establishnent
and the end points use the signaled informtion for

configuration. ATMsw tches generally do not care about the AAL
type of VCs. The AALS5 fornat specifies a packet format with a
maxi mum si ze of (64K - 1) octets of user data. Cells for an AALS
PDU are transmitted first to last, the last cell indicating the
end of the PDU. ATM standards guarantee that on a given VC, cel
ordering is preserved end-to-end. NOTE: AAL5 provides a non-
assured data transfer service - it is up to higher-Ileve

protocols to provide retransm ssion

ATM Forum si gnal I i ng defines point-to-point and point-to-
mul ti poi nt Connection setup [9]. Miltipoint-to-nultipoint VCs
are not yet specified by ITU TS or ATM Forum

An ATM Forum ATM endpoi nt address is either encoded as an NSAP
Address (NSAPA) or is an E. 164 Public-UNl address [9]. In sone
cases, both an ATM endpoi nt address and an E. 164 Public UN

address are needed by an ATMARP client to reach another host or
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router. Since the use of ATM endpoint addresses and E. 164 public
UNI addresses by ATMARP are anal ogous to the use of Ethernet
addresses, the notion of "hardware address" is extended to
enconpass ATM addresses in the context of ATMARP, even though ATM
addresses need not have hardware significance. ATM Forum NSAPAs
use the sanme basic format as U S. GOSI P NSAPAs [11]. Note: ATM
Forum addr esses shoul d not be construed as being U S. GOSIP
NSAPAs. They are not, the administration is different, which
fields get filled out are different, etc.

This nenp describes the initial deploynment of ATMwi thin "classical"
| P networks as a direct replacenment for |ocal area networks
(ethernets) and for IP Iinks which interconnect routers, either
within or between administrative domains. The "classical" nodel here
refers to the treatment of the ATM host adapter as a networKking
interface to the I P protocol stack operating in a LAN based paradi gm

Characteristics of the classical npdel are:

0 The same maxi numtransm ssion unit (MIU) size is used for all VCs
inalLlS[2]. (Refer to Section 5.)

0o Default LLC/ SNAP encapsul ation of |P packets.
o End-to-end IP routing architecture stays the sane.

o |P addresses are resolved to ATM addresses by use of an ATMARP
service within the LIS - ATMARPs stay within the LIS. Froma
client’s perspective, the ATMARP architecture stays faithful to
t he basic ARP nodel presented in [3].

0 One IP subnet is used for nany hosts and routers. Each VC
directly connects two I P nmenbers within the sane LIS.

Future menos will describe the operation of IP over ATM when ATM
net wor ks becone gl obally depl oyed and i nterconnect ed.

The depl oynent of ATMinto the Internet conmunity is just beginning
and will take many years to conplete. During the early part of this
period, we expect deploynment to follow traditional |P subnet
boundaries for the follow ng reasons:

0 Administrators and managers of | P subnetworks will tend to
initially follow the sane nodels as they currently have depl oyed.
The m ndset of the community will change slowy over tinme as ATM
i ncreases its coverage and builds its credibility.
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o Policy adnministration practices rely on the security, access,
routing, and filtering capability of IP Internet gateways: i.e.
firewalls. ATMwi Il not be allowed to "back-door" around these
mechani sns until ATM provi des better nanagenent capability than
the existing services and practi ces.

o Standards for global IP over ATMw Il take sone time to conplete
and depl oy.

This meno details the treatnent of the classical nodel of IP and
ATMARP over ATM This neno does not preclude the subsequent treatnent
of ATM networks within the I P framework as ATM becones gl obal ly

depl oyed and interconnected; this will be the subject of future
docunents. This neno does not address issues related to transparent
data link layer interoperability.

3. | P Subnetwork Configuration

In the LIS scenario, each separate adnministrative entity configures
its hosts and routers within a closed |ogical |IP subnetwork. Each
LI S operates and conmuni cat es i ndependently of other LISs on the sane
ATM networ k. Hosts connected to ATM comuni cate directly to other
hosts within the same LI'S. Conmunication to hosts outside of the
local LIS is provided via an IP router. This router is an ATM
Endpoi nt attached to the ATM network that is configured as a nenber
of one or nore LISs. This configuration may result in a nunber of
disjoint LISs operating over the sane ATM network. Hosts of differing
| P subnets MJST conmunicate via an internmediate | P router even though
it may be possible to open a direct VC between the two | P nmenbers
over the ATM network.

The requirements for |IP nenbers (hosts, routers) operating in an ATM
LIS configuration are:

0 Al menbers have the sane | P networ k/subnet nunber and address
mask [8].

o] Al'l menbers within a LIS are directly connected to the ATM
net wor k.

o Al nenbers outside of the LIS are accessed via a router
o Al nmenbers of a LIS MUST have a mechani smfor resolving IP
addresses to ATM addresses via ATMARP (based on [3]) and vice

versa via | nATMARP (based on [12]) when using SVCs. Refer to
Section 6 "Address Resolution” in this neno.
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o] Al'l menbers of a LIS MJUST have a nechanismfor resolving VCs to
| P addresses via | nATMARP (based on [12]) when using PVCs. Refer
to Section 6 "Address Resolution" in this meno.

o] Al menbers within a LIS MJUST be able to communicate via ATMwi th
all other nenbers in the sanme LIS; i.e., the virtual Connection
t opol ogy underlying the intercomunication anong the nmenbers is
fully neshed.

The following list identifies a set of ATM specific paraneters that
MUST be inplenented in each IP station connected to the ATM net wor k:

o] ATM Har dwar e Address (atn$ha). The ATM address of the individua
| P station.

o0 ATMARP Request Address (atnfarp-req). atnfarp-req is the ATM
address of an individual ATMARP server |ocated within the LIS
In an SVC environnent, ATMARP requests are sent to this address
for the resolution of target protocol addresses to target ATM
addresses. That server MJST have authoritative responsibility
for resolving ATMARP requests of all I P nmenbers within the LIS.
Note: if the LIS is operating with PVCs only, then this paraneter
may be set to null and the IP station is not required to send
ATMARP requests to the ATMARP server

It is RECOWENDED that routers providing LIS functionality over the
ATM network al so support the ability to interconnect nmultiple LISs.
Routers that wish to provide interconnection of differing LI Ss MJST
be able to support nultiple sets of these paraneters (one set for
each connected LI'S) and be able to associate each set of paraneters
to a specific I P network/ subnet nunber. In addition, it is
RECOMVENDED t hat a router be able to provide this nmultiple LIS
support with a single physical ATMinterface that nay have one or
nore individual ATM endpoi nt addresses. Note: this does not
necessarily mean different End Systemldentifiers (ESIs) when NSAPAs
are used. The last octet of an NSAPA is the NSAPA Sel ector (SEL)
field which can be used to differentiate up to 256 different LISs for
the same ESI. (Refer to Section 5.1.3.1, "Private Networks" in [9].)

4. Packet For mat
| npl ement ati ons MUST support | EEE 802.2 LLC/ SNAP encapsul ati on as
described in [2]. LLC/ SNAP encapsulation is the default packet
format for |P datagrans.
This nenp recogni zes that other encapsul ati on nmethods nmay be used

however, in the absence of other know edge or agreenent, LLC SNAP
encapsul ation is the default.
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This nenp recogni zes the future depl oynment of end-to-end signalling

within ATMthat will allow negotiation of encapsul ation nethod on a
per-VC basis. Signalling negotiations are beyond the scope of this
neno.

5. MU Si ze

The default MIU size for | P nmenbers operating over the ATM network
SHALL be 9180 octets. The LLC/ SNAP header is 8 octets, therefore the
default ATM AAL5 protocol data unit size is 9188 octets [2]. In
classical | P subnets, values other than the default can be used if
and only if all nenbers in the LIS have been configured to use the
non-def aul t val ue.

This nenp recogni zes the future deploynment of end-to-end signalling
within ATMthat will allow negotiation of MU size on a per-VC basis.
Signal Il i ng negotiati ons are beyond the scope of this docunent.

6. Address Resol ution

Address resolution within an ATM I ogi cal | P subnet SHALL nmake use of
the ATM Address Resol ution Protocol (ATMARP) (based on [3]) and the

| nverse ATM Address Resol ution Protocol (InATMARP) (based on [12]) as
defined in this neno. ATMARP is the sane protocol as the ARP
protocol presented in [3] with extensions needed to support ARP in a

uni cast server ATM environment. |nATMARP is the sane protocol as the
original InARP protocol presented in [12] but applied to ATM
networks. All IP stations MJST support these protocols as updated

and extended in this menmb. Use of these protocols differs depending
on whether PVCs or SVCs are used.

6.1 Pernmanent Virtual Connecti ons

An | P station MJUST have a nmechani sm (eg. manual configuration) for
determ ning what PVCs it has, and in particular which PVCs are being
used with LLC SNAP encapsul ation. The details of the nechanismare
beyond the scope of this neno.

Al'l | P nenbers supporting PVCs are required to use the Inverse ATM
Address Resol ution Protocol (InATMARP) (refer to [12]) on those VCs
usi ng LLC/ SNAP encapsul ation. In a strict PVC environnment, the
receiver SHALL infer the relevant VC fromthe VC on which the

| NATMARP request (I nARP_REQUEST) or response (I nARP_REPLY) was
received. Wen the ATM source and/or target address is unknown, the
correspondi ng ATM address length in the I nATMARP packet MJST be set
to zero (0) indicating a null length, otherw se the appropriate
address field should be filled in and the corresponding | ength set
appropriately. InATMARP packet format details are presented later in
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this neno.

Directly from[12]: "Wen the requesting station receives the |InARP
reply, it may conplete the [ATMARP table entry and use the provided
address information. Note: as with [ATMARP, information |earned via
I n[ ATM ARP may be aged or invalidated under certain circunstances."
It is the responsibility of each IP station supporting PVCs to re-
validate [ ATM ARP table entries as part of the aging process. See
Section 6.5 on "ATMARP Tabl e Agi ng".

6.2 Switched Virtual Connections

SVCs require support for ATMARP in the non-broadcast, non-nulticast
envi ronnent that ATM networks currently provide. To neet this need a
singl e ATMARP Server MJST be |ocated within the LIS. This server MJST
have authoritative responsibility for resolving the ATMARP requests
of all IP nenbers within the LIS

The server itself does not actively establish connections. It
depends on the clients in the LISto initiate the ATMARP regi stration
procedure. An individual client connects to the ATMARP server using
a point-to-point VC. The server, upon the conpletion of an ATM

cal |/ connection of a new VC specifying LLC SNAP encapsul ation, will
transnit an | nATMARP request to deternine the I P address of the
client. The InATMARP reply fromthe client contains the informtion
necessary for the ATMARP Server to build its ATMARP table cache. This
information is used to generate replies to the ATMARP requests it
receives.

The ATMARP Server nechanismrequires that each client be

admini stratively configured with the ATM address of the ATMARP Server
atnarp-req as defined earlier in this meno. There is to be one and
only one ATMARP Server operational per logical IP subnet. It is
RECOMVENDED t hat the ATMARP Server also be an IP station. This
station MJUST be admi nistratively configured to operate and recogni ze
itself as the ATMARP Server for a LIS. The ATMARP Server MJST be
configured with an I P address for each logical |IP subnet it is
serving to support | nATMARP requests.

Thi s meno recogni zes that a single ATMARP Server is not as robust as
mul ti pl e servers which synchroni ze their databases correctly. This
docunent is defining the client-server interaction by using a sinple,
singl e server approach as a reference nodel, and does not prohibit
nmor e robust approaches which use the sanme client-server interface.
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6.3 ATMARP Server Operational Requirenents

The ATMARP server accepts ATM cal |l s/ connections from ot her ATM end
points. At call setup and if the VC supports LLC/ SNAP encapsul ati on,
the ATMARP server will transmt to the originating ATM station an

| NATMARP request (I nARP_REQUEST) for each logical |IP subnet the
server is configured to serve. After receiving an | nATMARP reply

(I nARP_REPLY), the server will exanmine the |IP address and the ATM
address. The server will add (or update) the <ATM address, IP
address> map entry and tinmestanp into its ATMARP table. |If the

| NATMARP | P address duplicates a table entry |IP address and the

| NATMARP ATM address does not natch the table entry ATM address and
there is an open VC associated with that table entry, the | nATVMARP
information is discarded and no nodifications to the table are nade.
ATMARP table entries persist until aged or invalidated. VC call tear
down does not renove ATMARP table entries.

The ATMARP server, upon receiving an ATMARP request (ARP_REQUEST),
will generate the correspondi ng ATMARP reply (ARP_REPLY) if it has an
entry inits ATMARP table. Oherwise it will generate a negative
ATMARP reply (ARP_NAK). The ARP_NAK response is an extension to the
ARMARP protocol and is used to inprove the robustness of the ATMARP
server nechanism Wth ARP_NAK, a client can determine the

di fference between a catastrophic server failure and an ATMARP tabl e
| ookup failure. The ARP_NAK packet format is the sane as the

recei ved ARP_REQUEST packet format with the operation code set to
ARP_NAK, i.e., the ARP_REQUEST packet data is nmerely copied for
transni ssion with the ARP_REQUEST operation code reset to ARP_NAK

Updating the ATMARP table information tinmeout, the short form when
the server receives an ATMARP request over a VC, where the source IP
and ATM address match the association already in the ATMARP tabl e and
the ATM address matches that associated with the VC, the server may
update the tinmeout on the source ATMARP table entry: i.e., if the
client is sending ATMARP requests to the server over the sane VC that
it used to register its ATMARP entry, the server shoul d exani ne the
ATMARP requests and note that the client is still "alive" by updating
the tinmeout on the client’s ATMARP table entry.

Addi ng robustness to the address resol ution nechani sm using ATMARP:
when the server receives an ARP_REQUEST over a VC, it exam nes the
source information. |If there is no IP address associated with the VC
over which the ATMARP request was received and if the source IP
address is not associated with any other connection, then the server
will add the <ATM address, |P address> entry and tinmestanp into its
ATMARP t abl e and associate the entry with this VC
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6.4 ATMARP Client Operational Requirenents

The ATMARP client is responsible for contacting the ATMARP server to
register its own ATMARP information and to gain and refresh its own
ATMARP entry/informati on about other |IP nmenbers. This neans, as

not ed above, that ATMARP clients MJUST be configured with the ATM
address of the ATMARP server. ATMARP clients MJUST:

1. Initiate the VC connection to the ATMARP server for
transmtting and receiving ATMARP and | nATMARP packets.

2. Respond to ARP_REQUEST and | nARP_REQUEST packets received on
any VC appropriately. (Refer to Section 7, "Protocol Operation”
in[12].)

3. CGenerate and transmt ARP_REQUEST packets to the ATMARP server
and to process ARP_REPLY and ARP_NAK packets fromthe server
appropriately. ARP_REPLY packets should be used to
build/refresh its own client ATMARP table entries.

4. Generate and transmit | nARP_REQUEST packets as needed and to
process | nARP_REPLY packets appropriately. |nARP_REPLY packets
shoul d be used to build/refresh its own client ATMARP table
entries. (Refer to Section 7, "Protocol Operation" in [12].)

5. Provide an ATMARP table aging function to renove its own old
client ATMARP tables entries after a convenient period of tine.

Note: if the client does not maintain an open VC to the server, the
client MIST refresh its ATMARP information with the server at | east
once every 20 mnutes. This is done by opening a VC to the server

and exchanging the initial |nATMARP packets.

6.5 ATMARP Tabl e Agi ng
An ATMARP client or server MJST have know edge of any open VCs it has
(permanent or switched), their association with an ATMARP tabl e
entry, and in particular, which VCs support LLC/ SNAP encapsul ati on.

Client ATMARP table entries are valid for a maxinumtine of 15
m nut es.

Server ATMARP table entries are valid for a mnimumtinme of 20
m nut es.

Prior to aging an ATMARP table entry, an ATMARP server MJST generate

an | nARP_REQUEST on any open VC associated with that entry. If an
| NARP_REPLY is received, that table entry is updated and not del et ed.
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If there is no open VC associated with the table entry, the entry is
del et ed.

When an ATMARP table entry ages, an ATMARP client MJST invalidate the
table entry. If there is no open VC associated with the invalidated
entry, that entry is deleted. In the case of an invalidated entry and
an open VC, the ATMARP client nust revalidate the entry prior to
transnitting any non address resolution traffic on that VC. In the
case of a PVC, the client validates the entry by transmtting an

| NARP_REQUEST and updating the entry on receipt of an I nARP_REPLY. In
the case of an SVC, the client validates the entry by transmtting an
ARP_REQUEST to the ATMARP Server and updating the entry on receipt of
an ARP_REPLY. If a VC with an associated invalidated ATMARP tabl e
entry is closed, that table entry is renoved.

6.6 ATMARP and | nATMARP Packet For mat

I nternet addresses are assignhed i ndependently of ATM addresses. Each
host inplenentati on MJUST know its own I P and ATM address(es) and MJST
respond to address resolution requests appropriately. |P nmenbers
MUST al so use ATMARP and | nATMARP to resolve I P addresses to ATM

addr esses when needed.

The ATMARP and | nATMARP protocol s use the same hardware type
(ar$hrd), protocol type (ar$pro), and operation code (ar$op) data
formats as the ARP and I nARP protocols [3,12]. The location of these
fields within the ATMARP packet are in the sane byte position as
those in ARP and | nARP packets. A unique hardware type val ue has
been assigned for ATMARP. I n addition, ATMARP makes use of an
addi ti onal operation code for ARP_NAK. The remminder of the
ATMARP/ | NATMARP packet format is different than the ARP/INnARP packet
format.

The ATMARP and | nATMARP protocol s have several fields that have the
follow ng format and val ues:

Dat a:
ar $hrd 16 bits Hardware type
ar $pro 16 bits Protocol type
ar $sht | 8 bits Type & length of source ATM nunber (q)
ar $sst | 8 bits Type & length of source ATM subaddress (r)
ar $op 16 bits Operation code (request, reply, or NAK)
ar $spln 8 bits Length of source protocol address (s)
ar $t ht 8 bits Type & length of target ATM nunber (Xx)
ar$t st 8 bits Type & length of target ATM subaddress (y)
ar$tpln 8 bits Length of target protocol address (z)
ar $sha goctets source ATM nunber
ar $ssa roctets source ATM subaddress
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ar $spa soctets source protocol address
ar $t ha xoctets target ATM nunber
ar $t sa yoctets target ATM subaddress
ar $t pa zoctets target protocol address
Wher e:
ar$hrd - assigned to ATM Forum address famly and is

19 deci mal (0x0013) [4].

ar$pro - see Assigned Nunbers for protocol type nunber for
t he protocol using ATMARP. (I P is 0x0800).

ar $op - The operation type val ue (decinmal):
ARP_REQUEST =1
ARP_REPLY =2
| NARP_REQUEST = 8
| NARP_REPLY =9
ARP_NAK = 10
ar$spln - length in octets of the source protocol address. For
P ar$spln is 4.
ar$tpln - length in octets of the target protocol address. For
P ar$tpln is 4.
ar$sha - source ATM nunber (E. 164 or ATM For um NSAPA)
ar$ssa - source ATM subaddress (ATM Forum NSAPA)
ar$spa - source protocol address
ar$tha - target ATM nunber (E. 164 or ATM For um NSAPA)
ar$tsa - target ATM subaddress (ATM Forum NSAPA)
ar$tpa - target protocol address
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The encoding of the 8-bit type and |l ength value for ar$shtl,
ar$sstl, ar$thtl, and ar$tstl is as foll ows:

M5B 8 7 6 5 4 3 2 1 LSB
F-- - - - F-- - - - F-- - - - F-- - - - F--- - - F--- - - F--- - - +--- - - +
| O | 21/0 | Cctet length of address |
F-- - - - F-- - - - F-- - - - F-- - - - F--- - - F--- - - F--- - - +--- - - +
Wher e:

bit.8 (reserved) 0 (for future use)

0 ATM For um NSAPA f or mat
1 E. 164 fornat

bit.7 (type)

bit.6-1 (Iength) 6 bit unsigned octet |ength of address

(MSB = bit.6, LSB = bit.1)

ATM addresses in Q 93B (as defined by the ATM Forum UNI 3.0
signalling specification [9]) include a "Calling Party Nunber
Information Elenent” and a "Calling Party Subaddress | nfornation

El ement”. These Information Elenents (l1Es) SHOULD nap to

ATMARP/ | NATMARP sour ce ATM nunber and source ATM subaddress
respectively. Furthernore, ATM Forum defines a "Called Party Nunber
Information Elenent” and a "Called Party Subaddress |nformation

El enent”. These I Es map to ATMARP/ | NATMARP target ATM nunber and
target ATM subaddress respectively.

The ATM Forum defines three structures for the conbi ned use of nunber
and subaddress [9]:

ATM Nunber ATM Subaddr ess
Structure 1 ATM For um NSAPA nul |
Structure 2 E. 164 nul |
Structure 3 E. 164 ATM For um NSAPA

| P menbers MJST register their ATM endpoint address with their ATMARP
server using the ATM address structure appropriate for their ATM
network connection: i.e., LISs inplenented over ATM LANs fol | owi ng
ATM Forum UNI 3.0 shoul d register using Structure 1; LISs inplenented
over an E. 164 "public" ATM network shoul d register using Structure 2.
A LIS inplemented over a conbination of ATM LANs and public ATM
networks may need to register using Structure 3. |nplenentations
based on this neno MJST support all three ATM address structures.

ATMARP and | nATMARP requests and replies for ATM address structures 1
and 2 MJUST indicate a null ATM subaddress; i.e., ar$sstl.type = 1 and
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ar$sstl.length = 0 and ar$tstl.type = 1 and ar$tstl.length = 0. \Wen
ar$sstl.length and ar$tstl.length =0, the ar$tsa and ar$ssa fields
are not present.

Not e: the ATMARP packet format presented in this nenpb is general in
nature in that the ATM nunber and ATM subaddress fields SHOULD nap
directly to the corresponding Q 93B fields used for ATM
call/connection setup signalling nessages. The IP over ATM Wbrki ng
Group expects ATM Forum NSAPA nunbers (Structure 1) to predom nate
over E. 164 nunbers (Structure 2) as ATM endpoint identifiers within
ATM LANs. The ATM Forumis VC Routing specification is not conplete
at this tinme and therefore its inpact on the operational use of ATM
Address Structure 3 is undefined. The ATM Forumw || be defining this
relationship in the future. It is for this reason that |IP nmenbers
need to support all three ATM address structures.

6.7 ATMARP/ | nNATMARP Packet Encapsul ation
ATMARP and | nATMARP packets are to be encoded in AAL5 PDUs using
LLC/ SNAP encapsul ation. The format of the AAL5 CPCS- SDU payl oad field
for ATMARP/ I NATMARP PDUs i s:

Payl oad Format for ATMARP/ | nATMARP PDUs:

oo e e e e e e e e ieoaoo- +
| LLC OxAA- AA-03 |
oo e e e e e e e e ieoaoo- +
| QU 0x00-00- 00 |
oo e e e e e e e e ieoaoo- +
| Et hertype 0x08-06 |
oo e e e e e e e e ieoaoo- +

The LLC val ue of OxAA-AA-03 (3 octets) indicates the presence of a
SNAP header.

The QU val ue of 0x00-00-00 (3 octets) indicates that the foll ow ng
two-bytes is an ethertype.

The Et hertype val ue of 0x08-06 (2 octets) indicates ARP [4].
The total size of the LLC/ SNAP header is fixed at 8-octets. This

aligns the start of the ATMARP packet on a 64-bit boundary relative
to the start of the AALS5 CPCS- SDU.
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The LLC/ SNAP encapsul ation for ATMARP/ I NATMARP presented here is
consistent with the treatnent of multiprotocol encapsulation of IP
over ATM AAL5 as specified in [2] and in the format of ATMARP over
| EEE 802 networks as specified in [5].

Traditionally, address resolution requests are broadcast to al
directly connected IP nenbers within a LIS, It is conceivable in the
future that |arger scaled ATM networks nay handl e ATMARP requests to
destinations outside the originating LIS, perhaps even globally;

i ssues raised by ATMARP' ing outside the LIS or by a gl obal ATMARP
nmechani sm are beyond the scope of this neno.

7. | P Broadcast Address

ATM does not support broadcast addressing, therefore there are no
mappi ngs avail able from | P broadcast addresses to ATM broadcast
services. Note: this lack of mapping does not restrict nmenbers from
transmtting or receiving | P datagrans specifying any of the four
standard | P broadcast address forns as described in [8]. Menbers,
upon receiving an | P broadcast or |IP subnet broadcast for their LIS,
MUST process the packet as if addressed to that station.

8. |IP Milticast Address

ATM does not support nulticast address services, therefore there are
no mappi ngs available fromIP nmulticast addresses to ATM nul ti cast
services. Current IP nulticast inplenentations (i.e., MBONE and IP
tunneling, see [10]) will continue to operate over ATM based | ogica
| P subnets if operated in the WAN confi guration

Thi s meno recogni zes the future devel opnment of ATM nulticast service
addressing by the ATM Forum Wen avail able and wi dely inpl enent ed,
the roll-over fromthe current IP nulticast architecture to this new
ATM architecture will be straightforward.

9. Security

Not all of the security issues relating to IP over ATM are clearly
understood at this time, due to the fluid state of ATM
speci fi cati ons, newness of the technol ogy, and other factors.

It is believed that ATMand IP facilities for authenticated cal
managenent, authenticated end-to-end comunications, and data
encryption will be needed in globally connected ATM networks. Such
future security facilities and their use by I P networks are beyond
the scope of this neno.
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There are known security issues relating to host inpersonation via

t he address resolution protocols used in the Internet [13]. No
speci al security mechani sns have been added to the address resol ution
mechani sm defined here for use with networks using IP over ATM

10. Open Issues

InterimLocal Managenent Interface (ILM) services will not be
generally inmplenmented initially by some providers and vendors and
will not be used to obtain the ATM address network prefix from
the network [9]. Meta-signalling does provide sonme of this
functionality and in the future we need to docunent the options.

Wel I known ATM address(es) for ATMARP servers? It would be very
handy if a nechanismwere available for determ ning the "well
known" ATM address(es) for the client’s ATMARP server in the LIS

There are many VC nmanagenent issues which have not yet been
addressed by this specification and which await the unwary

i npl erentor. For exanple, one problemthat has not yet been
resolved is how two | P nenbers deci de which of duplicate VCs can
be rel eased w thout causing VC thrashing. If two |IP stations

si mul t aneously established VCs to each other, it is tenpting to
allow only one of these VCs to be established, or to rel ease one
of these VCs inmediately after it is established. |If both IP
stations sinmultaneously decide to rel ease opposite VCs, a
thrashing effect can be created where VCs are repeatedly
established and i medi ately rel eased. For the tinme being, the
safest strategy is to allow duplicate VCs to be established and
sinply age them|like any other VCs.
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Security Considerations

Security issues are discussed in Section 9.
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