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STATUS OF THI S MEMO

The intent of this docunment is to provide a conpl ete discussion of
the protocols and techni ques used to enbed DoD standard I nternet
Protocol datagrans (and its associated higher |evel protocols) on
Net wor k Systens Corporation’s HYPERchannel [1] equi pnent.
Distribution of this neno is unlimted.

This docunent is intended for network planners and inplenentors who
are already famliar with the TCP/IP protocol suite and the

techni ques used to carry TCP/IP traffic on conmmon networks such as
the DDN or Ethernet. No great familiarity with NSC products is
assuned; an appendix is devoted to a review of NSC technol ogi es and
pr ot ocol s.

At the time of this first RFC edition, the contents of this docunent
has al ready been reviewed by about a dozen vendors and users active
in the use of TCP/IP on HYPERchannel nedia. Comments and suggestions
are still welconme (and inpl enentable,) however.
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GOALS OF THI S DOCUMENT

In this docunment, there are four mmjor technical objectives:

1

To bless a "de facto" standard for | P on HYPERchannel that has
been i npl enented by Tektronix, Cray, NASA Ames, and ot hers.

W are attenpting to resolve some interoperability problenms wth
this standard so as to mnimze the changes to existing IP on
HYPERchannel software. |If any anbiguities remain in the de facto
standard, we wish to assist in their resolution.

To address | arger networks, NSC s newer network products are
noving to a 32-bit address fromthe current 16-bit TO address.
Thi s docunent would introduce the addressing extension to the
user comunity and specify how I P datagranms woul d work in the
new addr essi ng node.

To define an Address Resol ution Protocol for HYPERchannel and
ot her NSC products. It is probably well known that current NSC
products do not support the broadcast nodes that make ARP
particularly useful. However, nmany have expressed interest in
"ARP servers" at a known network address. These servers could
fade away as NSC products with broadcast capability come into
exi stence. Host drivers that can generate and recogni ze this
ARP protocol would be prepared to take advantage of it as the

pi eces fall into place.

Part of this effort is to standardize the unofficial "nessage
type" field that reserves byte 8 of the HYPERchannel network
nmessage. To permt better interoperability, NSCwll initiate a
"network protocol registry" where any interested party may
obtain a unique value in byte 8 (or bytes 8 and 9) for their own
public, private, commercial or proprietary protocol. Lists of
assi gned protocol type nunbers and their "owners" wll be
periodically published by NSC and woul d be available to
interested parti es.
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BASI C HYPERCHANNEL NETWORK MESSAGES

Unl i ke nost datagram delivery systens, the HYPERchannel network
nmessage consists of two parts:

Message Proper

Unlinted | ength

The first part is a nessage header that can be up to 64 bytes in
length. The first 10 bytes contain information required for the
delivery of the entire nmessage, and the renmi nder can be used by

hi gher level protocols. The second part of the nessage, the

"Associ ated Data," can be optionally included with the nmessage
proper. In nost cases (transm ssion over HYPERchannel A trunks), the
Il ength of the associated data is literally unlinmted. Ohers (such
as HYPERchannel B or transmi ssion within a | ocal HYPERchannel A A400
adapter) limt the size of the Associated Data to 4K bytes. If the

i nformati on sent can be contained within the Message Proper, then the
Associ ated Data need not be sent.

HYPERchannel |ower |ink protocols treat nessages with and w thout
Associated Data quite differently; "Message only" transm ssions are
sent using abbreviated protocols and can be queued in the receiving
network adapter, thus mnimzing the el apsed tinme needed to send and
receive the nessages. Wen associated data is provided, the
HYPERchannel A adapters free their |ogical resources towards driving
the host interface and coaxial trunks.
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BASI C (16-BI T ADDRESS) MESSAGE PROPER HEADER
The first 10 bytes of the network Message Proper are exani ned by the
network adapters to control delivery of the network nmessage. |Its
format is as foll ows:

byt e Message Proper

o m o e e e e oo o m e o e e e e e e aao o +

0 | Trunks to Try | Message Fl ags |

| TOtrunks | FROMtrunks | | EXC| BST| A/ D

SR S Fom e e oo oo T

2 | Access code |

SRR e .

4 | Physi cal addr of | | TO Port |
| destination adapter (TO | | nunber

o m o e e e e oo o m e o e e e e e e aao o +

6 | Physical addr of source | | FROM port |

adapt er (FROM | |  nunber |

o m o e e e e oo o m e o e e e e e e aao o +

8 | Message type |

SRR e .

10 |
Avai |l abl e for higher |evel protocols |
I
I

TRUNKS TO TRY

Consists of two four bit masks indicating which of four possible
HYPERchannel A coaxial data trunks are to be used to transmt the
nmessage and to return it. If a bit in the mask is ON, then the
adapter firmvare will logically AND it with the nask of installed
trunk interfaces and use the result as a candidate |ist of
interfaces. Whenever one of the internal "franes" are sent to
comuni cate with the destination adapter, the transni ssion hardware
el ectronically selects the first non-busy trunk out of the list of
candi dates. Thus, selection of a data trunk is best performed by the
adapter itself rather than by the host. "Dedicating" trunks to
specific applications only makes sense in very critical real tinme
applications such as stream ng data directly from high speed
overrunnabl e peri pheral s.

A second Trunk mask is provided for the receiving adapter when it

sends frames back to the transmitter, as it is possible to build
"asymmetric" configurations of data trunks where trunk 1 on one box

Har dwi ck & Lekashnan [ Page 5]



RFC 1044 | P on Network Systens HYPERchannel February 1988

is connected to the trunk 3 interface of a second. Such
configurations are strongly discouraged, but the addressing structure
supports it if needed.

The "trunks to try" field is only used by HYPERchannel A To assure
maxi mum i nteroperability, a value of OxFF should be placed in this
field to assure delivery over any technology. Qher values should
only be used if the particular site hardware is so configured to not
be physically connected via those trunks.

MESSACGE FLAGS

Contains options in nmessage delivery. |In the basic type of nessage,
three bits are used:

ASSCCl ATED DATA PRESENT (A/D) is ONif an Associated Data bl ock
follows the Message Proper. O if only a nessage proper is present in
the network nessage. The value of this bit is enforced by the

net wor k adapter firmare.

BURST MODE (BST) Enabl es a special node for tine critical transfers
where a single HYPERchannel A coaxial trunk is dedicated during
transm ssion of the network message. Not recommended for anything
that won't cause peripheral device overruns if data isn’'t delivered
once nessage transm ssion starts.

EXCEPTI ON (EXC) Indicates to sonme channel programred host interfaces
that the nmessage is "out of band" in some way and requires special
processi ng.

ACCESS CCDE

A feature to pernit adapters to share use of a cable yet still permt
an "access matrix" of which adapter boxes and physically talk to
which others. Not currently in use by anyone, support is being

di sconti nued.

TO ADDRESS

Consists of three parts. The high order 8-bits contains the physical
address of the network adapter box which is to receive the nessage.
The | ow order 8-bits are interpreted in different ways dependi ng on
the nature of the receiving network adapter. |f the receiving
adapter has different host "ports,"” then the |low order bits of the TO
field are used to designate which interface is to receive the
message. On IBM data channels, the entire "logical” TOfield is
interpreted as the subchannel on which the incomng data is to be
presented. Parts of the logical TOfield that are not interpreted by
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the network adapter are passed to the host for further
interpretation.

FROM ADDRESS

The FROM address is not physically used during the process of
transnitting a network nmessage, but is passed through to the
receiving host so that a response can be returned to the point of
origin. In general, reversing the TO and FROM 16-bit address fields
and the TO and FROM trunk masks can reliably return a nessage to its
desti nati on.

MESSAGE TYPE

The following two bytes are reserved for NSC. Users have been

encouraged to put a zero in byte 8 and anything at all in byte 9 so
as to not conflict with internal processing of nmessages by NSC
firmvare. |In the past, this field has been | oosely defined as

carrying information of interest to NSC equi prment carrying the
nmessage and not as a formal protocol type field. For exanple, OxFFOO
in bytes 8 and 9 of the nmessage will cause the receiving adapter to
"l oop back" the nessage without delivering it to the attached host.

Concurrent with this docunent, it is NSCs intent to use both bytes 8
and 9 as a fornal "protocol type" designator. Major protocols wll
be assigned a unique value in byte 8 that will (anpbng good citizens)
not duplicate a value generated by a different protocol. M nor
protocols will have 16-bit val ues assigned to themso that we won't
run out when 256 protocols turn up. Any interested party could
obtain a protocol nunber or nunmbers by application to NSC. In this
docunent, protocol types specific to I P protocols are assigned.

TO ADDRESSES AND OPEN DRI VER ARCHI TECTURE

Since not all 16-bits of the TO address are used for the physical
delivery of the network nessage, the remainder are considered
"logical" in that their neaning is physically determ ned by host
computer software or (in cases such as the FIPS data channel) by
hardware in the host interface.

Si nce HYPERchannel is and will be used to support a large variety of
general and special purpose protocols, it is desirable that severa

i ndependent protocol servers be able to independently share the
HYPERchannel network interface. The inplenentation of nany of NSC s
device drivers as well as those of other parties (such as Cray
Research) support this service. Each protocol server that w shes to
send or receive HYPERchannel network nessages logically "connects" to
a HYPERchannel device driver by specifying the conplete 16-bit TO

Har dwi ck & Lekashnan [ Page 7]



RFC 1044 | P on Network Systens HYPERchannel February 1988

address it will "own" in the sense that any network nmessage with that
TO address will be delivered to that protocol server

The logical TOfield serves a function simlar to the TYPE byte in
the Et hernet 802.2 nessage header, but differs fromit in that the
width of the logical TOfield varies fromhost to host, and that no
val ues of the logical TO address are reserved for particul ar
protocols. On the other hand, it is possible to have severa
"identical" protocols (such as two i ndependent copies of IP with

di fferent HYPERchannel addresses) sharing the sane physi cal
HYPERchannel interface. This nakes NSC s addressing approach
identical to the OSI concept that the protocol server to reach is
enbedded within the address, rather than the IP notion of addressing
a "host" and identifying a server through a nessage type.

Si nce the HYPERchannel header al so has a "nessage type" field, there
is some anbiguity concerning the respective roles of the nessage type
and | ogical TO fields:

0 The logical TOfield is always used to identify the protocol
server which will receive the nessage. Once a server has
specified the conplete TO address for the nmessages it wi shes to
receive, the nessage will not be delivered to a different
protocol server regardless of the contents of the nessage type
field.

o Although the "type" field cannot change the protocol server at
the final destination of the nmessage, the type field can be used
by internedi ate processes on the network to process the nessage
before it reaches the server destination. An obvious exanple is
the OxFFOO nessage | oopback type function, where network
processing to | oop back the nmessage results in nondelivery to
the TO address. In the future, internedi ate nodes nmay process
"in transit" messages based on the nessage type only for
pur poses such as security validation, aging of certain
dat agranms, and networ k managenent .

EXTENDED (32-BI T ADDRESS) MESSAGE PROPER HEADER

In the original days of HYPERchannel, the Iimtation of 256 adapter
"boxes" that could be addressed in a network nessage was deened
sufficient as 40 or so adapters was considered a "large" network. As
with the Ethernet, nore recent networks have resulted in a need to
address |l arger networks. Although a few ad hoc nbdes have existed to
address | arger HYPERchannel networks for sonme years, newer

t echnol ogi es of HYPERchannel equi pment have | ogically extended the
networ k nessage to support 32-bits of addressing, with 24 of those
bits to designate a physical network adapter
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This 32-bit header has been designed so that existing network
adapters are capabl e of sending and receiving these nessages. Only
the network bridges need the intelligence to sel ect nessages

desi gnated for them
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o m e e e e e maoooo-o- S +

0 | Trunks to Try | Message Fl ags |

| TO trunks | FROMtrunks | GNA] CRC | SRC| EXC| BST| A/

Fomm e e oo oo SRS N i ST S T &

2 | TO Domai n # | TO Network # |

I I I

o m e e e e e maoooo-o- S +

4 | Q Physi cal addr of | | TO Port |

| NN destination adapter (TO | | nunber |

o m e e e e e maoooo-o- S +

6 |d Physical addr of source | | FROM port |

| N adapt er (FROM | |  nunber |

o m e e e e e maoooo-o- S +

8 | Message type |

I I

o m e e e e e maoooo-o- S +

10 | FROM Domai n # | FROM Net wor k # |

I I I

o m e e e e e maoooo-o- S +

12 | - reserved - | age count |

I I I

o m e e e e e maoooo-o- S +

14 | Next Header O f set | Header End O f set |

| (normal ly 16) | (normally 16) |

o m e e e e e maoooo-o- S +

16 | Start of user protocol |

| bytes 16 - 64 of nessage proper |

I I

o m e e e e e maoooo-o- S +

Associ ated Data

T +
I _ _ I
| As with basic format network nessages |
I I
T +

ADDRESS RECOGNI TI ON AND MESSAGE FORWARDI NG

Har dwi ck & Lekashman

Wth the 32-bit formof addressing, NSC is keeping with the prenise
that the native HYPERchannel address bears a direct relation to the
position of the equipnent in an extended HYPERchannel network.

Each collection of "locally" attached NSC network adapters that are
connected by coax or fiber optic cable (with the possible addition of
nonsel ective repeaters such as the ATRn series) is considered a
"network". Each network can have up to 256 directly addressable
adapters attached to it which can be reached by the basic fornmat
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net wor k nessage.

Exi sting bridges or "link adapters" can be progranmed to becone

"sel ective repeaters” in that they can receive network messages
contai ning a subset of network addresses send them over the bridge
medi um (if present) and reintroduce themon the other network. Such
i nterconnected | ocal area networks are considered a single network
from an addressing point of view

A | arge NSC network can have up to 64K networ ks which can be

conmpl exly interconnected by network bridges and/or "backbone"

net wor ks which distribute data between other networks. To simplify
the mechani cs of nmessage forwarding, the 16-bit network field is
divided into two eight quantities, a "network nunmber"” identifying
which network is to receive the nessage and a "donai n nunber" which
speci fies which network of networks is the recipient.

The bridge technol ogy adapters whi ch nove nessages between networ ks
have address recognition hardware which examines all the 24-bits in
bytes 2-5 of the network nessage header to determine if the bridge
shoul d accept the nessage for forwarding. At any given instant of
time in the network, each bridge will have a list of networks and
domai ns that it should accept for forwarding to a network at the

ot her end of the bridge. Each Adapter (Including Newer Technol ogy
host adapters) contains in address recognition hardware:

0 domai nmask -- a 256-bit mask of domain nunbers that should be
accepted for forwarding (not |ocal processing) by this adapter.
0 MyDomain -- the value of the domain on which this host

adapter or bridge end is installed.
0 Net wor kMask -- a 256-bit mask of network numbers that shoul d be
accepted for forwarding by this adapter.

0 MyNetwork - the value of the network on which this host
adapter or bridge end is installed.
0 AddressMask -- A 256-bit mask of the | ocal network addresses

that should be accepted by the adapter.

0 MyAddress -- the "base address" of the box, which nust be
supplied in any nessage that is directed to control processes
within the adapter, such as a | oopback nessage.

Address recognition takes place using the algorithm

| F Domai n | N Domai nMask OR
| F (Domain = MyDomai n AND Networ k | N Networ kMask) OR
| F (Domain = MyDormai n AND Network = MyNetwork AND
Address | N AddressMask) THEN accept - nessage
ELSE i gnor e- nessage.
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This algorithm neans that an adapter’s hardware address recognition
logic will accept any nmessages to the box itself, any secondary or
al i ased | ocal addresses owned by the adapter, and any nessage
directed to a renpte network or domain that that particul ar adapter
is prepared to forward.

32-BI T MESSAGE FI ELDS
TRUNK MASK

Is as in the basic network nmessage. Messages that are to be
delivered outside the i medi ate network should have OxFF in this byte
so that all possible trunks in internedi ate networks should be tri ed.
Local Iy delivered 32-bit nessages nay still contain specially
tailored trunk masks to satisfy local delivery needs.

MESSACGE FLAGS

The currently defined bits remain as before. Three new bits have
been defined since that tine.

CRC (END- END MESSAGE | NTEGRITY). Newer technol ogy host adapters are
capabl e of generating a 32-bit CRC for the entire network nessage as
soon as it is received over the channel or bus interface fromthe
host. This 32-bit CRC is appended to the end of the associated data
bl ock and is preserved through the entire delivery process until it
is checked by the host adapter that is the ultimte recipient of the
message, which renoves it. This end to end integrity checking is
desi gned to provide a high degree of assurance that data has been
correctly noved through all internediate LAN s, geographic |inks, and
i nternal adapter hardware and processes.

SRC ( SOURCE FROM ADDRESS CORRECT). This bit is provided to take
advant age of the physical nature of the network address to optionally
verify that the 32-bit FROM address provided in the network nessage

is in fact the location that the nessage originated. |If the bit is
not set by the transmitting host, no particular processing occurs on
the nessage. |If the bit is set, then all internedi ate adapters

involved in the delivery of the nessage have the privilege of turning
the bit off if the received nessage FROM address is not a TO address
that woul d be delivered to the originator if the nessage were going

t he opposite direction.

If the nessage is received by a host conputer with this bit stil

set, then the FROM address is guaranteed correct in the sense that
returning a nessage with TO and FROM i nfornation reversed will result
in delivery of the nessage to the process that actually origi nated
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TO

it. By careful attention to the physical security of adapters and

i nternmedi ate |inks between networks, a high degree of security can be
built into systens that sinply exani ne the FROM address of a nessage
to determine the legitimcy of its associated request.

GNA (GLOBAL NETWORK ADDRESSING). This bit ONindicates that 32-bit
addressing is present in the nessage. Wien this bit is on, bytes 2-3
(Domai n and Network numbers) shoul d al so be nonzero.

ADDRESS

Four bytes contain the TO address, which is used to deliver the

net wor k nessage as described in "Address Recognition and Message
Forwar di ng" on page 8. The "logical" part of the TO address is used
to designate a protocol server exactly as in the basic fornmat network
nmessage header.

The existing "address"” field has its high order bit reserved as an
outnet bit for compatibility with existing A-series network adapter
equi pnent. Were it not for this bit, the A-series adapters would
attenpt to accept nessages that were "passing through" the | oca
network on their way el sewhere sinply because the address field

mat ched while the the Domai n and Network nunbers (ignored by the A-
series adapters) were quite different.

This "outnet"” bit is used in the follow ng way:

0 Al network adapters (of any type) in an extended set of
networ ks containing A-Series adapters that will ever use 32-bit
addressi ng nust have their addresses in the range 00-7F (hex.)

0 If a nmessage is to be sent to a destination on a nonl oca
networ k and domai n on such an extended network, then the
hi gh order bit of the address field is turned on

0 When the last bridge in the chain realizes that it is about to
forward the nessage to its final destination (the Dormain and
Net wor k nunbers are local), then it turns the Qutnet bit off.
This will result in local delivery to the destination adapter

FROM ADDRESS

The FROM address follows the same logic as the TO address in that any
nmessage can be returned to its source by reversing the FROM and TO
fields of the nmessage. Since so many protocols exam ne byte 8 of the
nmessage to determine its type, the FROMfield has been split so that
t he Domai n and Network numbers extend into bytes 10-11.

Har dwi ck & Lekashman [ Page 13]



RFC 1044 | P on Network Systens HYPERchannel February 1988

MESSAGE TYPE

This field (informally defined in the past) has been extended to 16-
bits so that a uni que value can be assigned to any present or future
protocol which is |ayer on HYPERchannel nessages for either private

or public use.

AGE COUNT

This field serves the sane purpose as the IP "tinme to live" in that
it prevents datagrans fromendlessly circulating about in an

i nproperly configured network. Each tinme a 32-bit nessage passes
through a bridge, the Age Count is decrenmented by one. \Wen the
result is zero, the nmessage is discarded by the bridge.

NEXT HEADER COFFSET AND HEADER END OFFSET

These are used as fields to optionally provide "l oose source
routing", where a list of 32-bit TO addresses can be provi ded by the
transnitter to explicitly deternmine the path of a nmessage through the
network. If this feature is not used, both these fields would
contain the value 16 (decimal) to both indicate extra TO addresses
are absent and that the begi nning of protocol data follow ng the
HYPERchannel header is in byte 16.

Al 'though it is conceivable that a HYPERchannel |P process could use
this source routing capability to direct nessages to hosts or
gateways, this capability is not felt to be of sufficient value to IP
to build it into a HYPERchannel |P protocol

In the future, all higher level protocols should be able to exam ne
Header End Offset to determine the start of the higher |evel protoco
i nformati on.

BROADCASTI NG

NSC nessage forwardi ng protocols use low level link protocols to
negotiate transm ssion of a nmessage to its next destination on the
network. Furthernore, NSC network boxes often "fan out"” so that
several hosts share the same network transm ssion equi pment as in the
A400 adapter. Both these characteristics nean that providing a
genui ne broadcast capability is not a trivial task, and in fact no
current inplenmentations of NSC technol ogy support a broadcast
capability.

The | ast several years have seen broadcast applications nature to the

poi nt where they have virtually unquestioned utility on a local and
someti mes canpuswi de basis. Accordingly, new NSC technol ogies will
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support a broadcast capability. Information on the use of this
capability is included here as it is essential to the discussion of
the Address Resolution Protocol later in this docunent.

Broadcast capability will be supported only with the extended (32-bit
address) nessage format. A broadcast nessage will have the follow ng
general appearance:

byt e Message Proper

o m o e e e e oo o m e o e e e e e e aao o +
0 | Trunks to Try | Message Fl ags |
| TOtrunks | FROMtrunks | GNAl CRC | SRC| EXC| BST| A/ D|
SR S I S e S
2 | TO Donai n Nunber | TO Net wor k Nunber |
| or OxFF | or OxFF |
o m o e e e e oo o m e o e e e e e e aao o +
4 | OxXFF | Br oadcast channel nunber |
. o L
6 | Qg Physical addr of source | | FROM port |
| N adapter (FROM | |  nunber |
o m o e e e e oo o m e o e e e e e e aao o +
8 | Message type |
o R L
10 | FROM Domai n Numrber | FROM Net wor k Nunber |
. ] L
12 | - reserved - | age count |
L D L
14 | Next Header O fset | Header End O f set |
| (nornally 16) | (normally 16) |
o m o e e e e oo o m e o e e e e e e aao o +
16 | Start of user protocol |

| bytes 16 - 64 of nessage proper |

I I
| As with basic format network messages |
| Maxi mum associ at ed data size 1K bytes. |
I I
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TRUNKS TO TRY AND MESSAGE FLAGS

These fields are defined just as with a normal 32-bit nmessage. Al
bits in the Message Flags field are valid with broadcast nobdes.

BROADCAST ADDRESS

For Domai n, Network and Adapter Address fields, the value OxFF is
reserved for use by the broadcast mechanism A value of OxFF in the
adapter address field indicates to the |ocal network hardware that
this message is to be sent to all connected network equi pment on the
i ndi vi dual networKk.

A val ue of OxFF in the network or domain fields, respectively

i ndicates a request that the scope of the broadcast exceed the |oca
network. The bridging Iink adapters will receive the broadcast
nmessage along with everyone else and will exam ne the "Broadcast
Channel " field and their internal switches to determine if the
nmessage should be forwarded to other renote networKks.

If the Network and Domain fields contain the | ocal network and

domai n, then the broadcast nessage will only be broadcast within the
| ocal network. |If a renpte Network and Donain is specified, then the
nmessage will be delivered as a single nessage to the renote network

and broadcast there.
BROADCAST CHANNEL

Since individual hosts and protocol servers generally are not
interested in all broadcast nessages that float about the network, a
filtering nmechanismis provided in the header and network adapter
equi pment so that only proper classes of broadcast nessages are
delivered to the end point.

Broadcast channel nunbers in the range 00-OxFF will be assigned by
NSC nuch Ii ke the "nessage type" field. Host protocol servers
specify a specific TO address containing a channel nunber (such as
OxFF04) when they bind thenselves to the HYPERchannel device driver.
The driver and the underlying equiprment will deliver only broadcast
nmessages with the correct channel nunber to the protocol server. |If
a protocol server wishes to receive several different broadcast
nmessages, it must bind itself to the driver several times with the
desired addresses.

Li nk adapters that are prepared to handl e nultinetwork broadcast
nmessages may be equi pped with switches to deternine which broadcast
channels will be propagated into the next network. Since

mul ti networ k broadcast is an arrangenent that nust be configured with
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care, these switches are off by default.
FROM ADDRESS

The FROM address is constructed just as with a nornmal 32-bit network
nmessage. The Source Address Correct bit is processed just as with a
nor mal nessage.

MESSAGE TYPE

Message type is defined as with normal nmessages. Presunably
broadcast applications will have uni que nessage types that are not
general ly found in normal nessages.

AGE COUNT

Age count is vitally inportant in a nultinetwork broadcast as "I oops"
in the network can cause a great deal of activity until all the
progeny of the original broadcast nessage die out.

PROTOCOL SPECI FI CATI ON

This section contains information on the technique used to
encapsul ate | P datagrans on the HYPERchannel network nmessage. It
contains three sections to describe three protocol packagings:

0 The techni que used to encapsul ate | P datagrans on the basic
16-bit network nessage. This is a de facto standard that has
been in use for several years and is docunmented here to make it
of ficial.

0 The encapsul ati on technique for | P datagranms on 32 bit network
nessages.

0] The definition of an Address Resol uti on Protocol on
HYPERchannel .
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BASI C (16-BI T) MESSAGE ENCAPSULATI ON

Message Proper

o m o e e e e oo o m e o e e e e e e aao o +
0 | Trunks to Try | Message Fl ags |
| TO trunks | FROMtrunks | GNAl CRC | SRC| EXC| BST| A/ D]
o m o e e e e oo o m e o e e e e e e aao o +
2 | Access code 0000 |
| (no | onger supported) |
o m o e e e e oo o m e o e e e e e e aao o +
4 | Physi cal addr of | Protocol server |Dest Port]|
| desti nati on adapter | logical address | nunber |
o m o e e e e oo o m e o e e e e e e aao o +
6 | Physi cal addr of | Originating | Src Port|
| source adapter | server address |  nunber |
o m o e e e e oo o m e o e e e e e e aao o +
8 | | P on HYPERchannel | Ofset to start of IP
| type code 0x05 | header from nessage start |
o m o e e e e oo o m e o e e e e e e aao o +
10 | | P type designator | Ofset to start of IP |
| 0x34 | header from byte 12 |
o m o e e e e oo o m e o e e e e e e aao o +
12 | Paddi ng (variable length incl. zero bytes) |
I I
o m o e e e e oo o m e o e e e e e e aao o +
Of | First (64-Ofset) bytes of |P datagram |
I I
I I
I I
o m o e e e e oo o m e o e e e e e e aao o +
Associ ated Dat a
o m o e e e e oo o m e o e e e e e e aao o +
| _ |
| Remai nder of | P datagram |
I I
| No associated data is present if IP |
| datagramfits in the Message Proper |
I I
o m o e e e e oo o m e o e e e e e e aao o +
TRUNK MASK

Fromthe vantage of an IP driver, any trunk mask is valid so |long as
it results in successful delivery of the HYPERchannel network nessage
to its destination. There is no reason to check this field for
validity on reception of the nmessage. Specification of the Trunk
Mask on output is a local affair that could be specified by the
transnitting driver’'s address resol ution tabl es.
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MESSACGE FLAGS

No use is made of the Flags field (byte 1) other than to
appropriately set the Associated Data bit. Burst Mde and the
Exception bit should not be used with IP

ACCESS CCDE

Al t hough some current inplenentations of | P on HYPERchannel support
the access code, no one appears to be using it at the current tine.
Since this field is currently reserved for the use of 32-bit

addresses, no value other than 0000 should be placed in this field.

TO ADDRESS

The TOfield is generally obtained by a local IP driver through a
tabl e I ookup al gorithmwhere a 16-bit TO address is found that
corresponds to the I P address of a |ocal host or gateway. The high
order bits of the TO address of course refer to the adapter numnber
the adapter attached to the destination host.

The logical TO field should contain the protocol server address of

t he HYPERchannel [P driver for that host as determ ned by the host’s
system adm ni strator. Many HYPERchannel TCP/IP drivers in the field
today are not "open" in that any network nessage delivered to that
host will be presunmed to be an | P datagram regardl ess of the |ogica
TO field; however any transmitting |IP process should be capabl e of
generating the entire 16-bit TOfield in order to generate a nessage
capabl e of reaching a destination |IP process.

The process of deternining which HYPERchannel address will receive an
| P dat agram based on its |IP address is a nmajor topic that is covered
in "Address Resol ution".

FROM ADDRESS
The FROM address is filled in with the address that the | ocal driver
expects to receive fromthe network, but no particular use is make of
t he FROM addr ess.

MESSAGE TYPE
Net wor k Systens requests that a value of 5 (decimal) be placed in
this byte to uniquely indicate that the network nmessage is being used

to carry IP traffic. No other well-behaved protocol using
HYPERchannel shoul d duplicate this val ue of 5.
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Many current inplenentations of |IP on HYPERchannel place a zero or
other values in this field sinply because no val ue was reserved for
| P usage. Transnmitting versions of IP should always place a 5 in
this field; receiving IP s should presune a delivered nessage to be
an | P datagramuntil proven otherw se regardl ess of the contents of
the Message Type field.

Devel opers should note that it is often convenient to permt
reception of the value OxFFOO in bytes 8 and 9 of the |IP datagram
Transmtting a nessage with this value will cause it to be | ooped
back at the destination adapter and returned to the protocol server
designate in the FROM address. This pernits the devel oper have host
applications talk to others on the sane host for purposes of network
i nterface or other protocol debuggi ng.

HEADER OFFSET

Byte 9 contains the offset to the start of the IP header within the
nmessage proper, such that the Message Proper address plus the IP
header offset generates the address of the first byte of the IP
header (at |east on byte addressabl e machines.)

This field is redundant with the offset field in byte 11, and is
present for cosmetic conpatibility with 32-bit inplenentations. On
reception, the value in byte 11 should take precedence.

As part of the migration to | arger HYPERchannel headers, this field
will becone significant with the 32-bit addressing format, as the

Il ength of the header is no |onger 10 bytes and byte 11 is used for
ot her purposes.

TYPE DESI GNATOR

Early inmplenmentations of IP drivers on HYPERchannel wanted to | eave
bytes 8 and 9 al one for NSC use and place a "nessage type" field in
later in the nmessage. A value of 0x34 had been selected by earlier
devel opers for reasons that are now of only historical interest.

Once again, inplenmentations should generate this value on

transm ssion, but not check it on input, assum ng that an | P datagram
is present in the nmessage.

HEADER OFFSET

This value is used by a nunber of conmercial inplenentations of IP on
HYPERchannel to align the start of the I P header within the network
nmessage. This offset is relative to byte 12 of the network nmessage
so that a value of zero indicates that the | P header begins in byte
12. This value should be both correctly generated on transm ssion,
and al ways respected on input processing.
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The maxi mum perm ssible offset in this field is 52 indicating that
the | P header begins at the start of the associated data bl ock.

| P DATAGRAM CONTENTS

Begi nning at the offset designated in byte 11, the IP datagramis
treated as a contiguous bl ock of data that flows frombyte 63 of the
nmessage proper into the first byte of associated data, so that the
entire nessage plus data is treated as a single contiguous bl ock

If the I P header is small enough to fit within the entire network
nmessage, then only the nessage proper is transnitted. The length of
the message proper sent should al ways be 64 bytes, even if the IP
dat agram and HYPERchannel header do not occupy all 64 bytes of the
nessage proper.

I f the datagram flows over into the associated data, then both
nmessage and data are sent. Since a nunber of nachi nes cannot send a
length of data to the HYPERchannel that is an exact nunber of bytes
(due to 16-64 bits on the channel bus,) the length of the associ ated
data received should not be used as a guide to the Iength of the IP
datagram -- this should be extracted fromthe IP header. A driver
shoul d verify, of course, that the associated data received is at

| east as long as is needed to hold the entire |IP datagram

COMPATI BI LI TY WTH EXI STI NG | MPLEMENTATI ONS

The basic format described here is clearly a conprom se between
several inplenentations of |IP on HYPERchannel. Not all existing

i npl enentations are interoperable with the standard descri bed above.
Currently there are two known "famlies" of |IP HYPERchannel drivers
i n existence:

THE " CRAY- NASA AMES" PROTOCOL

This protocol is in the wi dest production use and has the | argest
nunber of supported drivers in existence. It is interoperable and
identical with the standard described above with the sole exception
that bytes 8 and 9 are set to zero by these drivers. As these bytes
are ignored by nost inplenentations of this driver, they have been
assigned values to formalize the use of the nessage type field and to
make it consistent with the 32-bit protocol

THE " TEKTRONI X- BERKELEY" PROTOCCL
This protocol was historically the first |IP on HYPERchanne

i npl ement ati on devel oped (at Tektroni x) and subsequently nade its way
to Berkeley and BSD UNI X. This protocol is not interoperable with
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t he standard descri bed above due to several distinct differences.

First, bytes 8 through 11 are always zero. The |IP header always
starts on byte 12. Comments in some of these drivers designate byte
11 as an "I P header offset"” field, but apparently this value is never
processed.

The major difference (and the inconpatibility) concerns the packagi ng
of the IP datagraminto the network nmessage. Due to historical
difficulties in the early 80's with the sending and receiving of very
smal | bl ocks of associated data on VAXes, this protocol the takes a
curious approach to the placenent of the |IP header and the headers of
hi gher level protocols (such as TCP or UDP.)

0 If the entire length of the IP datagramis 54 bytes or |ess,
it is possible to fit the entire datagram and the HYPERchanne
header in the 64 byte nmessage proper. |In this case, no

associ ated data is sent; only a nmessage proper is used to carry
the data. The length of the nmessage proper transmitted is the
exact length needed to enclose the I P datagram no paddi ng bytes
are sent at the end of the nessage.

0 If the length of the IP header is greater than 54 bytes, then

- Al'l higher |evel protocol information (TCP/UDP header and
their associated data fields) are placed in the associ ated
data bl ock, with the TCP/ UDP header beginning at the start
of the associ ated data bl ock

- On transmi ssion, the length of the nmessage proper
transnmitted is set to the | ength of the HYPERchannel header
plus the I P header -- it is not padded out to 64 bytes.
The |l ength of the associ ated data sent shoul d be sufficient
to acconmodate the TCP/ UDP header and its data fields.
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VWH CH PROTOCOL | S BEST?

In choosing which to follow, the "Cray-Ares" approach was taken for
several reasons:

1. Cray Research has performed exenplary work in dealing with other
vendors to provide | P on HYPERchannel fromthe Cray conputers to
ot her hosts. As a result, there are 4 or 5 vendor supported
i mpl ementati ons of | P on HYPERchannel that use this approach

2. The two part structure of the nmessage proper has its uses when a
machi ne wi shes to make protocol decisions before staging the
transfer of an i mense bl ock of associated data into nenory.
Many network coprocessors and intelligent 1/0O subsystens find it
sinmpler to read in the entire network nessage before deciding
what to do with it. Arbitrarily catenating the two conmponents
does this best and permits streamnming of nmessages fromfuture
technol ogy network adapters.

3. Some TCP users (nostly secure DoD sites) intend to load up IP
datagranms with optional fields in the future. The
Tektroni x- Berkel ey inplenentation has problens if the I P header
| engt h exceeds 54 bytes.
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EXTENDED (32-BI T) MESSAGE ENCAPSULATI ON

Message Proper

o m o e e e e oo o m e o e e e e e e aao o +
0 | Trunks to Try | 1] Message Fl ags |
| TOtrunks | FROMtrunks | GNAl CRC | SRC| EXC| BST| A/ D|

o m o e e e e oo o m e o e e e e e e aao o +

2 | Destination Donain | Destination Network |
| Nunber | Nunber |

o m o e e e e oo o m e o e e e e e e aao o +

4 |1Q Physi cal addr of | Protocol server |Dest Port]|
| NN destination adapter | logical address | nunber |
------------------------------ T

6 | Qg Physi cal addr of | Oiginating | Src Port|
| N source adapter | server address |  nunber |

o m o e e e e oo o m e o e e e e e e aao o +

8 | | P on HYPERchannel | Ofset to start of IP |
| type code 0x06 | dat agr am header |

o m o e e e e oo o m e o e e e e e e aao o +

10 | Sour ce Dormai n Nunber | Source Networ k Number |
SRR SRR .

12 | - reserved - | Age Count |
o m o e e e e oo o m e o e e e e e e aao o +

14 | Next Header O fset | Header End O f set |
| | (usual 'y 16) |

o m o e e e e oo o m e o e e e e e e aao o +

16 | Paddi ng to I P header start (usually O bytes) |
SRR e .
Of| Entire I P datagramif datagramlength <= (64-Ofset) |

| el se first (64-Cffset) bytes of | P datagram |

Rermai nder of | P datagram

datagramfits in the Message Proper

I
|
| No associated data is present if IP
I
I

TRUNK MASK

Fromthe vantage of an IP driver, any trunk mask is valid so |long as
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it results in successful delivery of the HYPERchannel network nessage
to its destination. There is no reason to check this field for
validity on reception of the nmessage. Specification of the Trunk
Mask on output is a local affair that can be specified by the
transnitting driver’'s address resol ution tabl es.

The use of OxFF in this value is strongly encouraged for any nmessage
ot her than those using exotic trunk configurations on a single I|ocal
net wor k.

MESSAGE FLAGS
Several new bits have been defi ned here.

EXTENDED ADDRESSI NG This bit should be set ON whenever a 32-bit
address (Network and/or Domain nunbers nonzero) is present in the
nmessage. It should always be OFF with the 16-bit nessage header. |If
this bit is inproperly set, delivery of the nmessage to the (apparent)
destination is unlikely.

END- TO- END CRC. Sone newer technol ogy adapters are equi pped to place
a 32-bit CRC of the associated data at the end of the associated data
bl ock when this bit is on. Simlarly equi pped adapters will exam ne
the trailing 32-bits of associated data (when the bit is on) to
determine if the message contents have been corrupted at any stage of
t he transm ssion

Transmtting device drivers should include the ability to set this
bit on transm ssion as a configuration option simlar to the specific
HYPERchannel device interface used. The bit should be generated to
be turned ON if the HYPERchannel |P driver is attached to an adapter
equi pped to generated CRC information -- it should be left OFF in all
ot her circunstances.

If a nmessage arrives at the host with the CRC bit still on, this

i ndicates that the CRC information was placed at the end of

associ ated data by the transmitting adapter and not renoved by the
receiving adapter; thus the associated data will be four bytes |onger
t han ot herwi se expected. Since the IP datagramlength is self
contained in the network nessage, this should not inpact |IP drivers.

It is possible for host conputers to both generate and check this CRC
information to match the hardware assi sted generati on and checki ng
logic in newer network adapters. Contact NSC if there are particul ar
applications requiring exceptional data integrity that could benefit
from host generation and checki ng.
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FROM ADDRESS CORRECT. This bit should be set by all transmtting IP
drivers who have endeavored to provide a conpletely correct FROM
address that properly reflects the adapter interface used. No action
shoul d be taken on this bit by the receiving IP driver at this tine.
Addi ti onal work needs to be done to determine the action an |IP driver
should take if it detects a real or imagined "security violation"
shoul d a nessage arrive with this bit absent.

TO ADDRESS

The TO address logically constitutes bytes 2-5 of the network
nessage.

NETWORK AND DOVAI N NUMBERS. The Network and Domai n nunbers shoul d
both be nonzero when 32-bit addressing is used. |If the nessage is
local in nature, then the local Network and Domai n nunbers shoul d be
placed in this field.

ADAPTER ADDRESS. Contains the adapter address as in the basic
nmessage. The high order bit of this eight bit field (the "outnet"
bit) should be set to zero if the destination network and dormain are
the sanme as the transnmitting host’s. The high order bit should be
set to one if the destination host is not in the |local network or
domai n.

LOG CAL TO AND SUBADDRESS. The logical TO field should contain the
protocol server address of the HYPERchannel |P driver for that host
as deternined by the host’s system adm ni strator

FROM ADDRESS

The FROM address is filled in with the address that the | ocal driver
expects to receive fromthe network, but no particular use is made of
t he FROM addr ess.

MESSAGE TYPE

The value 6 nmust be placed in this byte to uniquely indicate that the
network nessage is being used to carry IP traffic. No other well-
behaved protocol using HYPERchannel should duplicate this value of 6.

Note that all |IP drivers should be prepared to send and receive the
basi c format network nmessages using the 16-bit HYPERchanne

addresses. The driver can distinguish an inconing netwrk nessage by
the value of byte 8 -- 32-bit nessages will always have a 6 in byte
8, while 16-bit nessages should have a 5 here. For interoperability
with older drivers, a value of 0 here should be treated as 16 address
bit nessages.
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I P

HEADER OFFSET

Byte 9 contains the offset to the start of the I P header within the
nmessage proper, such that the Message Proper address plus the IP
header offset generates the address of the first byte of the IP
header (at |east on byte addressabl e machines.)

Unlike the 16-bit header, receiving IP drivers should assune that
this field contains a correct offset to the I P header and exami ne the
information at that offset for conformance to an | P datagram header.

Valid offsets are in the range of 16 through 44 bytes, inclusive.
The limtation of 44 bytes is inposed so that routing decisions on
the vast majority of IP datagranms can be made by examining only the
nmessage proper, as the basic IP datagramwill fit into the nessage
proper if it begins at an offset of 44.

DATAGRAM CONTENTS

The message and data are treated as logically contiguous entities
where the first byte of associated data imediately follows the 64th
byte of the nessage proper

If the entire IP datagramis less than or equal to (64-offset) bytes
inlength it will fit into the Message Proper. |If so, only a nmessage
proper containing the HYPERchannel header and |IP datagramis sent on
t he networKk.

If the I P datagramis greater than this length, the |IP datagram
spills over into the associated data. On transm ssion, a 64 byte
nmessage proper is sent followed by as nany bytes of associated data
as are needed to send the entire datagram

On reception, the nessage proper can be read into the start of an IP
i nput buffer and the associated data read into nmenory 64 bytes from

the start of the nessage. |If the received nessage is in fact a 32-
bit address message, no "shuffling" of the nessage will be required
to build a contiguous IP datagram-- it's right there at buffer+16.

ADDRESS RESCLUTI ON PROTOCOL

Address Resol ution Protocol has achieved a great deal of success on
the Ethernet as it permits a local IP network to configure itself
sinply by having each node know its own | P address. Those unfamiliar
with the intent, protocol, and |logic of the Address Resol ution
Protocol should refer to RFC-826, "An Ethernet Address Resol ution
Protocol " [2].
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A later section of this docunent describes four techni ques where a
target HYPERchannel address is to obtained given the destination’s IP
address. The protocol is defined in this section for conpleteness.

Message Proper

o m o e e e e oo o m e o e e e e e e aao o +
0 | Trunks to Try | 1] Message Fl ags
| TOtrunks | FROMtrunks | GNAl CRC | SRC| EXC| BST| A/ D
o m o e e e e oo o m e o e e e e e e aao o +
2 | Server Domai n or | Server Network or
| OxFF | OxFF |
o m o e e e e oo o m e o e e e e e e aao o +
4 | Server Adapter Address or | Server |ogical addr/port or
| OxFF | 07 |
o m o e e e e oo o m e o e e e e e e aao o +
6 | Qg Physi cal addr of | Oiginating | Src Port|
| N source adapter | server address |  nunber |
------------------------------ T
8 | NSC ARP type code |
| 07 | 00 |
o m o e e e e oo o m e o e e e e e e aao o +
10 | Sour ce Domain | Sour ce Network |
o m o e e e e oo o m e o e e e e e e aao o +
12 | - reserved - | Age Count |
o m o e e e e oo o m e o e e e e e e aao o +
14 | Next Header O fset | Header End O f set |
| (usual l'y 16) | (usual l'y 16) |
o m o e e e e oo o m e o e e e e e e aao o +
16 | Padding to start of IP info (usually O bytes) |
o m o e e e e oo o m e o e e e e e e aao o +
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o m o e e e e oo o m e o e e e e e e aao o +
Of | ARP hardwar e address type for HYPERchannel |
8

SRR AR .
+2 | HYPERchannel protocol type |
| 06 00 |
o m o e e e e oo o m e o e e e e e e aao o +

+4 | HYPERchannel address length | | P address | ength
I 6 I 4 I
o m o e e e e oo o m e o e e e e e e aao o +
+6 | ARP opcode (request or reply) |
o m o e e e e oo o m e o e e e e e e aao o +
+8 | Donai n | Net wor k |
+- Sender’s 32-bit HYPERchannel address -+
+10 | Adapt er address | Logi cal addr/ port |
o m o e e e e oo o m e o e e e e e e aao o +
+12 | Source’s MIU si ze |
o m o e e e e oo o m e o e e e e e e aao o +
+14 | | |
+- Sender’s 32-bit | P address -+
+16 | |
o m o e e e e oo o m e o e e e e e e aao o +
+18 | Domai n | Net wor k |
+- Destination’s 32-bit HYPERchannel address -+
+20 | (to be determ ned on request) |
| Adapt er address | Logi cal addr/ port |
o m o e e e e oo o m e o e e e e e e aao o +
+22 | Destination’ s MIU size |
| (to be determ ned on request) |
o m o e e e e oo o m e o e e e e e e aao o +
+24 | |
+- Destination’s 32-bit | P address -+
+26 | |
o m o e e e e oo o m e o e e e e e e aao o +

Layout of the fields of this ARP nmessage is a fairly straightforward
exercise given the standards of ARP and the 32-bit nessage header. A
few fields are worth remarking upon

TO ADDRESS

The TO address of an ARP nessage will be one of two classes of
address. A "normal" address indicates that the nessage is an ARP
response, or that it is an ARP request directed at an ARP server at a
wel | known address on the |ocal network. For those HYPERchannel

net wor ks whi ch are equi pped to broadcast, a value of OxFFFFFFO7 in
the TO address will (by convention) be picked up only by those
protocol servers prepared to interpret and respond to ARP nessages.
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The issue of which address to use in an ARP request is discussed in
the Address Resol ution section

FROM ADDRESS

Must be the correct FROM address of the user protocol server issuing
an ARP request. The Source Correct bit in the Message Flags byte
shoul d be set by this requesting server, as sone ARP servers nay
someday choose to issue ARP information on an "need to know' basis in
secure environnents. Wth an ARP response, the FROM address wil |
contain the "normal" HYPERchannel address of the protocol server
responding to the ARP address, even if that server was reached via

br oadcast mechani sns.

ARP responses are returned to the party specified in the FROM address
specified in the message header, rather than the address in the
"Sour ce HYPERchannel Address" field within the body of the ARP
nessage.

MESSAGE TYPE

The 16-bit val ue 0x0700 is reserved for the exclusive use of ARP.

Unli ke I P nmessages, no provision is made for the ARP nessage to begin
at an arbitrary offset wthin the nessage proper, so the value in
byte 9 is an extension of the nmessage type.

HEADER END OFFSET

ARP uses the 32-bit addressing convention that byte 15 contains the
offset to the start of user protocol (and hence the end of user
protocol information). Note that this is not a substitute for the IP
offset fields, as this field al so serves as the end of HYPERchanne
header information -- future NSC nessage processing code nmay wel |
take exception to "garbage" between the actual header end and the
start of user data.

HYPERCHANNEL HARDWARE TYPE CODE
This 16-bit nunber is assigned a formal ARP hardware type of 8.

HYPERCHANNEL PROTOCOL TYPE

On the Ethernet, this field is used to distinguish IP fromall other
protocols that may require address resolution. To be logically
consistent, this field is identical to bytes 8 and 9 0x0600 in a 32-
bit address HYPERchannel nessage carrying an | P datagram
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HYPERCHANNEL ADDRESS LENGIH

This contains the value 6, a sufficient nunber of bytes to
accommopdat e the four byte HYPERchannel address and 2 bytes to
indicate the |largest | P datagram size that source and destination can
handl e.

SOURCE AND DESTI NATI ON HYPERCHANNEL ADDRESS

This field contains the Donain, Network, and Adapter/port address of
source and destination, respectively. A value of 0000 in the Domain
and Network fields has special significance as this is interpreted as
a request to send and receive 16-bit HYPERchannel headers rather than
32-bit headers. |If 32-bit headers are to be used within a single
HYPERchannel network, then the |l ocal domain and network nunbers nay
be specified.

MAXI MUM TRANSM SSI ON UNI' T

HYPERchannel LAN technology is such that nessages of unlimted | ength
may be sent between hosts. Since host throughput on a network is
generally limted by the rate the network equi pment can be
functioned, larger transm ssion sizes result in higher bulk transfer
performance. Since not every host will be able to handle the maxi num
size | P datagram a nore flexible neans of MIU (maxi mum transm ssion
unit) size negotiation than sinply wiring the sane value into every
network host is needed. Wth this field, each host declares the

maxi num | P dat agram si ze (not the associated data block size) it is
prepared to receive. Transnitting IP drivers should be prepared to
send the mnimum of the source and destination |IP sizes negotiated at
ARP ti me.

The MIU size sent refers to the maxi num size of |IP header + data. It
does not include the Iength of the HYPERchannel Hardware header or
any offset between the header and the start of the |IP datagram

Since it is the option of the transmtting hosts to use an offset of
up to 44 bytes a receiving host nmust in any event be prepared to
receive a 64 byte Message Proper and an Associ ated Data bl ock of
MIU-20 (that is 64 - 44, or the length of the basic |IP header).

An exanple of a typical 16-bit packet is:

12 bytes hardware header.
12 bytes offset.
40 bytes | P/ TCP header.
4096 bytes of data.
This gives an MIU of 4136.
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An exanple of a typical 32-bit packet is:

16 bytes hardware header.
8 bytes offset.
40 bytes | P/ TCP header.
4096 bytes of associated data,
This al so gives an MIU of 4136.

The offset values are chosen so that the typical packet causes user
data to be page aligned at the start of the associated data area.
This is an inplenentation decision, which can certainly be nodified
as required.

The maxi mum mexi mum transmi ssion unit is 65536, the current | argest
size |P datagram In order to allowthis value to fit into a 16-bit
field, the offset length is not included in the MIU. This MIU size
is not a requirenent that a | ocal host be equi pped to send or receive

datagrans of that size; it sinply indicates the nmaxi num capacity of
the receiving host.

A note on trunk masks:

There is no field for specifying trunk masks. This is intentional,
as new NSC hardware will contain trunk reachability information
elimnating the need for the host to maintain hardware configuration
| ayouts. All HYPERchannel nessages generated as a result of an ARP
response shoul d use OxFF in the trunk nask

ADDRESS RESCLUTI ON

This section describes techniques used by an I P driver to deternine
t he HYPERchannel address and header that a nessage should contain
given an | P datagram containing an | P address. It describes

techni ques that are local to specific hosts (and hence can be

nodi fied without regard to the activities or techniques of other
hosts) as well as techniques to use the Address Resol uti on Protocol
on exi sting HYPERchannel equipnent to better nanage | P addresses.

It al so discusses the nigration of nanme resol ution on one of four
st eps.

1. Truncation of the |IP address to form a HYPERchannel address.

2. Local resolution of HYPERchannel addresses through configuration
files.

3. Centralized resolution of HYPERchannel addresses through an "ARP
server" driven by a configuration file.
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4. Distributed resolution of HYPERchannel addresses using a "real”
address Resol ution Protocol on future HYPERchannel nedia
supporting a broadcast node.

| P ADDRESS TRUNCATI ON

A nunber of | P on HYPERchannel inplenmentations support nodes where

t he HYPERchannel address is generated by placing the | ow order 16-
bits of the IP address in the TO address of the nessage proper. This
nmore or less treats a set of HYPERchannel boxes addressabl e through
16-bit HYPERchannel addresses as a Class B | P network.

Thi s approach certainly offers sinplicity: |P addresses are sinply
chosen to mat ch HYPERchannel addresses and no | P address
"configuration files" need be kept. Although this approach works in
an environnent where the HYPERchannel conpletely constitutes a C ass
B network, or where connection to a larger IP network is not a
concern, its long termuse is discouraged for several reasons:

0 It sinmply will not work with any Class C address (the physica
TO address is not controllable) or a Cass A address (where host
addresses are generally carefully adnministered.) In addition
it will not support subnetworks. It is quite inconmpatible with
32-bit HYPERchannel addresses.

0 By decoupling the | P and HYPERchannel addresses through nore
conmpl ex address resolution, the characters of the two addresses
allow greater site flexibility: the |IP address becones
"logical" in character so that an address can nove about a site
with the user or host; the HYPERchannel address mamintains its
physi cal character so that a HYPERchannel address carefully
identifies the physical |ocation of the source and destination
wi thin the extended HYPERchannel networKk.

LOCAL ADDRESS RESCLUTI ON

The current state of address resolution art with I P on HYPERchanne
works as follows: given an arbitrary |IP address, the | P HYPERchanne
driver looks up an entry with that address in a (generally hashed)
table. If found, the table entry contains the first 6 bytes of the
HYPERchannel header that is used to send the I P datagramto the next
| P node on the internet. Since inplenentations such as the 4.3BSD
UNI X | P are clever enough to provide its |Iower level drivers with the
| P address of the next gateway as well as the destination address on
the internet (assunming the nmessage is not delivered locally on the
HYPERchannel ,) the nunber of entries in this table is nore or |ess
manageabl e, as it must only contain the |IP hosts and gat eway
addresses that are directly accessible on the HYPERchannel
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CONFI GURATI ON FI LE FORVAT

So long as this techni que of address resolution is used, the

techni ques used are exclusively local to the host in the sense that
the techni ques used to generate and store the information in the
table are irrelevant to other hosts.

Shown here is a typical file format. This file should probably be
program generated from a database, as asymetric trunk configurations
and mul tiply honmed hosts can cause differences in physical routing
and trunk usage. This format is docunmented here to illustrate what
sort of information nust be kept at the link |ayer.
The file consists of source lines each with the form

<type> <host nane> <trunks/fl ags> <domai n/ net > <addr> <Mru>

an exanpl e:

<type> <hostname> <t/f> <dom net> <addr> <MIU>
# Random front end

host hyper . nsco. com FF88 0103 3702 4148
# because we want to show the 4 byte fornmat

host 192.12.102.1 FFOO 0000 2203 1024
# Smal | packets, interactive traffic.

host cray- b. nas. nasa. gov FF88 0103 4401 4148
# The other interface, for big packets.

ahost cray- b. nas. nasa. gov FF88 0103 4501 32768
# A |l oopback interface, (Wat el se)

| oop | oop37. nsco. com FFOO 0000 3700 4148
# And of course an exanple of arp service.

ar pserver hcgate.nsco.com FF88 0103 7F07

Comments may begin with either # or ;
Case is not significant in any field.

<type> indicates the type of entity to be defined.
Currently defined types are "host," "ahost", "loop," "address,"
and "arpserver".

host This token indicates an IP host. The following field is
expected to be a nanme that can be resolved to an IP
addr ess.

ahost This field indicates an additional network interface to
the sane host. This may be used for performance
enhancenents.
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| oop Sets a flag in the entry for that host so that OxFFOO is

placed in bytes 8 and 9 of the nessage. This will cause
the I P datagram to be directed towards the specified host
(which must still be a valid host nane) and | ooped back

within the renote adapter. This facility serves both as a
debuggi ng aid and as a crude probe of the availability of
the renote network adapter.

arpserver This indicates an address to use for directing ARP
requests to the network. |If several arpserver addresses
are specified, they will be tried in turn until a response
is received (or we run out of servers.) An arpserver with
the appropriate broadcast address of FFFF FFO7 woul d
cause an ARP broadcast to take place when broadcasting
beconmes avail abl e. Broadcast and specific addresses may
be used in conbi nation

<host nanme> This field is the |ogical nane of the destination. For a
host it is the logical nane to be given to the |ocal nam ng service

to determ ne the associated |IP address. This field may contain four
deci mal nunbers separated by dots, in which case it is assuned to be
the explicit | P address.

<trunks/flags> This field is the value to be placed in bytes 0 and 1
of the nessage header when sending to this host. The associated data
bit need not be supplied as the driver nmust control it. Al other
bits are sent as provided. This field is a hexideciml nunber.

<domai n/net> This field is the value to be placed in the Dormai n and
Net wor k number field of the nessage. A value of 0000 in this field
i ndi cates that the destination should be reached by constructing a
16-bit HYPERchannel header, rather than a 32-bit header.

<address> This field is the value to be placed in the 16-bit TO field
to reach <hostnanme>. This field is a hexidecimal nunber.

<MrTU> This field contains the |argest size |P datagramthat the
destination host is prepared to receive. This field is a decinal

nunber. This field is optional. |If not present, a value of 4148 is
assuned. See the earlier discussion on Maxi rum Transni ssion Unit for
nore detail.

ARP SERVERS

The primary problemw th | ocal host address resolution is that
changes or additions to hosts on the local net nmust be replicated to
every HYPERchannel host in that network. Wile this is manageabl e
for up to half a dozen hosts, it becones quite unmanageabl e for
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| arger networks. An approach that can be inplenented using existing
HYPERchannel technology is to have a server on the HYPERchanne
networ k provi de the HYPERchannel destination address that is
associated with an | P address.

Al though this is strictly a point-to-point request/response dial ogue
bet ween two network nodes, the Address Resol ution Protocol which was
originally designed for Ethernet (but thoughtfully constructed to
work with any pair of |link and network addresses) perfornms an
excel I ent job.

ARP servers can be reached sinply by placing the address of the
server in the 32-bit TO address of the network nessage. ARP servers
only "listen" to messages that arrive on their well known norna
address; they do not respond to ARP broadcast nessages. Properly
equi pped | P drivers should respond to the broadcast nessages when

t hey appear.

If an ARP server receives a nessage containing an |IP address it does
not know how to resolve, it ignores the nessage so that another ARP
server mght be addressed at the source’s next attenpt.

If the address is resolvable, it places the known HYPERchannel
address and MIU size in the response and returns it to the | ocation
i n the HYPERchannel header FROM address.

Unli ke a broadcast ARP, the ARP server will be required to service
two requests when two hosts that are initially unknown to one anot her
attenpt to get in touch. Since the destination did not receive the
ARP request, it nust contact the ARP server when its higher |evel
protocols first generate a datagramto respond to the the source’s
first 1P datagramto go through to the destination

The source configuration file described in the previous section was
explicitly designed so that it could be sufficient as a data base for
an ARP server as well as an individual host.

BROADCAST ARP
When a | ocal HYPERchannel network contains a broadcast capability,

any I P driver wishing to perform HYPERchannel address resolution may
be configured to emit the ARP nessage on a broadcast instead of a

wel I known address. [P drivers on other hosts are presuned to know
if their local HYPERchannel interface can send broadcast nessages; if
so, they arrange to "listen" on the FFO7 broadcast TO address for
ARP.

Processing of a received ARP broadcast nmessage is otherw se identical
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to RFC- 826:

0 Messages are responded to if and only if the destination IP
driver is authoritative for the designated |P address.

0 Whenever an ARP nessage is processed, the IP driver takes the
source HYPERchannel address and MIU size and adds it to its
address resolution tables. Thus the driver is equipped to
turn around the I P datagramthat arrives fromthe destination
host when contact is nade.

Each | P driver may have address resolutions that are set through a
static routing table (the configuration file specified above). |If
ARP information arrives that contradicts a static entry (as opposed
to previously set dynanic ARP information) then the ARP information
shoul d be ignored. This decision is nmade on the prem se that the
only useful purpose of static routing in a broadcast ARP environnment
is to add authentication, as it’s easy to lie with ARP.
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APPENDI X A, NSC PRODUCT ARCHI TECTURE AND ADDRESSI NG

This section is intended to be a concise review of the state of the
art in NSC networks and the techniques they provide for the delivery
of nmessages. Those who are thoroughly famliar wi th HYPERchannel may
wish to only skimthis section; however, there is material on new

t echnol ogi es and addressing formats that are not yet generally known
to nmost of NSC s custoners.

NETWORK SYSTEMS HYPERCHANNEL TECHNOLOG ES

Net wor k Systens manufactures several different network technol ogi es
that use very different nedia and link controls, but still provide a
common host interface in both the protocol and hardware sense of the
term These four technol ogi es are:

0 HYPERchannel A -- A 50-negabit, baseband, CSMA with collision
avoi dance network using a coaxial cable bus. |Individua
HYPERchannel "network adapters" can control up to 4 of these
coaxi al cable "trunks," providing up to 200 negabits of
capacity on a fully interconnected network. HYPERchannel A
is NSC s earliest product and has been in production since
1977. It is principally used to interconnect |arger
mai nf rame conput ers and hi gh speed mai nfrane peripherals such
as tape drives and | aser printers.

0 HYPERchannel B -- a 10-negabit, baseband, CSMA with collision
avoi dance network using a single coaxial cable bus. This
technology is used for direct host to host conmunicati ons under
the name HYPERchannel B, and for term nal connections under the
nane HYPERbus. It is currently used for three ngjor
applications -- local networks of ASCII termnals, networks
of IBM 3270 terminals, and host to host conmunications of
smal | er computers.

0 DATAPI PE[ 3] -- a 275-negabit fiber optic "backbone" network
that interconnects |ower speed | ocal area networks within a 20
mle range, and to provide an ultra-high-performance network for
the next generation of superconputers and optical storage
systens. A prototype version of DATApipe is currently under
devel oprment at a custoner site.

0 Bri dges and Network Di stance Extensions -- NSC quickly
di scovered that its custoners wanted very hi gh speeds over
geogr aphic areas, not just within the range of several niles
that is conceivable with a coaxial cable network. Starting
in 1978, NSC began to build a series of "link adapters” that
are integral bridges between |ocal area networks. These |ink
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adapt ers support common hi gh speed comruni cati ons nedia such
as Telco T1 circuits, private mcrowave, high speed
satellite links, and fiber optic point to point connections.

ATTACHVENT TO HOST COWVPUTERS

Net wor k Systens’ high speed interfaces use the attachnent techni ques
of the manufacturer’s highest speed peripheral controllers in order
to achieve burst transfer rates of tens of negabits per second.
These attachnment techniques fall into three categories:

" MAI NFRAMVE" DATA CHANNEL ATTACHVENT

Fom e e e oo - S R + S + ||| |
| | | |HYPERchanneI+--+ | | |
| | R + Network -+ |
| Host | 1/O +--mimmmime e + Adapter +-|-]-+

| | | St andard host | +-|-]-]-+
| Conputer | Control| dat a channel R + ||| |
I I I

I I I

I I I

I I I

Fomm e m o e Fomm e - +

The network adapter contains interface boards and firmmare to be
cabled to the manufacturer’s data channel, such as would be done with
a disk or tape controller. Minframe network adapters do not enul ate
an existing manufacturer’s device (such as a tape drive) but are
supported by software which functions the channel and adapter to send
and recei ve network nessages.

Model s of HYPERchannel adapters are available for essentially al
| arge scal e conputers worl dwi de.
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M NI COVPUTER AND WORKSTATI ON ATTACHMENT

Since the network adapter contains |ots of expensive, high speed
logic, a different technique is used to provide attachnment to
m ni conput ers and wor kst ati ons.

Fomm e e o oo + SRS + SR +
| | | ] | _
| M ni conput er| | Superm ni | | Workstation |
I I I I I I
F-- - - - Fomm e - + S S S S + S S Fo-m oo - +
I | DVA | I | DVA | | DVA | I
| | control | | | control | | control | |
F-- - - - L » S S R & T T S +
| | |
| | |
EREEEERRES + [ e +
oo + NI ECEEEETREE +
|l N N
SR S e T &
I I I I I
e F--- - - F--- - - F--- - - +
| x400
| Net wor k Adapt er |
I I
S S T ST S +
[ 1]
------------------ [ -]--*+------=----------
------------------ I I e
__________________ |_+____________________
__________________ o e e e e e e e e e e e e e e

In this case, NSC provides a DVA controller designed for direct
connection to that miniconputer’s backpl ane bus. These DMVA
control |l ers accept functions and burst bl ocks of data from host
menory to a channel cable that is connected to one of four ports on a
"general purpose conmputer adapter." This adapter nultipl exes

transm ssions to and fromthe HYPERchannel trunks fromup to four
attached processors.
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NETWORK COPROCESSCRS

For about 10 different bus systens, Network systens provides a
"smart" DMA controller containing onboard nenory and a Motorola 68010
protocol processor.

Fomm oo oo - F-- - - - S Fomm e - +

| | | Copr ocessor | | AEEEEE T +
| | Host | MC 68010 | Adapter+-------- + x400

| HOST | DVA | 256K menmory | DVA  +-------- + Adapt er|
| | | | | oo +
| Menmory +----- R LT +o------ +

I I

Fomm oo oo - +

This class of interface works through the network coprocessor’s
direct access to host nenory. Network transmit and receive request
packets are placed in a commopn "nmil box" area and extracted by the
coprocessor. The coprocessor reads and wites system nenory as
required to service network requests in the proper order. The
coprocessors currently provide a service to read or wite network
nmessages (called Driver service as it is nore or less identical to
HYPERchannel dunb DMA drivers) and a service for NETEX, which is
NSC s OSl-1i ke conmuni cations protocol.
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APPENDI X B. NETWORK SYSTEMS HYPERCHANNEL PROTOCOLS

The protocols inplemented by NSC within its own boxes are designed
for the needs of the different technologies. A conpact sunmation of
these protocols is:

HYPERchannel B HYPERchannel A DATApi pe
10 Moits/second 50- 200 Moits/second 275 Moits/second

I

| HYPERchannel network nessage

| connecti onl ess dat agram prot oco
I

| " HYPERchannel |

| conpatibility node" | HYPERchannel A DATApi pe

| | acknowl edgnent
I I

& flow contro

Virtual circuit reservati on and
estab. & control fl ow contro

R T + pr ot ocol pr ot oco

I I

| Virtual Grcuits |

| FI ow Contr ol |

S Fom e oo o e e e e oo +
| CSMA / VT | CSMA / CA | |
| franme (datagran | franme (datagran) | TDMA packet delivery]
| del i very and | del i very and | |
| acknowl edgnent | acknow edgnent | |
S Fom e oo o e e e e oo +
| | | Fi ber optics |
| 75 ohm coax | 1-4 75 ohm coax | (various cable sizes|
| cabl e | cabl es | and xm ssion nodes) |
S Fom e oo o e e e e oo +

Wthout getting into great detail on these internal protocols, a few
points are particularly interesting to system designers:

0 Al'l three technol ogies supply the sane interface to the host
computer or network coprocessor, a service to send and receive
net wor k nessages that are datagrans fromthe host’s vantage in
that each contains sufficient information to deliver the nessage
in and of itself. Since this datagramand its header fields are
of paramount interest to the host inplenmentor, it is discussed
in detail bel ow

0 Al'l technol ogi es use acknow edgnents at a very low |l evel to
determine if packets have been successfully delivered. 1In
addition to permitting a highly tuned contention nechani smfor
the coax nedium it also pernmts HYPERchannel A to bal ance the
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| oad over several coax cables -- a feat that has proven very
difficult on, for exanple, Ethernet.

o0 Al boxes go to sone lengths to assure that resources exi st
in the receiving box before actual transm ssion takes pl ace.
HYPERchannel B uses a virtual circuit that endures for severa
seconds of inactivity after one host first attenpts to send a
nmessage to the other. Traffic over this "working virtua
circuit" is flow controlled fromsource to destination and
buffer resources are reserved for the path.

HYPERchannel A exchanges franes at very high rates to determ ne that
the receiver is ready to receive data and to control its flow as data
nmoves t hrough the network.
DATApi pe propagation tine is relatively long conpared to the tine
needed to send an internal packet of 2K-4K bytes. As a result,
DATApi pe controllers use a streamined TP4-1ike transport protocol to
assure delivery of franmes between DATApi pe boxes.
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