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1.

| nt roducti on

Thi s docunment proposes a multicast address allocation architecture
(MALLOC) for the Internet, and is intended to be generic enough to
apply to both IPv4 and I Pv6 environnents.

As with uni cast addresses, the usage of any given multicast address
is limted in two dinmensions:

Lifetine:
An address has a start time and a (possibly infinite) end tine,
between which it is valid.

Scope:
An address is valid over a specific area of the network. For
exanmple, it may be globally valid and unique, or it may be a
private address which is valid only within a | ocal area.

This architecture assunes that the primary scoping mechanismin use
is adm ni strative scoping, as described in RFC 2365 [1]. Wile
solutions that work for TTL scoping are possible, they introduce
significant additional conplication for address allocation [2].

Mor eover, TTL scoping is a poor solution for nmulticast scope control,
and our assunption is that usage of TTL scoping will decline before
this architecture is w dely used.

Requi rement s

From a design point of view, the inportant properties of nmulticast

al l ocati on nmechani sns are robustness, tineliness, |ow probability of
cl ashing allocations, and good address space utilization in
situations where space is scare. Wiere this interacts with nmulticast
routing, it is desirable for nmulticast addresses to be allocated in a
manner that aids aggregation of routing state.

0 Robustness/Availability
The robustness requirenent is that an application requiring the
al l ocation of an address should al ways be able to obtain one, even
in the presence of other network failures.

o Tineliness

Froma tineliness point of view, a short delay of up to a few
seconds is probably acceptable before the client is given an

address wi th reasonabl e confidence in its uniqueness. |If the
session is defined in advance, the address should be allocated as
soon as possible, and should not wait until just before the
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session starts. It is in some cases acceptable to change the
nmul ti cast addresses used by the session up until the tine when the
session actually starts, but this should only be done when it
averts a significant problem such as an address clash that was

di scovered after initial session definition.

0 Low Probability of O ashes

A nmulticast address allocation schenme should always be able to

al l ocate an address that can be guaranteed not to clash with that
of another session. A top-down partitioning of the address space
woul d be required to conpletely guarantee that no clashes would
occur.

0 Address Space Packing in Scarcity Situations

In situations where address space is scarce, sinply partitioning
the address space would result in significant fragnmentation of the
addr ess space. This is because one woul d need enough spare
space in each address space partition to give a reasonabl e degree
of assurance that addresses could still be allocated for a
significant time in the event of a network partition. In

addi tion, providing backup allocation servers in such a hierarchy,
so that fail-over (including partitioning of a server and its
backup from each other) does not cause collisions would add
further to the address space fragnentation

Si nce guaranteeing no clashes in a robust nmanner requires
partitioning the address space, providing a hard guarantee | eads
to inefficient address space usage. Hence, when address space is
scarce, it is difficult to achieve constant availability and

ti nmeliness, guarantee no clashes, and achi eve good address space
usage. As a result, we nust prioritize these properties. W
believe that, when address space is scarce, achieving good address
space packing and constant availability are nore inportant than
guar ant eei ng that address clashes never occur. Wat we aimfor in
these situations is a very high probability that an address cl ash
does not occur, but we accept that there is a finite probability
of this happening. Should a clash occur (or should an application
start using an address it did not allocate, which nay also lead to
a clash), either the clash can be detected and addresses changed,
or hosts receiving additional traffic can prune that traffic using
source-specific prunes available in | GW version 3, and so we do
not believe that this is a disastrous situation.

In summary, tolerating the possibility of clashes is likely to

all ow all ocation of a very high proportion of the address space in
the presence of network conditions such as those observed in [3].
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We believe that we can get good packing and good availability with
good col lision avoi dance, while we would have to conproni se
packi ng and availability significantly to avoid all collisions.

Finally, in situations where address space is not scarce, such as
with I Pv6, achieving good address space usage is |ess inportant,
and hence partitioning nmay potentially be used to guarantee no
collisions anbng hosts that use this architecture.

Addr ess Dynanmi cs

Miul ti cast addresses may be allocated in any of three ways:

Static:

Statically allocated addresses are allocated by | ANA for specific
protocols that require well-known addresses to work. Exanples of
static addresses are 224.0.1.1 which is used for the Network Timnme
Protocol [13] and 224.2.127.255 which is used for gl obal scope
nmul ti cast session announcenents. Applications that use multicast
for bootstrap purposes should not normally be given their own
static nulticast address, but shoul d bootstrap thensel ves using a
wel | - known service | ocation address which can be used to announce
t he bi nding between | ocal services and nulticast addresses.

Static addresses typically have a permanent lifetine, and a scope
defined by the scope range in which they reside. As such, a
static address is valid everywhere (although the set of receivers
may be different depending on |ocation), and may be hard-coded
into applications, devices, enbedded systens, etc. Static
addresses are al so useful for devices which support sending but

not receiving nmulticast | P datagrans (Level 1 conformance as
specified in RFC 1112 [7]), or even are incapable of receiving any
data at all, such as a wirel ess broadcasting device.

Scope-rel ative:

RFC 2365 [1] reserves the highest 256 addresses in every

admi ni strative scope range for relative assignnents. Relative
assignnents are nade by | ANA and consi st of an offset which is
valid in every scope. Relative addresses are reserved for

i nfrastructure protocols which require an address in every scope,
and this offset nay be hard-coded into applications, devices,
enbedded systens, etc. Such devices nust have a way (e.g. via
MZAP [9] or via MADCAP [4]) to obtain the list of scopes in which
they reside.

Thal er, et al. I nf or mat i onal [ Page 4]



RFC 2908 MALLOC Architecture Sept ember 2000

The of fsets assigned typically have a pernanent lifetine, and are
valid in every scope and | ocation. Hence, the scope-relative
address in a given scope range has a lifetinme equal to that of the
scope range in which it falls.

Dynami c:
For nost purposes, the correct way to use nulticast is to obtain a
dynami ¢ nulticast address. These addresses are provided on demand
and have a specific lifetime. An application should request an
address only for as long as it expects to need the address. Under
sonme circunstances, an address will be granted for a period of
time that is less than the time that was requested. This will
occur rarely if the request is for a reasonabl e amount of time.
Applications should be prepared to cope with this when it occurs.

At any tinme during the lifetime of an existing address,
applications may al so request an extension of the lifetinme, and
such extensions will be granted when possible. Wen the address
extension is not granted, the application is expected to request a
new address to take over fromthe old address when it expires, and
to be able to cope with this situation gracefully. As with

uni cast addresses, no guarantee of reachability of an address is
provi ded by the network once the lifetinme expires.

These restrictions on address lifetine are necessary to allow the
address allocation architecture to be organi zed around address
usage patterns in a manner that ensures addresses are aggregatable

and multicast routing is reasonably close to optimal. In
contrast, statically allocated addresses may be gi ven sub-optima
routing.

3. Overview of the Architecture

The architecture is nodular so that each | ayer may be used, upgraded,
or replaced independently of the others. Layering also provides
isolation, in that different nechanisnms at the same | ayer can be used
by different organi zations wi thout adversely inpacting other |ayers.

There are three layers in this architecture (Figure 1). Note that

these |l ayer nunbers are different fromthe layer nunbers in the
TCP/ I P stack, which describe the path of data packets.
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Figure 1: An Overview of the Milticast Address Allocation Architecture

Layer 1
A protocol or nmechanismthat a nulticast client uses to request a
mul ti cast address froma nulticast address allocation server
(MAAS). When the server grants an address, it becones the
server’'s responsibility to ensure that this address is not then
reused el sewhere within the address’s scope during the lifetine
gr ant ed.

Exanpl es of possible protocols or nechanisnms at this |ayer include
MADCAP [4], HTTP to access a web page for allocation, and | ANA
static address assighnments.

An abstract APl for applications to use for dynamic allocation,
i ndependent of the Layer 1 protocol/nechanismin use, is given in
[11].

Layer 2
An intra-domain protocol or mechanismthat MAAS s use to
coordinate allocations to ensure they do not allocate duplicate
addresses. A MAAS nust have stable storage, or sone equival ent
robust ness nechani sm to ensure that uniqueness is preserved
across MAAS failures and reboots.
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MAASs al so use the Layer 2 protocol/mechanismto acquire (from
"Prefix Coordinators") the ranges of nulticast addresses out of
whi ch they nay all ocate addresses.

In this docunment we use the term "allocation donain" to nmean an

admi ni stratively scoped nulticast-capable region of the network,
wi t hi n which addresses in a specific range nay be allocated by a
Layer 2 protocol/mechani sm

Exanpl es of protocols or nechanisns at this layer include AAP [5],
and manual configurati on of MAAS s.

Layer 3
An inter-domain protocol or nmechanismthat allocates nulticast
address ranges (with lifetines) to Prefix Coordi nators.
I ndi vi dual addresses may then be all ocated out of these ranges by
MAAS s inside allocation domains as described above.

Exanpl es of protocols or nmechanisns at this layer include MASC [ 6]
(in which Prefix Coordinators are typically routers without any
stabl e storage requirenent), and static allocations by AS nunber
as described in [10] (in which Prefix Coordinators are typically
human admi ni strators).

Each of the three layers serves slightly different purposes and as
such, protocols or nechanisns at each |layer may require different
desi gn tradeoffs.

4. Scoping

To all ocate dynami c addresses within adm nistrative scopes, a MAAS
must be able to learn which scopes are in effect, what their address
ranges and nanmes are, and which addresses or subranges w thin each
scope are valid for dynam c allocation by the MAAS

The first two tasks, learning the scopes in effect and the address
range and nane(s) of each scope, may be provided by static
configuration or dynamically |learned. For exanple, a MAAS may sinply
passively listen to MZAP [9] nessages to acquire this infornmation

To determne the subrange for dynamic allocation, there are two cases
for each scope, corresponding to small "indivisible" scopes, and big
"divisible" scopes. Note that MZAP identifies which scopes are

di vi si bl e and which are not.

(1) For small scopes, the allocation domain corresponds to the entire

topology within the adninistrative scope. Hence, all MAASs
i nside the scope may use the entire address range (mnus the | ast
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256 addresses reserved as scope-relative addresses), and use the
Layer 2 nechani sm protocol to coordinate allocations. For snal
scopes, Prefix Coordinators are not involved.

Hence, for small scopes, the effective "allocation donain" area
may be different for different scopes. Note that a small

i ndi vi sible scope could be larger or smaller than the All ocation
Scope used for big scopes (see bel ow).

(2) For big scopes (including the global scope), the area inside the
scope may be | arge enough that sinply using a Layer 2
nmechani sni protocol nmay be inefficient or otherw se undesirable.

In this case, the scope nust span nultiple allocation donains,

and the Layer 3 nechani sm protocol nust be used to divvy up the
scoped address space anpng the allocation domains. Hence, a MAAS
may | earn of the scope via MZAP, but nust acquire a subrange from
which to allocate froma Prefix Coordinator.

For sinplicity, the effective "allocation domain" area will be
the sanme for all big scopes, being the granularity at which al
bi g scopes are divided up. W define the adninistrative scope at
this granularity to be the "All ocati on Scope".

4.1. Al ocation Scope

The Allocation Scope is a new adm ni strative scope, defined in this
docunment and to be reserved by I ANA with values as noted below. This
is the scope that is used by a Layer 2 protocol/nmechanismto

coordi nate address allocation for addresses in larger, divisible
scopes.

We expect that the Allocation Scope will often coincide with a
uni cast Aut ononobus System (AS) boundary.

If an ASis too large, or the network admi nistrator wi shes to run
different intra-donmain multicast routing in different parts of an AS,
that AS can be split by nanual setup of an allocation scope boundary
that is not an AS boundary. This is done by setting up a nulticast
boundary dividing the unicast AS into two or nore mnulticast

al  ocati on donmai ns.

If an ASis too small, and address space is scarce, address space
fragmentation may occur if the ASis its own allocation donain.

Here, the AS can instead be treated as part of its provider’s

al l ocation domain, and use a Layer 2 protocol/nechanismto coordinate
al l ocation between its MAAS's (if any) and those of its provider. An
AS shoul d probably take this course of action if:
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o it is connected to a single provider,
o it does not provide transit for another AS, and

0 it needs fewer than (say) 256 nulticast addresses of |arger than
AS scope all ocated on average.

4.1.1. The IPv4 Allocation Scope -- 239.251.0.0/16

The address space 239.251.0.0/16 is to be reserved for the Allocation
Scope. The ranges 239.248.0.0/16, 239.249.0.0/16 and 239. 250.0.0/16
are to be |l eft unassigned and avail abl e for expansion of this space.
These ranges should be left unassigned until the 239.251.0.0/16 space
is no longer sufficient.

4.1.2. The IPv6 Allocation Scope -- SCOP 6
The I Pv6 "scop” value 6 is to be used for the Allocation Scope.
5. Overview of the Allocation Process

Once Layer 3 allocation has been perforned for large, divisible
scopes, and each Prefix Coordi nator has acquired one or nore ranges,
then those ranges are passed to all MAAS's within the Prefix

Coordi nator’s domain via a Layer 2 mechani sl prot ocol

MAAS s within the domain receive these ranges and store themas the
currently all owabl e addresses for that domain. Each range is valid
for a given lifetine (also acquired via the Layer 3
nmechani sni protocol) and is not revoked before the lifetinme has
expired. MAAS' s also learn of small scopes (e.g., via MZAP) and
store the ranges associated with them

Usi ng the Layer 2 mechani snf protocol, each MAAS ensures that it wll
excl ude any addresses which have been or will be allocated by other
MAAS's within its domain.

Wien a client needs a nulticast address, it first needs to decide
what the scope of the intended session should be, and | ocate a MAAS
capabl e of allocating addresses within that scope.

To pick a scope, the client will either sinply choose a well-known
scope, such as the global scope, or it will enunerate the avail able
scopes (e.g., by sending a MADCAP query, or by listening to MZAP
nmessages over tine) and allow a user to sel ect one.
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Locating a MAAS can be done via a variety of methods, including
manual configuration, using a service location protocol such as SLP
[12], or via a nechanism provided by a Layer 1 protocol itself.
MADCAP, for instance, includes such a facility.

Once the client has chosen a scope and |located a MAAS, it then
requests an address in that scope fromthe MAAS | ocated. Along with
the request it al so passes the acceptable range for the lifetines of
the allocation it desires. For exanple, if the Layer 1 protocol in
use i s MADCAP, the client sends a MADCAP REQUEST nessage to the MAAS
and waits for a NAK nessage or an ACK nmessage containing the

al l ocated information.

Upon receiving a request froma client, the MAAS then chooses an
unused address in a range for the specified scope, with a lifetinme
whi ch both satisfies the acceptable range specified by the client,
and is within the lifetine of the actual range.

The MAAS uses the Layer 2 nechani sm protocol to ensure that such an
address does not clash with any addresses allocated by ot her MAASs.
For example, if Layer 2 uses nmmnual configuration of non-overl apping
ranges, then this sinply consists of adhering to the range confi gured
in the local MAAS. [|f, on the other hand, AAP is used at Layer 2 to
provi de | ess address space fragnentation, the MAAS advertises the
proposed al |l ocati on domai n-wi de using AAP. If no clashing AAP claim
is received within a short time interval, then the address is
returned to the client via the Layer 1 protocol/nechanism |If a
clashing claimis received by the MAAS, then it chooses a different
address and tries again. AAP also allows each MAAS to pre-reserve a
smal | "pool" of addresses for which it need not wait to detect

cl ashes.

If a domain ever begins to run out of available nulticast addresses,
a Prefix Coordinator in that donain uses the Layer 3
prot ocol / mechani smto acquire nore space.

6. Security Considerations

The architecture described herein does not prevent an application
fromjust sending to or joining a nmulticast address w thout
allocating it (just as the sane is true for unicast addresses today).
However, there is no guarantee that data for unall ocated addresses
will be delivered by the network. That is, routers nmay drop data for
unal | ocated addresses if they have sone way of checking whether a
destinati on address has been allocated. For exanple, if the border
routers of a domamin participate in the Layer 2 protocol/mechani sm and
cache the set of allocated addresses, then data for unall ocated
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addresses in a range all ocated by that domain can be dropped by
creating nmulticast forwarding state with an enpty outgoing interface
list and/or pruning back the tree branches for those groups.

A malicious application nay attenpt a denial -of-service attack by
attenpting to allocate a | arge nunber of addresses, thus attenpting
to exhaust the supply of avail able addresses. QO her attacks include
rel easing or nodifying the allocation of another party. These
attacks can be conbatted through the use of authentication with
policy restrictions (such as a maxi mum nunber of addresses that can
be allocated by a single party).

Hence, protocol s/ nechanisns that inplenent |ayers of this
architecture should be deployable in a secure fashion. For exanple,
one shoul d support authentication with policy restrictions, and
shoul d not all ow soneone unauthorized to release or nodify the

al | ocati on of another party.
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