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Towards a Transport Service for
Transacti on Processing Applications

STATUS OF THI S MEMO

This RFC is concerned with the possible design of one or nore new
protocols for the ARPA-Internet, to support kinds of applications

whi ch are not well supported at present. The RFC is intended to spur
di scussion in the Internet research community towards the devel opnent
of new protocols and/or concepts, in order to neet these unnet

application requirenments. It does not represent a standard, nor even
a concrete protocol proposal. Distribution of this neno is
unlinited.

1. | NTRODUCTI ON

The DoD Internet protocol suite includes two alternative transport
service [1] protocols, TCP and UDP, which provide virtual circuit and
dat agram servi ce, respectively [RFC-793, RFC-768]. These two
protocols represent points in the space of possible transport service

attributes which are quite "far apart”. W want to exam ne an

i nportant class of applications, those which performwhat is often
called "transaction processing". W wll see that the comuni cation
needs for these applications fall into the gap "between" TCP and UDP

-- neither protocol is very appropriate.

W will then characterize the attributes of a possible new
transport-1evel protocol, appropriate for these ill-served
transacti on- processi ng applications.

In witing this nmeno, the author had in mnd several assunptions
about I nternet protocol devel opnent.

* Assunption 1: The nmenbers of the Internet research conmunity
now understand a great deal about protocols, and given a |ist
of consistent attributes we can probably generate a reasonabl e
protocol to neet that specification

This is not to suggest that design of good protocols is easy.
It does reflect an assunption (perhaps wong) that the set of
basi ¢ protocol techniques we have invented so far is sufficient
to give a good solution for any point in the attribute space,
and that we can forsee (at least in a general way) many of the
consequences of particul ar protocol design choices.
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* Assunption 2: We need to devel op appropriate service
requirenents for a "transacti on processing protocol”

The classifications "virtual circuit" and "datagrant

i medi ately define in our minds the nost inportant attributes
of TCP and UDP. W have no such i medi ate agreenent about the
services to be provided for transaction processing. The

exi sting and proposed transaction-oriented protocols show a
nunber of alternative choices [e.g., Cour8l, Bi Ne84, Coop84,
Cher 85, Crowd85, Gurwd5, MI185].

Many of the ideas discussed here are not new. For exanple, Birrel
and Nel son [ Bi Ne84] and Watson [ WAts81] have descri bed
transport-1level protocols appropriate for transactions. Qur purpose
here is to urge the solution of this problemw thin the Internet
protocol famly

2.  TRANSACTI ON PRCCESSI NG COMMUNI CATI ONS

We begin by listing the characteristics of the comunication patterns
typical in "transaction processing” applications.

* Unsynmmetrical Model

The two end points of the communication typically take
different roles, generally called "client" and "server". This
| eads to an unsymetrical communication pattern

For exanmple, the client always initiates a conmunication
sequence or "transaction". Furthernore, an inportant subcl ass
of applications uses only a sinple exchange of nessages, a
"request” to the server followed by a "reply"” to the client.

O her applications may require a continui ng exchange of
nmessages, a dialog or "conversation". For exanple, a request
toread a file froma file server mght result in a series of
nmessages, one per file block, in reply. Mdre conplex patterns
may occur.

* Sinplex Transfers
Regardl ess of the pattern, it always consists of a series of

SI MPLEX data transfers; at no tinme is it necessary to send data
in both directions sinultaneously.

Br aden [ Page 2]



RFC 955 Sept enmber 1985
Transacti on Protocol

*  Short Duration

Transacti on comuni cati on sequences generally have short
duration, typically 100's of mlliseconds up to 10's of
seconds, but never hours.

* Low Del ay
Sone applications require mnimal conmunication del ay.
*  Few Data Packets

In many applications, the data to be sent can be conpressed
into one or a few | P packets. Applications which have been
designed with LANs in mnd are typically very careful to
m ni m ze the nunber of data packets for each request/reply
sequence.

*  Message Orientation

The natural unit of data which is passed in a transaction is an
entire nessage ("record"), not a stream of bytes.

3. EXAMPLE: NAME SERVERS

To focus our ideas, we wll now discuss several particular types of
di stributed applications which are of pressing concern to nenbers of
the Internet research conmmunity, and which require
transaction-oriented comunication

First, consider the name server/nane resol ver system [ RFC- 882
RFC-883] which is currently being introduced into the (research)
Internet. Nane servers nust use TCP and/or UDP as their transport
protocol. TCP is appropriate for the bulk transfers needed to update
a nane server’'s data base. For this case, reliability is essential
and virtual -circuit setup overhead is negligible conpared to the data
transfer itself. However, the choice of a transport protocol for the
transaction traffic -- queries and responses -- is problematic.

* TCP would provide reliable and flow controlled transfer of
arbitrary-sized queries and responses. However, TCP exacts a
high cost as a result of its circuit setup and teardown phases.

* UDP avoids the overhead of TCP connection setup. However, UDP

has two potentially-serious problens -- (1) unreliable
comuni cation, so that packets nmay be | ost, duplicated, and/or
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reordered; and (2) the linitation of a data object
(query/response) to the 548-byte maximumin a single UDP
packet .

At present, name servers are being operated using UDP for transaction
conmuni cation. Note that nane server requests have a speci al
property, idenpotency; as a result, lost, duplicated, or reordered
gueries do not prevent the name-server systemfromworking. This
woul d seemto favor the use of UDP

However, it seens quite likely that the defects of UDP will nake it
unusabl e for an increasing fraction of queries.

* The average size of individual replies will certainly increase,
as the nore esoteric mail |ookup features are used, as the host
popul ati on expl odes (resulting in a logarithnic increase in
domai n nane sizes), and as the nunber of alternate acceptable
answers increases. As a result, a single response will nore
often overflow a single UDP packet.

* The average end-to-end reliability will decrease as some of the
flakier paths of the Internet are brought into use by nane
resol vers.

This will lead to a serious problem of choosing an appropriate

retransm ssion tineout. A name resolver using UDP cannot

di stingui sh packet loss in the Internet from queueing delay in
the server. As a result, name servers we have seen have chosen
long fixed timeouts (e.g., 30 seconds or nore). This will
result in long delays in nanme resol uti on when packets are |ost.

One might think that delays in nane resolution might not be an
i ssue since nost nane | ookups are done by a nail er daenon.
However, ARPANET experience with user mail interfaces has shown
that it is always desirable to verify the correctness of each
host nanme as the user enters the "To:" and "CC " addresses for
a message. Hence, delays due to | ost UDP packets will be
directly visible to users.

More generally, the use of UDP viol ates sound comunicati on system
design in two inportant ways:

* The nane resolver/server applications have to provide timnmeouts
and retransmi ssions to protect against "errors" (losses) in the
comuni cati on system This certainly violates network
transparency, and requires the application to nmake deci sions
for which it is not well-equipped.
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4.

As a general design principle, it seens that (Inter-) network
properties, especially bad properties, ought to a | arge extent
to be hidden bel ow the transport-service boundary [2].

* The nane resolver/server applications nust know the maxi mum
size of a UDP dat agram

It is clearly wong for an application programto contain
know edge of the nunber 576 or 548! This does not inply that
there cannot be a linitation on the size of a nessage, but any
such limtation should be inposed by the particul ar
application-level protocol, not the transport or internetwork
| evel .

It seens that the TCP/ UDP choice for nane servers presents an ugly
dilemma. W suggest that the solution should be a new
transaction-oriented transport protocol with the foll owi ng features:

* Reliable ("at-1least-once") Delivery of Data;

* No Explicit Connection Setup or Teardown Phases;

*  Fragnentation and Reassenbly of Messages;

* Mnimal ldle State in both dient and Server.
ANOTHER EXAMPLE: DI STRI BUTED OPERATI NG SYSTEMS

Di stributed operating systens represent another potential application
for a transaction-oriented transport service. A nunber of exanples
of distributed operating systems have been built using high-speed

| ocal area networks (LAN s) for conmmunication (e.g, Cronus, Locus,
V-Systen). Typically, these systens use private comruni cation
protocol s above the network |ayer, and the private transport-|evel
protocol is carefully designed to nmininize |atency across the LAN.
They make use of the inherent reliability of the LAN and of sinple
transacti ons using singl e-packet exchanges.

Recently there have been efforts to extend these systens to operate
across the Internet [Cher85, Shel 85]. Since these are not "open"
systens, there is no requirenent that they use a standard transport
protocol. However, the availability of a suitable transport protocol
for transactions could considerably sinplify devel opnent of future
di stributed systens.

The essential requirenent here seens to be packet econony. The sane
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m ni mal two- packet exchange used over the LAN shoul d be possible
across the Internet. This leads to two requirenents for supporting
di stributed operating systens:

*

*

No Explicit Connection Setup or Teardown Phases;
Implicit ("piggy-backed") Acknow edgrments Wienever Possi bl e.

This inplies that the response packet will serve as an inplicit
acknowl edgnent to the request packet (when timng nakes this
possible). Simlarly, a new request (for the sane pair of
addressabl e entities) would inplicitly acknow edge the previous
response, if it came soon enough.

The nature of the application inposes two other requirenents:

*

Rel i able ("at-nost-once"), Ordered Delivery

However, it should be possible to relax the reliability to take
advant age of special cases |like an idenpotent request.

Mul ticast Capability

The transport service should nmesh cleanly with the proposed
Internet nulticast facility, using host groups [ChDe85].

5. OBJECTI VES FOR A PROTOCCL

W believe that it is possible to design a new transport protocol for
the Internet which is suitable for a wide variety of
transaction-oriented applications. Such a transport protocol would
have the followi ng attributes:

*
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Rel i abl e Delivery

Data will be delivered reliably, i.e., exactly once, or the
sender will be inforned. The protocol nust be able to handle

| oss, duplication, and reordering of request and response
packets. In particular, old duplicate request packets nust not

cause erroneous actions.

It should al so be possible for the application programs to
request that the reliability be relaxed for particular
transactions. This would allow comruni cati on econom es in the
case of idenpotent requests or of notification wthout reply.
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M ni mum Nunber of Packets in Sinple Cases

In the sinplest case (small nessages, no packet |osses, and the
i nterval between requests and replies between the sanme pair of
addressabl e entities shorter than applicable tinmeouts), a

si npl e two- packet exchange should result.

No Explicit Connection Setup or Teardown Phases

The protocol will not create virtual circuits, but will provide
what is sonetinmes (confusingly) called "reliable datagrant
servi ce.

However, in order to provide a m ni mumtwo-packet exchange,
there nmust be sonme inplicit state or "soft" virtual circuit
between a pair of addressable entities. In recent discussions
this has been dubbed a "conversation", to distinguish it froma
connecti on.

Mnimal Idle State

When a server is not processing a transaction, there will be no
state kept (except enough to recognize old duplicate packets
and to suppress unneeded ACK packets).

Fragnent ati on/ Reassenbly of Large Messages

There is a range of possible objectives here. The nini num
requirenment is that the application not have to know t he nunber
576, 548, etc. For exanple, each application mght establish
its own "natural” upper limt on the size of a nessage, and

al ways provide a buffer of that size [3].

At the other extrene, the protocol mght allow very |arge

nmessages (e.g., a negabyte or nore). 1In this case, the
proposed protocol would, in the |large-nessage |lint, be
perform ng the bulk data transfer function of TCP. It would be

interesting to know whether this is possible, although it is
not necessarily a requirenent.

The introduction of nulti-packet nmessages |eads to the conpl ex
i ssues of wi ndow sizes and flow control. The challenge is to
handl e these efficiently in the absence of connection setup.

Message Orientation

[ Page 7]



RFC 955 Sept enmber 1985
Transacti on Protocol

The basic unit of conmunication will be an entire nmessage, not
a stream of bytes. |If a nmessage has to be segnented, it wll
be delivered in units of segnents or buffers, not bytes.

* Multicast Capability

Based on this discussion, we can suggest sone of the key issues and
probl ens in design of this protocol

* Choice of Addressable Entity

What will be the addressable entity? It nust be unique in
space; nust it be unique in time (even across system crashes) ?

*  Tinmeout Dynam cs

Ti meouts nust be the key to operation of this protocol
Experience with TCP has shown the need for dynam c sel ection of
an appropriate timeout, since Internet delays range over four
deci mal orders of nagnitude.

However, the absence of connection setup and the
typically-short duration of a single interaction seemto
precl ude the dynam ¢ neasurenent of del ays.

* Multi-Packet Messages

How can fl ow control be provided for nmulti-packet nmessages, to
provi de reasonabl e t hroughput over |ong-delay paths without
overrun with short-delay paths, when there is no virtua
circuit setup?

* | nplementation Efficiency

The protocol should lend itself to efficient (which probably
inplies sinple) inplenentations, so that hosts will be willing
to use it over LANs as well as for general Internet
conmuni cati on.

We believe further study is needed on these questions.

The reader may wonder: how is the proposed protocol related to an RPC
(Remote Procedure Call) facility? The intent is that RPC facilities
and nessage-passing IPC facilities will be built on top of the
proposed transport | ayer. These higher-level nechanisnms will need to
address a nunber of additional issues, which are not relevant to the
comuni cati on substrate:
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1. Application Interface

Thi s includes binding and stub generators.
2. Structured Data Encoding
3. Server Location and Binding

4. Authentication and Access Control

6. CONCLUSI ON
Di stributed processing and distributed data bases will underlie nany
of the future conputer systemresearch projects and applications
based upon the Internet. As a result, transaction-based
conmuni cation will be an increasingly inportant activity on the
Internet. W claimthat there is a pressing need for an appropriate
transport protocol for transaction processing. In this neno, we have
gi ven exanples to support this claim and have outlined the service
whi ch such a new transport protocol would provide.
This nenp i s based upon discussions within the New End-to-End
Protocol s taskforce, and it is a pleasure to acknow edge the
partici pation and sagacity of the menbers of that group. | want to
t hank Dave C ark, an ex officio taskforce nenber, for his
contribution to these discussions, and Robert Cole for very hel pful
suggesti ons.

NOTES:

[1] For the purposes of this RFC, in fact, the reader may consider
"transport service" to be defined as that protocol |ayer which
contains TCP and UDP, as in Figure 1 of RFC-791. Alternatively,
we may use the ISO definition -- the transport service is the
| owest | ayer providing end-to-end service which is essentially
i ndependent of the characteristics of the particular (Inter-)
network used to support the communi cation

[2] This idea is inplicit in the SO definition of a transport
servi ce.

[3] It would be reasonable for the nane server definition to specify
an upper bound on the size of a single query or response; e.d.,
2K bytes. This would inply (large) linmts on the nunber of RR s
that could be returned per response. If that linit is exceeded,
we are doi ng sonet hing w ong!
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