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Abstract

Thi s docunent describes a nethod for distributing a MARS service
within a LIS[1]. This nethod uses the Server Cache Synchronization
Protocol (SCSP)[2] to synchronize the MARS Server databases within a
LIS. Wen SCSP is used to synchronize the caches of MARS Servers in
a LIS the LIS defines the boundary of an SCSP Server G oup (SG.

1. Introduction

The keywords MJST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD,
SHOULD NOT, RECOMMVENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [5].

The MARS is an extended anal og of the ATMARP Server introduced in
[4]. It provides the necessary connection and addressing services
required by layer 3 nmulticast services over ATM There are three
basic elements to the MARS nodel. First, the MARS Server which
manages and distributes |layer 3 group nenbership information to the
LI'S. Second, MARS Clients which register with and query a single MARS
Server for layer 3 nulticast information. Third, MCS Cdients which
register with a single MARS Server and provide |layer 3 multicast
forwarding services for a LIS

Both MARS Clients and MCS Cients explicitly register with the MARS

Server before exchanging layer 3 nulticast information. During the
regi stration process MARS Cients are place on the Cluster Control VC
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(CCVC) and MCS Cients are placed on the Server Control VC (SCVC).
Both the CCVC and SCVC are then used to propagate layer 3 nulticast
updates to the clients which make up a LIS. During the registration
process MARS Clients are al so assigned a unique C uster Menber ID
(CM) which is used to identify reflected packets in the presence of
MCS dients.

In the Distributed MARS Model there NMAY be nultiple MARS Servers in a
given LIS, and since any MARS Server within the LIS MUST be able to
provide layer 3 nulticast information about any nulticast group
within the LIS, there MJST be a nethod by which to synchronize

mul ticast information across all MARS Servers within the LIS

The Server Cache Synchronization Protocol (SCSP) sol ves the
general i zed server synchroni zation/cache-replication problemfor

di stributed dat abases, and thus SCSP MAY be applied to the MARS
Server database synchronization problemw thin a LIS. Wen SCSP is
used to synchroni ze the caches of MARS Servers in a LIS, the LIS
defines the boundary of and SCSP Server G oup (SG.

SCSP is defined in two parts: the protocol independent part and the
client/server protocol specific part. The protocol independent part
is specified in [2] whereas this docunent will specify the
client/server protocol specific part where the MARS Server is the
client/server protocol.

2. Overview

Al'l MARS Servers belonging to a LIS are said to belong to a Server
Goup (SG. A SGis identified by, not surprisingly, its SG@ D which
is contained in a field in all SCSP packets. Al SCSP packets contain
a Protocol ID (PID) field as well. This PIDfield is set to 0x0003 to
signify that SCSP is synchronizing MARS Server databases as opposed
to synchroni zi ng some other protocol’s databases. (see Section
B.2.0.1 of [2] for nore details). 1In general, PIDs for SCSP wi |l be
assi gned by | ANA upon request given that a client/server protocol
specific specification has been witten. In the case of MARS Servers,
the client/server protocol specific specification was witten at the
sane tine as SCSP, and thus a Pl D=0x0003 was assigned in [2].

SCSP pl aces no topol ogi cal requirenments upon a MARS Server SG

Qobvi ously, however, the resultant graph of MARS Servers nust span the
set of MARS Servers being synchronized. For nore infornmation about
the client/server protocol independent part of SCSP, the reader is
encouraged to see [2].
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When a SG is using SCSP for synchronization, a MARS Cient or MCS
Client will register with only one MARS Server although it is allowed
to choose any MARS Server in the SG for this registration. At
registration time the MARS Client or MCS Client will be added to that
MARS Servers respective CCVC or SCVC. Also, MARS Clients will be
issued a unique CM for the entire LIS. This docunent assumes at a

m ni mum each MARS Server in the SGw |l be configured with a unique
range of CMs to assign to clients registering with that MARS Server.
Use of some external neans for allocating CMs to MARS Servers in a
SG is possible but beyond the scope of this docunent.

Wien a MARS Client or MCS Cient successfully registers with a MARS
Server in the SGthat MARS Server will propagate the registration
information to its peer MARS Servers. The same propagation will occur
for any subsequent group nenbership information | earned fromthe
clients. The peer MARS Server will then update its group nenbership
dat abase and propagate the information out its own CCVC or SCVC i f
needed.

In the case of a MARS Server failure all peer MARS Servers in the SG
MUST flush the client/group nenbership information | earned fromthe
failed MARS Server. The clients belonging to the failed MARS Servers
CCVC and SCVC will migrate to the next avail able MARS Server as
specified in Section 5.3 of [1]. Wen a client detects a failure of
its MARS, it steps to the next backup MARS Server and attenpts to
register with the server. If the registration is successful the
client will re-join all of its previous group nmenbership information
If the registration fails, the process repeats until a functional
MARS Server is found.

Determining the operational state of a MARS Servers in a SG requires
that each MARS Server send out an "alive" or "heartbeat" message
simlar to the MARS Redirect nessage sent out on the CCVC or SCVC for
MARS Cients. However, this nessage will only be sent to MARS Servers
in the SGand is fromhere on defined as the MARS Server Redirect
Entry.

In order to detect that a MARS Server failure has occurred each
server MJST update it’s MARS Server Redirect Entry state at | east
every 2 minutes, it is RECOWENDED that it is updated every 1 m nute.
Failure to receive two consecutive MARS Server Redirect Entry updates
froma given MARS Server in the SGwll cause all nenbership
information learned fromthis server to be flushed. The MARS Server
Redirect Entry state is also used to create the MARS REDI RECT_MAP
nmessages sent out on CCVC for each MARS Server in the SG The
ordering of each server learned will be based on the MARS Servers
SCSP Sender | D. The ordering of the MARS _REDI RECT_MAP wi || first
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contain the Iist of MARS Servers |earned via MARS Server Redirect
Entry updates in ascending order based on the SCSP Sender 1D,
foll owed by any externally configured or | earned backup MARS Servers.

In the case of a MARS Client or MCS Cient failure where the client

i s unexpectedly renmoved fromthe CCVC or SCVC the MARS Server MJST
notify its peer SG nenbers via a proxy deregister for that client.
Upon receiving a proxy deregister request froma peer SG nenber all
menbership information for the deregistering client MJST be renoved.
Any Cients sending nmulticast data to the failed client should al so
recei ve an unexpected renoval of this client which will intern cause
the sending client to revalidate the nmulticast groups current
menbership as outlined in Section 5.1.5.1 of [1].

3. Format of the CSA Record MARS Specific Part
CSA Records in SCSP contain a "Cient/Server Protocol Specific Part”

whi ch contai ns the non-protocol independent infornmation for a given
server’s cache entry.
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Har dwar e Type
Defines the type of "link |ayer" addresses being carried. This
value is the ATM Forum ' address fam |y nunber’ specified in [3] as
15 deci mal (O0x000F). This is the mar$afn field defined in [1].
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Prot ocol Type
This field is the protocol type nunber for the protocol using MARS
from[3]. (IPv4 is 0x0800). This is the mar$pro.type field from
[1].

Prot ocol SNAP
This field is the optional protocol SNAP extension to protocol
type. This is the mar$pro.snap field from][1].

Ver si on Nunber

0 MARS Specific part of the CSA record.
0x01 Reserved for NHRP

0x02 - OxEF Reserved for future use by the | ETF.
OxFO - OxFE Al l ocated for use by the ATM Forum
OxXFF Experi nent al / Local use.

Version Nunber for this docunent MJST be set to 0x00.

State
1 MARS Server Redirect Entry.
2 MCS Serve/ Regi ster request.
3 MARS dient Join/Register request.
4 MARS i ent Leave/Deregister request.
5 MCS Unserve/ Der egi ster request.

Al'l other State val ues should cause the CSA to be di scarded.

Fl ags
The flags field is used to contain several flags and is simlar to
the mar$flags field from[1].

mar $f | ags
Bit 15 - mar$flags.layer3grp
Bit 13 - mar $fl ags. regi ster
Bit 0-7 - mar$flags. sequence

Al rermaining bits are reserved and MJST be zero. The
mar s$f | ags. sequence field is of local significance only to the
Local Server (LS)

Cluster Menber CM
This field contains the CM which uniquely identifies each endpoi nt
within a LIS, This is the mar$cm field from[1].

Src Addr Len
This field contains the | ength of the Source Protocol Address
field. For IPv4, the value is 4 if an address is specified. A nul
(non-exi stent) address MJST be coded as zero length, and no space
allocated for it in the nessage body. This is the mar$spln field
from[1].
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Group Addr Len
This field contains the length of the Group Protocol Address field.
For 1 Pv4, the value is 4 if an address is specified. A null (non-
exi stent) address MJST be coded as zero | ength, and no space
allocated for it in the nessage body. This is the mar$tpln field
from[1].

ATM Addr T/ L
This field contains the type and I ength of the Source ATM Address
field. The type and length encoding is described in Section 5.1.2
of [1].

ATM SubAddr T/L
This field contains the type and | ength of the Source ATM
SubAddress field. The type and I ength encoding is described in
Section 5.1.2 of [1].

Source Protocol Address
This is the internetwork address for the source of an address
binding in a MARS server cache entry. If null, no storage will be
allocated. This is the mar$spa field from[1].

Sour ce ATM Addr ess
This is the Source’s ATM address of an address binding in a MARS
server cache entry. The address, if specified, is E 164 or ATM
Forum NSAPA. This is the mar$sha field from[1].

Sour ce ATM SubAddr ess
This is the Source’s ATM subaddress of an address binding in a MARS
server cache entry. The subaddress, if specified, is an ATM Forum
NSAPA. If null, no storage will be allocated. This is the mar$ssa
field from[1].

M ni mum Mul ti cast G oup Address
This is the internetwork address of the | ower bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If null, no storage will be allocated. This is the
mar$mn. N field from[1].

Maxi mum Mul ticast G oup Address
This is the internetwork address of the upper bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If null, no storage will be allocated. This is the
mar $max. N field from[1].

Luciani & Gallo Experi nment al [ Page 6]



RFC 2443 MARS Servi ce Using SCSP Novenber 1998

4. Values for SCSP Protocol |ndependent Part

The followi ng sections give values for fields of the SCSP Protocol
| ndependent Part of the various SCSP nmessages.

4.1 Values for the SCSP "Mandatory Conmon Part”
Protocol I D = 0x0003
Sender | D Len = 0x04
Recvr I D Len = 0x04

See Section B.2.0.1 of [2] for a detailed description of these
fields.

4.2 Values for the SCSP " CSAS Record"

Cache Key Len = 0x04
Oig ID Len = 0x04

See Section B.2.0.2 of [2] for a detailed description of these
fields.

5. Detailed State Descriptions

5.1 MARS Server Redirect Entry.
The MARS Server Redirect Entry is used to determ ne the operational
state of a MARS Server in the SG Each server MJST update it’s MARS

Server Redirect Entry state at |east every 2 minutes, it is
RECOVMENDED that it is updated every 1 mnute.
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Har dwar e Type
This value is the ATM Forum 'address fanily nunber’ specified in
[3] as 15 decimal (0x000F).

Prot ocol Type
This field is the protocol type nunber for the protocol using MARS
from[3]. (IPv4d is 0x0800).

Prot ocol SNAP
This field is the optional protocol SNAP extension to protocol
type. This is the mar$pro.snap field from[1].

Ver si on Nunber
Version Nunber for this docunment MJST be set to 0xO00.

State
State value is coded as 1 decimal for a MARS Server Redirect Entry.

The Flags, Cluster Menber ID, Src Addr Len, and G oup Addr Len fields
are unused and set to zero.

The ATM Addr T/L, ATM SubAddr T/L, Source ATM Address, and Source ATM
SubAddress fields define the ATM address for the source of the MARS
Server Redirect Entry in the SG The coding for these fields are the
sane as described in Section 3 of this docunent.

Failure to receive two consecutive MARS Server Redirect Entry updates
froma given MARS Server in the SGwll cause all nenbership
information |l earned fromthis server to be flushed. Wen a valid MARS
Server Redirect Entry update is received the source of this update
will be placed into the table of backup MARS Servers sent in the
MARS_REDI RECT_MAP nessage. The ordering of servers in the

MARS_REDI RECT_MAP will first contain the list of MARS Servers | earned
via MARS Server Redirect Entry updates in ascendi ng order based on
the SCSP Sender 1D, followed by any externally configured or |earned
backup MARS Servers. The format of the MARS REDI RECT_MAP can be found
in Section 5.4.3 of [1].

5.2 MCS Serve/ Regi ster request.

The MCS Serve/ Regi ster request is used to propagate the registering
or servicing of specific groups by an MCS Cient within the SG
domain. It is simlar to an MARS MSERV request defined in Section
6.2.2 and 6.2.3 of [1]. Wien a MARS Server in the SG successfully
adds a new MCS Client to it’s SCVC or adds MCS support for a specific
group it MJST send a MCS Serve/ Regi ster request to the SG An MS
Client can only register with one MARS Server in the SG
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Har dwar e Type
This value is the ATM Forum 'address fanily nunber’ specified in
[3] as 15 deci mal (0x000F).

Prot ocol Type
This field is the protocol type nunber for the protocol using MARS
from[3]. (IPv4d is 0x0800).

Prot ocol SNAP
This field is the optional protocol SNAP extension to protocol
type. This is the mar$pro.snap field from[1].

Ver si on Nunber
Version Nunber for this docunent MJST be set to 0xO00.

State
State value is coded as 2 decimal for a MCS Serve/ Regi ster request.

Fl ags
The flags field is used to contain several flags:
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mar $f | ags
Bit 15 - mar$flags.layer3grp
Bit 13 - mar $fl ags. regi ster
Bit 0-7 - mar$flags. sequence

The mar $fl ags.regi ster bit MJST be set the same as in the

origi nati ng MARS_MSERV request. The mar$fl ags. | ayer3grp bit MJST be
zero and the mar $fl ags. sequence bits are of |ocal significance only
to the LS

Cl uster Menber CM
This field contains the CM assigned by the MARS Server which
processed the MARS MSERV request and uniquely identifies the MCS
Client in the MARS server cache.

Src Addr Len
This field contains the | ength of the Source Protocol Address
field. For IPv4, the value is 4 if an address is specified. A nul
(non-exi stent) address MJST be coded as zero length, and no space
allocated for it in the message body.

Group Addr Len
This field contains the length of the Group Protocol Address field.
If the register bit inthe flags field is set to 1 in the request
this field MUST be zero. |If the register bit is zero in the flags
field the value of this field for IPv4 is 4.

ATM Addr T/ L
This field contains the type and I ength of the Source ATM Address
field for the MCS Cient that originated the MARS MSERV request.
The type and I ength encoding is described in Section 3.

ATM SubAddr T/L
This field contains the type and | ength of the Source ATM
SubAddress field for the MCS Cient that originated the MARS_MSERV
request. The type and |l ength encoding is described in Section 3.

Source Protocol Address
This is the internetwork address for the source of an address
bi nding in a MARS server cache entry. If Src Addr Len is set to
zero no storage will be all ocated.

Sour ce ATM Addr ess

This is the MCS Client’s ATM address of an address binding in a
MARS server cache entry. The address is E. 164 or ATM Forum NSAPA.
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Sour ce ATM SubAddr ess
This is the MCS Cient’s ATM subaddress of an address binding in a
MARS server cache entry. The subaddress, if specified, is an ATM
Forum NSAPA. |If null, no storage will be allocated.

M ni mum Mul ti cast G oup Address
This is the internetwork address of the | ower bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If Goup Addr Len is set to zero no storage will be
al | ocat ed.

Maxi mum Mul ticast G oup Address
This is the internetwork address of the upper bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If Goup Addr Len is set to zero no storage will be
al | ocat ed.

An MCS Client can only register with one MARS Server in the SGand is
only placed on the SCVC for the MARS Server for which it is
regi stered wth.

When a MCS Cient Serve/ Regi ster request specifying a group address
is received by a MARS Server it MJST create a cache entry associ at ed
with this client. In addition to adding the cache entry it MJST send
out a MARS M CGRATE nessage on it’s CCVC. This is needed so that
clients using a nesh topology can migrate to a server based topol ogy.
Details regarding the MARS M CRATE nessage can be found in Section
5.1.6 of [1].

5.3 MARS Cdient Join/Register request.

The MARS Cdient Join/Register request is used to propagate the

regi stering or joining of specific group ranges by MARS Cdients
within the SG domain. It is simlar to the MARS JO N request defined
in Sections 5.2.1 to 5.2.3 of [1]. When a MARS Server in the SG
successfully registers a new MARS Client or a registered client joins
a specific group address range the MARS Server MJST send a MARS
Client Join/Register request to the SG A MARS Cient can only
register with one MARS Server in the SG and is placed only on that
servers CCVC
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Har dwar e Type
This value is the ATM Forum 'address fanily nunber’ specified in
[3] as 15 deci mal (0x000F).

Prot ocol Type
This field is the protocol type nunber for the protocol using MARS
from[3]. (IPv4d is 0x0800).

Prot ocol SNAP
This field is the optional protocol SNAP extension to protocol
type. This is the mar$pro.snap field from[1].

Ver si on Nunber
Version Nunber for this docunent MJST be set to 0xO00.

State

State value is coded as 3 decimal for a MARS Cient Join/ Register
request.
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Fl ags
The flags field is used to contain several flags:
mar $f | ags
Bit 15 - mar$flags.|ayer3grp
Bit 13 - mar $fl ags. regi ster
Bit 0-7 - mar$flags. sequence

The mars$fl ags. | ayer3grp and mar $fl ags. regi ster bits MJIST be set
the same as in the originating MARS JO N request. The
mar $f | ags. sequence bits are of local significance only to the LS.

Cl uster Menber CM
This field contains the CM assigned by the MARS Server which
processed the MARS JO N request and uniquely identifies the MARS
Client in the MARS server cache.

Src Addr Len
This field contains the | ength of the Source Protocol Address
field. For IPv4, the value is 4 if an address is specified. A null
(non-exi stent) address MJST be coded as zero length, and no space
allocated for it in the message body.

Group Addr Len
This field contains the length of the Group Protocol Address field.
If the register bit inthe flags field is set to 1 in the request
this field MUST be zero. |If the register bit is zero in the flags
field the value of this field for IPv4 is 4.

ATM Addr T/ L
This field contains the type and I ength of the Source ATM Address
field for the MARS Cient that originated the MARS JO N request.
The type and I ength encoding is described in Section 3.

ATM SubAddr T/L
This field contains the type and | ength of the Source ATM
SubAddress field for the MARS Cient that originated the MARS JO N
request. The type and |l ength encoding is described in Section 3.

Source Protocol Address
This is the internetwork address for the source of an address
bi nding in a MARS server cache entry. If Src Addr Len is set to
zero no storage will be all ocated.

Sour ce ATM Addr ess

This is the MARS Client’s ATM address of an address binding in a
MARS server cache entry. The address is E. 164 or ATM Forum NSAPA.
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Sour ce ATM SubAddr ess
This is the MARS dient’s ATM subaddress of an address binding in a
MARS server cache entry. The subaddress, if specified, is an ATM
Forum NSAPA. |If null, no storage will be allocated.

M ni mum Mul ti cast G oup Address
This is the internetwork address of the | ower bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If Goup Addr Len is set to zero no storage will be
al | ocat ed.

Maxi mum Mul ticast G oup Address
This is the internetwork address of the upper bound on the range of
mul ti cast group addresses for the address binding in a MARS server
cache entry. If Goup Addr Len is set to zero no storage will be
al | ocat ed.

An MARS Client can only register with one MARS Server in the SG and
is only placed on the CCVC for the MARS Server for which it is
registered with. If the mar$flags.layer3grp is set to 1 than the

M ni mum and Maxi mum Mul ti cast G oup Addresses MUST be equal for |Pv4.

When a MARS dient Join/Register request is sent with the

mar $f | ags. regi ster bit set to 1 all of the servers in the SGw |
create a cache entry for this client using the information in the
request.

When a registered MARS Client issues a MARS JO N for a specific group
address range a MARS dient Join/Register request MJST be sent to the
servers in the SG The actions taken by each server in the SG depend
on previous group nenbership actions and MCS supported groups.

Each MARS Server MJST performthe necessary redistribution and hole
punchi ng al gorithnms before propagating this request to the CCVC and
SCVC on each server. The redistribution and hol e punching al gorithns
used for propagating join requests to the CCVC are the sane as
defined in Sections 6.1.2 and 6.2.4 of [1]. If the originating
MARS JO N request is a duplicate of a previously joined range or
contains no group address range than a MARS Cient Joi n/ Register MJST
NOT be sent to the SG

The redistribution and hol e punching al gorithnms used for propagating
join requests as MARS SJO N request on a SCVC is the sane as Section
6.2.4 except for the following. Only the MARS Servers which contain
the registered MCS Cients for the target group ranges should
propagate this information to their SCVCs.
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5.4 MARS Cient Leave/Deregister request.

The MARS Cient Leave/Deregister request is used to propagate the
deregi stering or leaving of specific group ranges by regi stered MARS
Clients within the SG domain. It is sinmlar to the MARS LEAVE request
defined in Sections 5.2.1 to 5.2.3 of [1]. Wen a MARS Server in the
SG successfully deregisters a registered MARS Client or a registered
client |leaves a specific group address range for which it had joined
the MARS Server MUST send a MARS Cient Leave/Deregister request to
the SG If a registered MARS Cient is unexpectedly renoved fromthe
CCVC the MARS Server MJST act as a proxy and send a MARS C i ent
Leave/ Deregi ster request to the SG

The format and neanings of the fields in a MARS d i ent

Leave/ Deregi ster request are the same as in Section 5.3 except the
State is coded as 4 decimal for a MARS Client Leave/Deregister
request.

When a MARS dient Leave/Deregister request is sent with the
mar $f | ags. register bit set to 1 all of the servers in the SG
receiving this update MJST purge all cache entries for this client.

When a registered MARS Client issues a MARS LEAVE for a specific
group address range a MARS Cient LEAVE/ Deregister request MJST be
sent to the servers in the SG The actions taken by each server in
the SG depend on previous group nenbership actions and MCS supported
gr oups.

Each MARS Server MJST performthe necessary redistribution and hole
punchi ng al gorithnms before propagating this request to the CCVC and
SCVC on each server. The redistribution and hol e punching al gorithns
used for propagating | eave requests to the CCVC are the sane as
defined in Sections 6.1.2 and 6.2.4 of [1]. If the originating
MARS_LEAVE request does not correspond to a previously joined range
or contains no group address range than a MARS dient

Leave/ Deregi ster MJUST NOT be sent to the SG

The redistribution and hol e punching al gorithnms used for propagating
| eave requests as MARS SLEAVE requests on a SCVC is the sane as
Section 6.2.4 except for the following. Only the MARS Servers which
contain the registered MCS Cients for the target group ranges should
propagate this information to their SCVCs.

5.5 MCS Unserve/ Deregi ster request.
The MCS Unserve/ Deregi ster request is used to propagate the

deregi stering or unservicing of specific groups by a registered MCS
Client within the SG donmain. It is simlar to an MARS MJUNSERV request
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defined in Section 6.2.2 and 6.2.3 of [1]. Wen a MARS Server in the
SG successfully deregisters a registered MCS Cient or registered MCS
Client stops serving a specific group address range for which it had
serviced the MARS Server MJST send a MCS Unserve/ Deregi ster request
tothe SG If a registered MCS Cient is unexpectedly renoved from
the SCVC the MARS Server owning the SCVC MJST act as a proxy and send
a MCS Unserve/ Deregi ster request to the SG

The format and neanings of the fields in a MCS Unserve/ Deregi ster
request are the same as in Section 5.2 except the State is coded as 5
decimal for a MCS Unserve/ Deregister request.

When a MCS Cdient Unserve/Deregister request is sent with the
mar $f | ags. regi ster bit set to 1 all of the servers in the SG
receiving this update MJST purge all cache entries for this client.

When a registered MCS Client issues a MARS MUNSERV for a specific
group address range being served a MCS O ient Unserve/Deregister
request MUST be sent to the servers in the SG The nenbers of the SG
that receive this update nmust then clear the cache entry associ ated
with this MCS dient.

In addition to clearing one or nore cache entries associated with
receiving a MCS Cient Unserve/Deregister request each MARS Server
in the SG MUST send out a MARS LEAVE nessage on it’'s CCVC in order
for clients to change back to a nmesh topol ogy.

6. Security Considerations

There is no mechanismto encrypt the CSA Record MARS Specific Part of
t he nmessage exchanged between servers. However, there are base SCSP
security features in the SCSP Protocol Independent part [2] which can
be used to protect against attacks.

Any SCSP MARS is susceptible to Denial of Service (DOS) attacks. A
rouge MARS Cient can inundate its Server with MARS packets. This is
a base MARS problemas currently defined by [1]. A rouge host can

al so inundate its nei ghboring SCSP MARS with SCSP packets. However,

if the authentication option is used, the SCSP MARS dat abases wil |

not becone corrupted, as the bogus packets will be discarded when the
aut henti cation check fails.

Due to the pair wise authentication nodel of SCSP MARS, the

i nformation received fromany properly authenticated server is
trusted and propagated throughout the server group. Consequently, if
security of any SCSP MARS server is conpronised, the entire database
becones vul nerable to corruption originating fromthe conproni sed
server.
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Ful I Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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