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Status of this Meno
Thi s docunment specifies an Internet Best Current Practices for the
Internet Conmunity, and requests di scussion and suggestions for
i nprovenents. Distribution of this meno is unlimted.

| ESG Not e:

The addressing constraints described in this docunent are largely the

result of the interaction of existing router technol ogy, address
assi gnment, and architectural history. After extensive review and
di scussion, the authors of this docunent, the | ETF working group that
reviewed it, and the | ESG have concluded that there are no other
currently depl oyabl e technol ogi es avail able to overcone these

limtations. In the event that routing or router technol ogy devel ops

to the point that adequate routing aggregation can be achi eved by

ot her means or that routers can deal with |arger routing and nore

dynanmic tables, it nmay be appropriate to review these constraints.
1 Abstract

| P uni cast address allocation and managenent are essenti al

operational functions for the Public Internet. The exact policies for

| P uni cast address allocation and nanagenent continue to be the
subj ect of many di scussions. Such discussions cannot be pursued in a
vacuum - the participants nust understand the technical issues and
i mplications associated with various address allocation and
managenent pol i cies.

The purpose of this docunent is to articulate certain rel evant
fundamental technical issues that nmust be considered in fornulating
uni cast address all ocation and managenent policies for the Public
Internet, and to provide recomendations with respect to these
policies.

The maj or focus of this docunent is on two possible policies,
"address ownershi p" and "address | ending," and the technical
i mplications of these policies for the Public Internet. For the

organi zations that could provide reachability to a sufficiently |arge
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fraction of the total destinations in the Internet, and coul d express
such reachability through a single IP address prefix the docunent
suggests to use the "address ownership" policy. However, applying the
"address ownership" policy to every individual site or organization
that connects to the Internet results in a non-scal abl e routing.

Consequently, this docunent also reconments that the "address

| endi ng" policy should be formally added to the set of address

al l ocation policies in the Public Internet. The docunment also
reconmends that organizations that do not provide a sufficient degree
of routing information aggregation, but wish to obtain access to the
Internet routing services should be strongly encouraged to use this
policy to gain access to the services.

2 Onthe intrinsic value of | P addresses

Syntactically, the set of |IPv4 unicast addresses is the (finite) set
of integers in the range 0x00000000 - OxDFFFFFFF. |P addresses are
used for Network Layer (IP) routing. An IP address is the sole piece
of informati on about the node injected into the routing system

The notabl e semantics of an I P unicast address is its ability to
interact with the Public Internet routing service and thereby
exchange data with the remai nder of the Internet. In other words, for
the Public Internet, it is the reachability of an I P address that
gives it an intrinsic value. Qbserve, however, that |IP addresses are
used outside of the Public Internet. This docunent does not cover the
val ue of addresses in other than the Public Internet context.

The above inplies that in the Public Internet it is the service
environnment (the Internet) and its continued operation, including its
routi ng system which gives an I P address its intrinsic value, rather
than the inverse. Consequently, if the Public Internet routing system
ceases to be operational, the service disappears, and the addresses
cease to have any functional value in the Internet. At this point,

for the Public Internet, all address allocation and nmanagenent
policies, including existing policies, are rendered meani ngl ess.

3 Herarchical routing and its inplication on address allocation

Hi erarchical routing [Kl einrock 77] is a mechani smthat inproves the
scaling properties of a routing system It is the only proven
mechani smfor scaling routing to the current size of the Internet.

Hi erarchical routing requires that addresses be assigned to reflect
t he actual network topol ogy. Hierarchical routing works by taking the
set of addresses covered by a portion of the topol ogy, and generating
a single routing advertisenent (route) for the entire set. Further,
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hi erarchical routing allows this to be done recursively: nultiple
advertisenents (routes) can be conbined into a single adverti senent
(route). By exercising this recursion, the anount of information
necessary to provide routing can be decreased substantially.

A conmon exanpl e of hierarchical routing is the phone network, where
country codes, area codes, exchanges, and finally subscriber Iines
are different levels in the hierarchy. In the phone network, a switch
need not keep detailed routing information about every possible
subscriber in a distant area code. Instead, the switch usually knows
one routing entry for the entire area code.

Notice that the effect on scaling is dramatic. If we |ook at the
space conplexity of the different schenmes, the switch that knows
about every subscriber in the world needs Q(n) space for n worl dw de
subscri bers. Now consider the case of hierarchical routing. W can
break n down into the nunber of subscribers in the |ocal area (I),
the ot her exchanges in the area code (e), the other area codes in the
| ocal country code (a) and other country codes (c). Using this

notati on, hierarchical routing has space conplexity (I + e + a + c).
Notice that each of these factors is nuch, nuch |less than n, and
grows very slowy, if at all. This inplies that a phone switch can be
built today that has sone hope of not running out of space when it is
depl oyed.

The fundanental property of hierarchical routing that nakes this

scal ability possible is the ability to formabstractions: here, the
ability to group subscribers into exchanges, area codes and country
codes. Further, such abstractions nust provide useful information for
the ability to do routing. Sonme abstractions, such as the group of
users with green phones, are not useful when it cones time to route a
call.

Since the information that the routing systemreally needs is the

| ocation of the address within the topol ogy, for hierarchical

routing, the useful abstraction nmust capture the topol ogical |ocation
of an address within the network. In principle this could be
acconplished in one of two ways. Either (a) constrain the topol ogy
(and al l owed topol ogy changes) to match address assignment. O, (b)
avoi d constraints on the topology (and topol ogy changes), but require
that as the topol ogy changes, an entity’'s address change as well. The
process of changing an entity's address is known as "renunbering."
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4 Scaling the Internet routing system

The enornmous growh of the Public Internet places a heavy |oad on the
Internet routing system Before the introduction of CIDR the growth
rate had doubl ed the size of the routing table roughly every nine
mont hs. Capacity of conputer technol ogy doubles roughly every 24

mont hs. Even if we could double the capacities of the routers in the
Internet every 24 nonths, inevitably the size of the routing tables
is going to exceed the Iimt of the routers. Therefore, to preserve
uni nterrupted continuous growth of the Public Internet, deploying
mechani sns that contain the growh rate of the routing information is
essenti al .

Lacki ng nmechanisnms to contain the growmh rate of the routing
information, the growth of the Internet would have to be either
limted or frozen, or the Internet routing systemwould becone

over| oaded. The result of overloading routing is that the routing
subsystemwi || fail: either equipnent (routers) could not maintain
enough routes to insure global connectivity, or providers will sinply
exclude certain routes to insure that other routes provide
connectivity to particular sites. This docunent assunes that neither
of the outcones nentioned in this paragraph is acceptable.

Cl assl ess Inter-Domain Routing (CIDR) [RFC1518, RFC1519] has been
depl oyed since late 1992 in the Public Internet as the primary
mechani smto contain the growth rate of the routing information -
without CIDR the Internet routing systemwould have al ready
col | apsed. For exanple, in October 1995, within AlterNet (one of the
maj or Internet Service Providers) there were 3194 routes. Thanks to
aggregation, AlterNet advertised only 799 routes to the rest of the
Internet - a saving of 2395 routes (75% [Partan 95]. In Cctober 1995
the Internet Routing Registry (IRR) contained 61,430 uni que prefixes
listed, not counting prefixes marked as wi thdrawn (or 65,191 prefixes
with prefixes marked as withdrawn). That is roughly a | ower bound
since many prefixes are not registered in the IRR Cl DR aggregation
resulted in less than 30,000 routes in the default-free part of the
Internet routing system[Villam zar 95].

CIDR is an exanple of the application of hierarchical routing in the
Public Internet, where subnets, subscribers, and finally providers
are some possible levels in the hierarchy. For exanple, a router
within a site need not keep detailed routing information about every
possi bl e host in that site. Instead, the router maintains routing

i nformati on on a per subnet basis. Likewise, a router within a

provi der need not keep detailed routing information about i ndividual
subnets within its subscribers. Instead, the router could maintain
routing information on a per subscriber basis. Mreover, a router
within a provider need not keep detailed routing information about
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stub (single honme) subscribers of other providers by maintaining
routing information on a per provider basis.

Because of pre-Cl DR address allocation, many routes in the Internet
are not suitable for hierarchical aggregation. Mreover, unconnected
sites with pre-CIDR address allocations exist. If these sites connect
to the Internet at some point in the future, the routes to these
sites are unlikely to be suitable for hierarchical aggregation. Al so,
when a site uses addresses obtain fromits provider, but then |ater
switches to a different provider (while continuing to use the sane
addresses), the route to the site may no | onger be suitable for

hi erarchi cal aggregation

Hi erarchical routing requires that aggregati on boundaries for the
addressing infornmation be fornmed al ong sone hierarchy. As a result,
many exceptions will be injected into the routing systemin the
future, besides those exceptions that currently exist. Each exception
added to the routing systemdeters the scalability of the routing
system The exact nunber of exceptions that can be tolerated is
dependent on the technol ogy used to support routing. Unbridled growh
in the nunber of such exceptions will cause the routing systemto
col | apse.

5 Address all ocati on and nanagenent policies

| P address al l ocati on and managenent policy is a conpl ex,

mul tifaceted issue. It covers a broad range of issues, such as who
formul ates the policies, who executes the policies, what is the role
of various registries, what is the role of various organizations
(e.g., 1SOC, IAB, IESG |ETF, |EPG various government bodies, etc.),
the participation of end users in requesting addresses, and so on
Address al |l ocati on and nmanagenent and the scalability of the routing
systemare interrelated - only certain address allocation and
managenent policies yield scalable routing. The Internet routing
systemis subject to both technol ogi cal and fundanental constraints.
These constraints restrict the choices of address allocation policies
that are practi cal

5.1 The "address ownership" allocation policy and its inplications on
the Public Internet

"Address ownershi p" is one possible address allocati on and nanagenent
policy. The "address ownershi p” policy neans that part of the address
space, once allocated to an organi zation, remains allocated to the
organi zation as long as that organization wants it. Further, that
portion of the address space would not be allocated to any ot her
organi zation. Oten, such addresses are called "portable.” It was
assuned that if an organi zation acquires its addresses via the
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"address ownership" policy, the organization would be able to use
these addresses to gain access to the Internet routing services,
regardl ess of where the organi zation connects to the Internet.

While it has never been explicitly stated that various |nternet
Regi stries use the "address ownership" allocation policy, it has
al ways been assuned (and practiced).

To understand the inplications of the "address ownership" policy
("portabl e" addresses) on the scalability of the Internet routing
system one nust observe that:

(a) By definition, address ownership assunes that addresses, once
assigned, fall under the control of the assignee. It is the

assi gnee that decides when to relinquish the ownership (although

t he deci sion could be influenced by various factors).

Specifically, the assignee is not required (but may be infl uenced)
to relinquish the ownership as the connectivity of the assignee to
the Internet changes.

(b) By definition, hierarchical routing assunes that addresses
reflect the network topology as much as possible.

Therefore, the only presently known practical way to satisfy both
scal abl e hierarchical routing and address ownership for everyone is
to assune that the topology (or at least certain pieces of it) wll
be permanently fixed. Gven the distributed, decentralized, |argely
unregul ated, and gl obal (international) nature of the Internet,
constraining the Internet topology (or even certain parts of it) may
have broad technical, social, economcal, and political inplications.
To date, little is known of what these inplications are; even less is
known whet her these inplications would be acceptable (feasible) in
practice. Therefore, at |east for now, we have to support an Internet
wi th an unconstrained topol ogy (and unconstrai ned topol ogi cal
changes) .

Since the Internet does not constrain its topology (or allowed
t opol ogy changes), we can either have address ownership for everyone
or a routable Internet, but not both, or we need to devel op and
depl oy new nmechanisns (e.g., by decoupling the address owned by the
end users fromthose used by the Internet routing, and provide
mechani sns to translate between the two). In the absence of new
mechani sns, if we have address ownership ("portable" addresses) for
everyone, then the routing overhead will lead to a breakdown of the
routing systemresulting in a fragnented (partitioned) Internet.
Alternately, we can have a routable Internet, but w thout address
ownership ("portabl e" addresses) for everyone.
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5.2 The "address |l ending" allocation policy and its inplications for the
Public I nternet

Recently, especially since the arrival of CIDR, sonme subscribers and
providers have foll owed a nodel in which address space i s not owned
(not portable), but is bound to the topology. This npodel suggests an
address all ocation and managenent policy that differs fromthe
"address ownership" policy. The follow ng describes a policy, called
"address lending," that provides a better nmatch (as conpared to the
"address ownership" policy) to the nodel.

An "address | ending" policy neans that an organi zation gets its
addresses on a "loan" basis. For the Iength of the |oan, the |ender
cannot |end the addresses to any other borrower. Assignnments and

al | ocati ons based on the "address | ending" policy should explicitly

i nclude the conditions of the | oan. Such conditions nust specify that
al locations are returned if the borrower is no |onger contractually
bound to the |l ender, and the | ender can no | onger provide aggregation
for the allocation. If a |oan ends, the organization can no | onger
use the borrowed addresses, and therefore nust get new addresses and
renunber to use them The "address |ending" policy does not constrain
how t he new addresses could be acquired.

Thi s docunent expects that the "address |ending" policy would be used
primarily by Internet Registries associated with providers; however,
this docunent does not preclude the use of the "address | ending"
policy by an Internet Registry that is not associated with a

provi der.

Thi s docunent expects that when the "address | ending" policy is used
by an Internet Registry associated with a provider, the provider is
responsi bl e for arrangi ng aggregati on of these addresses to a degree
that is sufficient to achieve Internet-wi de |IP connectivity.

Thi s docunent expects that when the "address | ending" policy is used
by an Internet Registry associated with a provider, the terns and
conditions of the |oan would be coupled to the service agreenent

bet ween the provider and the subscribers. That is, if the subscriber
nmoves to another provider, the |oan woul d be cancel ed.
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To reduce di sruptions when a subscriber changes its providers, this
docunent strongly reconmends that the terns and conditions of the

| oan shoul d include provision for a grace period. This provision
woul d all ow a subscriber that disconnects fromits provider a certain
grace period after the disconnection. During this grace period, the
borrower (the subscriber) may continue to use the addresses obtai ned
under the loan. This docunent recommends a grace period of at |east
30 days. Further, to contain the routing information overhead, this
docunment suggests that a grace period be no | onger than six nonths.

To understand the scalability inplications of the "address |ending"
policy, observe that if a subscriber borrows its addresses fromits
provider’s block, then the provider can advertise a single address
prefix. This reduces the routing information that needs to be carried
by the Internet routing system (for nore information, see Section
5.3.1 of RFC1518). As the subscriber changes its provider, the | oan
fromthe old provider would be returned, and the |l oan fromthe new
provi der woul d be established. As a result, the subscriber woul d
renunber to the new addresses. Once the subscriber renunmbers into the
new provi der’s existing blocks, no new routes need to be introduced
into the routing system

Therefore, the "address |ending” policy, if applied appropriately, is
consistent with the constraints on address allocation policies

i nposed by hierarchical routing, and thus pronotes a scal able routing
system Thus, the "address |ending" policy, if applied
appropriately, could play an inportant role in enabling the

conti nuous uninterrupted growth of the Internet.

To be able to scale routing in other parts of the hierarchy, the

"l endi ng" policy may al so be applied hierarchically, so that
addresses may in turn be lent to other organizations. The inplication
here is that the end of a single |oan nay have effects on

organi zations that have recursively borrowed parts of the address
space fromthe main allocation. In this case, the exact effects are
difficult to deternine a priori.

5.3 In the absence of an explicit "address |ending" policy

Organi zations connecting to the Internet should be aware that even if
their current provider, and the provider they switch to in the future
do not require renunbering, renunbering may still be needed to

achi eve Internet-wide |IP connectivity. For exanple, an organization
may now receive Internet service fromsone provider and allocate its
addresses out of the CIDR bl ock associated with the provider. Later
the organi zation may switch to another provider. The previous
provider may still be willing to allow the organi zation to retain
part of the provider’'s CI DR block, and accept a nore specific prefix
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for that organization fromthe new provider. Likew se, the new
provider may be willing to accept that organizati on w thout
renunberi ng and advertise the nore specific prefix (that covers
destinations within the organization) to the rest of the Internet.
However, if one or nore other providers exist, that are unwilling or
unabl e to accept the longer prefix advertised by the new provider,
then the organi zati on woul d not have I P connectivity to part of the
Internet. Anpbng the possible solutions open to the organi zati on nay
be either to renunmber, or for others to acquire connectivity to
providers that are willing and able to accept the prefix.

The above shows that the absence of an explicit "address |ending"
policy froma current provider in no way ensures that renunbering
will not be required in the future when changi ng providers.

Organi zations should be aware of this fact should they encounter a
provi der making clains to the contrary.

6 Recommendati ons

Qobserve that the goal of hierarchical routing in the Internet is not
to reduce the total amount of routing information in the Internet to
the theoretically possible minimm but just to contain the vol une of
routing information within the limts of technol ogy,

price/ performance, and human factors. Therefore, organizations that
coul d provide reachability to a sufficiently large fraction of the
total destinations in the Internet and could express such
reachability through a single | P address prefix could expect that a
route with this prefix will be maintained throughout the default-free
part of the Internet routing system regardl ess of where they connect
to the Internet. Therefore, using the "address ownership" policy
when al |l ocating addresses to such organi zations is a reasonable
choice. Wthin such organi zations this docunent suggests the use of
t he "address | ending" policy.

For all other organizations that expect Internet-wide IP
connectivity, the reachability information they inject into the
Internet routing system should be subject to hierarchical

aggregation. For such organi zations, allocating addresses based on

t he "address ownership" policy makes hierarchical aggregation
difficult, if not inpossible. This, in turn, has a very detrinmenta
effect on the Internet routing system To prevent the collapse of the
Internet routing system for such organi zations, this docunent
recommends using the "address | ending" policy. Consequently, when
such an organi zation first connects to the Public Internet or changes
its topological attachment to the Public Internet, the organization
eventual ly needs to renunber. Renunbering allows the organization to
wi t hdraw any exceptional prefixes that the organizati on woul d
otherwise inject into the Internet routing system This applies to
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the case where the organization takes its addresses out of its direct
provider’s bl ock and the organi zati on changes its direct provider.
This nmay al so apply to the case where the organi zation takes its
addresses out of its indirect provider’s block, and the organi zation
changes its indirect provider, or the organization’s direct provider
changes its provider

Carrying routing information has a cost associated with it. This
cost, at sonme point, may be passed back in full to the organi zations
that inject the routing information. Aggregation of addressing
information (via CIDR) could reduce the cost, as it allows an

i ncrease in the nunber of destinations covered by a single route.
Organi zati ons whose addresses are all ocated based on the "address
owner shi p" policy (and thus may not be suitable for aggregation)
shoul d be prepared to absorb the cost conpletely on their own.

bserve that neither the "address ownership,” nor the "address

| endi ng" policy, by itself, is sufficient to guarantee Internet-w de
| P connectivity. Therefore, we recommend that sites wi th addresses

al l ocated based on either policy should consult their providers about
the reachability scope that could be achieved with these addresses,
and associated costs that result from using these addresses.

I f an organization doesn't require Internet-wi de I[P connectivity,
then address allocation for the organi zation coul d be done based on
the "address ownership" policy. Here, the organization may still
maintain limted IP connectivity (e.g., with all the subscribers of
its direct provider) by limting the distribution scope of its
routing information to its direct provider. Connectivity to the rest
of the Internet can be handl ed by nedi ati ng gateways (e.qg.,
application | ayer gateways, Network Address Translators (NATs)). Note
that use of nediating gateways elimnates the need for renunbering,
and avoi ds burdening the Internet routing systemwth non-

aggr egat abl e addressing i nformati on; however they have ot her

dr awbacks whi ch nay prove awkward in certain situations.

Both renunbering (due to the "address | ending" policy), and non-
aggregated routing informati on (due to the "address ownership"
policy), and the use of nediating gateways result in some costs.
Therefore, an organi zation needs to analyze its own connectivity
requirements carefully and conpare the tradeoffs associated with
addresses acquired via either policy vs. having connectivity via
nmedi ati ng gat eways (possibly augnmented by linited | P connectivity)
usi ng addresses acquired via "address ownership." To reduce the cost
of renunbering, organizations should be strongly encouraged to depl oy
tools that sinplify renunbering (e.g., Dynanic Host Configuration
Protocol [RFC 1541]). Use of the DNS should be strongly encouraged.

Rekhter & Li Best Current Practice [ Page 10]



RFC 2008 COct ober 1996

7 Sunmmary

Any address all ocation and managenent policy for |IP addresses used
for Internet connectivity nust take into account its inpact on the
scalability of the Public Internet routing system Anong all of the
possi bl e address all ocati on and managenent policies only the ones
that yield a scalable routing systemare feasible. Al other policies
are self-destructive in nature, as they lead to a collapse of the
Internet routing system and therefore to the fragnmentation
(partitioning) of the Public Internet.

Wthin the context of the current Public Internet, address allocation
and managenent policies that assune unrestricted address ownership
have an extrenely negative inpact on the scalability of the Internet
routi ng system Such policies are alnpbst certain to exhaust the
scalability of the Internet routing systemwell before we approach

t he exhaustion of the |Pv4 address space and before we can nake
effective use of the | Pv6 address space. Gven the Internet’s growth
rate and current technology, the notion that everyone can own address
space and receive Internet-w de routing services, despite where they
connect to the Internet, is currently technically infeasible.
Therefore, this docunment makes two reconmendations. First, the
"address | ending" policy should be fornmally added to the set of
address allocation policies in the Public Internet. Second,

organi zations that do not provide a sufficient degree of routing

i nformati on aggregation to obtain access to the Internet routing
servi ces should be strongly encouraged to use this policy to gain
access to the services.

Since the current |Pv6 address allocation architecture is based on
CI DR, reconmendations presented in this docunent apply to | Pv6
address all ocation and managenent policies as well.

8 Security Considerations

Renunbering a site has several possible inplications on the security
policies of both the site itself and sites that regularly comunicate
with the renunbering sites.

Many sites currently use "firewall" systems to provide coarse-grained
access control fromexternal networks, such as The Internet, to their
internal systens. Such firewalls mght include access contro
deci si ons based on the cl ai mred source address of packets arriving at
such firewall systens. Wien the firewall policy relates to packets
arriving on the firewall frominside the site, then that firewall

will need to be reconfigured at the sane tine that the site itself
renunbers. Wen the firewall policy relates to packets arriving at
the firewall fromoutside the site, then such firewalls will need to
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be reconfigured whenever an outside site that is granted any access
inside the site through the firewall is renunbered.

It is highly inadvisable to rely upon unauthenticated source or
destination I P addresses for security policy decisions. [Bellovin89]
| P address spoofing is not difficult with widely avail abl e systens,

such as personal conputers. A better approach would probably involve

the use of IP Security techniques, such as the I P Authentication
Header [RFC-1826] or | P Encapsul ating Security Payl oad [ RFC- 1827],
the firewall so that the firewall can rely on cryptographic

techni ques for identification when making its security policy
deci si ons.

It is strongly desirable that authentication be present in any
nmechani sm used to renunber | P nodes. A renunbering nmechani smt hat
| acks aut hentication could be used by an adversary to renumnber
systens that should not have been renunbered, for exanple.

There may be other security considerations that are not covered in
this docunent.
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