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On Testing the NETBLT Protocol over Divers Networks

STATUS OF THI S MEMO

This RFC describes the results gathered fromtesting NETBLT over
three networks of differing bandwi dths and round-trip delays. Wile
the results are not conplete, the information gathered so far has
been very promising and supports RFC-998' s assertion that that NETBLT
can provide very high throughput over networks with very different
characteristics. Distribution of this neno is unlimted.

1. Introduction

NETBLT (NETwork BLock Transfer) is a transport |evel protocol
intended for the rapid transfer of a large quantity of data between
conmputers. It provides a transfer that is reliable and fl ow
controlled, and is designed to provide maxi mum throughput over a w de
variety of networks. The NETBLT protocol is specified in RFC 998;
this docunment assunes an understandi ng of the specification as

descri bed in RFC 998.

Tests over three different networks are described in this docunent.
The first network, a 10 negabit-per-second Proteon Token Ring, served
as a "reference environment” to determ ne NETBLT s best possible
performance. The second network, a 10 negabit-per-second Ethernet,
served as an access path to the third network, the 3 negabit-per-
second Wdeband satellite network. Determning NETBLT s performance
over the Ethernet allowed us to account for Ethernet-caused behavi our
in NETBLT transfers that used the Wdeband network. Test results for
each network are described in separate sections. The final section
presents some concl usions and further directions of research. The
docunent’s appendices list test results in detail.
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3.

hel ped nonitor it during testing.
| npl erent ati ons and Test Prograns

This section briefly describes the NETBLT inplenentations and test
prograns used in the testing. Currently, NETBLT runs on three
machi ne types: Synbolics LI SP machi nes, |BM PC/ ATs, and SUN-3s. The
test results described in this paper were gathered using the |IBM

PC/ AT and SUN-3 NETBLT i npl enmentations. The | BM and SUN

i npl ementations are very sinmlar; nost differences lie in tinmer and
multi-tasking library inplenmentations. The SUN NETBLT i npl enentation
uses UNI X' s user-accessible raw | P socket; it is not inplenmented in
the UNI X kernel .

The test application perfornms a sinple nenory-to-nmenory transfer of
an arbitrary anount of data. All data are actually allocated by the
application, given to the protocol |ayer, and copied into NETBLT
packets. The results are therefore fairly realistic and, with
appropriately large amounts of buffering, could be attained by disk-
based applications as well.

The test application provides several parameters that can be varied
to alter NETBLT s performance characteristics. The nost inportant of
t hese paraneters are:

burst interval The nunber of mlliseconds fromthe start of one
burst transnmission to the start of the next burst
transm ssi on.

burst size The nunber of packets transnmitted per burst.

buffer size The nunber of bytes in a NETBLT buffer (al
buffers nust be the sanme size, save the |ast,
whi ch can be any size required to conplete the
transfer).

dat a packet size
The nunber of bytes contained in a NETBLT DATA
packet’'s data segnent.

nunber of outstanding buffers
The nunber of buffers which can be in
transm ssion/error recovery at any given nonent.

M Lanbert [ Page 2]



RFC 1030 Testing the NETBLT Protocol Novenber 1987

The protocol’s throughput is nmeasured in two ways. First, the "real

t hroughput™ is throughput as viewed by the user: the nunber of bits
transferred divided by the time fromprogramstart to program finish.
Al 'though this is a useful nmeasurenent fromthe user’s point of view,
anot her throughput neasurenment is nore useful for analyzing NETBLT s
performance. The "steady-state throughput” is the rate at which data
is transnitted as the transfer size approaches infinity. It does not
take into account connection setup tine, and (nore inportantly), does
not take into account the tinme spent recovering from packet-1oss
errors that occur after the last buffer in the transm ssion is sent
out. For NETBLT transfers using networks with long round-trip del ays
(and consequently with | arge nunbers of outstanding buffers), this

"l ate" recovery phase can add |large anpbunts of time to the

transm ssion, tinme which does not reflect NETBLT s peak transm ssion
rate. The throughputs listed in the test cases that follow are al

st eady- st at e throughputs.

4. | nplementation Performance

This section describes the theoretical performance of the |BM PC/ AT
NETBLT i npl ementati on on both the transmitting and receiving sides.
Theoretical performance was neasured on two LANs: a 10 negabit-per-
second Proteon Token Ring and a 10 negabit-per-second Ethernet.
"Theoretical performance" is defined to be the performance achieved
if the sending NETBLT did nothing but transnmit data packets, and the
recei ving NETBLT did nothing but receive data packets.

Measuring the send-side’s theoretical performance is fairly easy,
since the sending NETBLT does very little nore than transnit packets
at a predetermned rate. There are few, if any, factors which can

i nfluence the processing speed one way or another.

Using a Proteon P1300 interface on a Proteon Token Ring, the |BM
PC/ AT NETBLT i npl enmentati on can copy a maxi num si zed packet (1990
byt es excl udi ng protocol headers) from NETBLT buffer to NETBLT data
packet, format the packet header, and transnmit the packet onto the
network in about 8 milliseconds. This translates to a maxi num
theoretical throughput of 1.99 negabits per second.

Usi ng a 3COM 3C500 interface on an Ethernet LAN, the sane

i npl erentation can transmit a maxi num si zed packet (1438 bytes
excl udi ng protocol headers) in 6.0 mlliseconds, for a maxi num
theoretical throughput of 1.92 nmegabits per second.

Measuring the receive-side’s theoretical performance is nore
difficult. Since all tinmer managenent and nessage ACK overhead is
incurred at the receiving NETBLT s end, the processing speed can be
slightly slower than the sending NETBLT s processing speed (this does
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not even take into account the denultiplexing overhead that the
receiver incurs while matching packets with protocol handling
functions and connections). |In fact, the anpunt by which the two
processi ng speeds differ is dependent on several factors, the nost
i nportant of which are: length of the NETBLT buffer list, the nunber
of data tinmers which may need to be set, and the nunber of contro
nmessages which are ACKed by the data packet. Alnobst all of this
added overhead is directly related to the nunber of outstanding
buffers allowabl e during the transfer. The fewer the nunber of
out standi ng buffers, the shorter the NETBLT buffer list, and the
faster a scan through the buffer Iist and the shorter the |ist of
unacknow edged control nessages.

Assum ng a singl e-outstandi ng-buffer transfer, the receiving-side

NETBLT can DVA a naxi mum si zed data packet fromthe Proteon Token

Ring intoits network interface, copy it fromthe interface into a
packet buffer and finally copy the packet into the correct NETBLT

buffer in 8 mlliseconds: the sanme speed as the sender of data.

Under the same conditions, the inplenentation can receive a nmaxi num
si zed packet fromthe Ethernet in 6.1 nmilliseconds, for a maximm
t heoretical throughput of 1.89 nmegabits per second.

5. Testing on a Proteon Token Ring

The Proteon Token Ring used for testing is a 10 nmegabit - per-second
LAN supporting about 40 hosts. The machines on either end of the
transfer were | BM PC/ ATs using Proteon P1300 network interfaces. The
Token Ring provides high bandwidth with |ow round-trip delay and
negligi bl e packet |oss, a good debuggi ng environnent in situations
wher e packet |oss, packet reordering, and long round-trip tine would
hi nder debugging. Al so contributing to high perfornmance is the |arge
(maxi mum 2046 bytes) network MIU. The | arger packets take somewhat

Il onger to transnit than do smaller packets (8 nilliseconds per 2046
byt e packet versus 6 nilliseconds per 1500 byte packet), but the

| essened per-byte conputational overhead increases throughput
sonmewhat .

The fastest single-outstandi ng-buffer transm ssion rate was 1.49

nmegabits per second, and was achi eved using a test case with the
foll ow ng paraneters:
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transfer size 2-5 mllion bytes

dat a packet size

1990 bytes
buffer size 19900 bytes
burst size 5 packets

burst interval 40 mlliseconds. The tiner code on the | BM PC/ AT
is accurate to within 1 mllisecond, so a 40
mllisecond burst can be tined very accurately.

Al'l owi ng only one outstanding buffer reduced the protocol to running
"l ock-step” (the receiver of data sends a GO the sender sends dat a,
the receiver sends an OK followed by a GO for the next buffer).
Since the | ock-step test incurred one round-trip-delay’s worth of
over head per buffer (between transm ssion of a buffer’s |ast data
packet and receipt of an OK for that buffer/ GO for the next buffer),
a test with two outstanding buffers (providing essentially constant
packet transm ssion) should have resulted in higher throughput.

A second test, this tine with two outstandi ng buffers, was perforned,
with the above paraneters identical save for an increased burst
interval of 43 milliseconds. The highest throughput recorded was
1.75 megabits per second. This represents 95% efficiency (5 1990-
byte packets every 43 milliseconds gives a nmaxi mumtheoretical

t hroughput of 1.85 negabits per second). The increase in throughput
over a singl e-outstandi ng-buffer transm ssion occurs because, with
two outstanding buffers, there is no round-trip-delay |ag between
buffer transm ssions and the sending NETBLT can transnit constantly.
Because the P1300 interface can transmit and receive concurrently, no
packets were dropped due to collision on the interface.

As nentioned previously, the minimumtransmission tine for a
maxi mum si zed packet on the Proteon Ring is 8 mlliseconds. One
woul d expect, therefore, that the nmaxi numthroughput for a doubl e-
buffered transm ssion would occur with a burst interval of 8
mlliseconds tinmes 5 packets per burst, or 40 mlliseconds. This
woul d all ow the sender of data to transmit bursts with no "dead tine"
in between bursts. Unfortunately, the sender of data nust take tinme
to process incom ng control nessages, which typically forces a 2-3
mllisecond gap between bursts, |owering the throughput. Wth a
burst interval of 43 milliseconds, the incomi ng packets are processed
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during the 3 millisecond-per-burst "dead tinme", naking the protocol
nmore efficient.

6. Testing on an Ethernet

The network used in performing this series of tests was a 10 nmegabit
per second Ethernet supporting about 150 hosts. The nachines at
either end of the NETBLT connection were | BM PC/ ATs using 3COM 3C500
network interfaces. As with the Proteon Token Ring, the Ethernet
provi des high bandwi dth with [ ow delay. Unfortunately, the
particul ar Ethernet used for testing (MT s infanmous Subnet 26) is
known for being somewhat noisy. |In addition, the 3COM 3C500 Ethernet
interfaces are relatively unsophisticated, with only a single

har dwar e packet buffer for both transm tting and receiving packets.
This gives the interface an annoyi ng tendency to drop packets under
heavy | oad. The conbi nation of these factors nmade protocol
performance anal ysis sonewhat nore difficult than on the Proteon

Ri ng.

The fastest single-buffer transm ssion rate was 1.45 negabits per
second, and was achi eved using a test case with the foll ow ng
par anmet ers:

transfer size 2-5 mllion bytes

dat a packet size
1438 bytes (maxi mum si ze excl udi ng protocol

headers).
buffer size 14380 bytes
burst size 5 packets

burst interval 30 nilliseconds (6.0 mlliseconds x 5 packets).

A second test, this one with paraneters identical to the first save
for nunmber of outstanding buffers (2 instead of 1) resulted in
substantially | ower throughput (994 kil obits per second), with a

| arge nunber of packets retransmitted (10%. The retransm ssions
occurred because the 3COM 3C500 network interface has only one

har dwar e packet buffer and cannot hold a transmitting and receiving
packet at the sane tinme. Wth two outstanding buffers, the sender of
data can transnit constantly; this neans that when the receiver of
data attenpts to send a packet, its interface’ s receive hardware goes
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deaf to the network and any packets being transmitted at the tinme by
the sender of data are lost. A symretrical problemoccurs with
control nessages sent fromreceiver of data to sender of data, but
the nunber of control nessages sent is small enough and the

retransm ssion al gorithmredundant enough that little perfornmance
degradati on occurs due to control message | oss.

When the burst interval was | engthened from30 mlliseconds per 5
packet burst to 45 milliseconds per 5 packet burst, a third as nany
packets were dropped, and throughput clinbed accordingly, to 1.12
nmegabits per second. Presunably, the Ionger burst interval allowed
nore dead tinme between bursts and | ess |ikelihood of the receiver of
data’'s interface being deaf to the net while the sender of data was
sendi ng a packet. An interesting note is that, when the sane test
was conducted on a special Ethernet LANwith the only two hosts
attached being the two NETBLT machi nes, no packets were dropped once
the burst interval rose above 40 m|liseconds/5 packet burst. The

i nproved performance was doubtl ess due to the absence of extra
network traffic.

7. Testing on the Wdeband Network

The followi ng section describes results gathered using the Wdeband
network. The Wdeband network is a satellite-based network with ten
stations conpeting for a raw satellite channel bandw dth of 3
nmegabits per second. Since the various tests resulted in substanti al
changes to the NETBLT specification and inplenentation, sonme of the
maj or changes are described along with the results and probl ens that
forced those changes.

The W deband network has several characteristics that make it an
excel l ent environment for testing NETBLT. First, it has an extrenely
long round-trip delay (1.8 seconds). This provides a good test of
NETBLT s rate control and multiple-buffering capabilities. NETBLT s
rate control allows the packet transnission rate to be regul at ed

i ndependently of the maxi num al | owabl e anobunt of outstandi ng dat a,
providing flow control as well as very large "wi ndows". NETBLT s
mul tiple-buffering capability enables data to still be transmtted
while earlier data are awaiting retransm ssion and subsequent data
are being prepared for transmssion. On a network with a |ong
round-trip delay, the alternative "lock-step" approach would require
a 1.8 second gap between each buffer transm ssion, degrading

per f or mance.

Anot her interesting characteristic of the Wdeband network is its

t hroughput. Al though its raw bandwidth is 3 negabits per second, at
the time of these tests fully 2/3 of that was consunmed by | ow | eve
network overhead and hardware linmitations. (A detailed analysis of
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the overhead appears at the end of this docunment.) This reduces the
avail abl e bandwi dth to just over 1 negabit per second. Since the
NETBLT i npl ementation can run substantially faster than that, testing
over the Wdeband net allows us to neasure NETBLT s ability to
utilize very high percentages of avail abl e bandw dt h.

Finally, the Wdeband net has sone interesting packet reorder and
del ay characteristics that provide a good test of NETBLT s ability to
deal with these problens.

Testing progressed in several phases. The first phase involved using
source-routed packets in a path froman |BM PC AT on M T s Subnet 26,
through a BBN Butterfly Gateway, over a Tl link to BBN, onto the

W deband network, back down into a BBN Voice Funnel, and onto ISlI's
Et hernet to another IBM PC/AT. Testing proceeded fairly slowy, due
to gateway software and source-routing bugs. Once a connection was
finally established, we recorded a best throughput of approximately
90K bits per second.

Several problens contributed to the | ow throughput. First, the
gateways at either end were forwardi ng packets onto their respective
LANs faster than the I BM PC/ AT's coul d accept them (the 3COM 3C500
interface would not have tine to re-enable input before another
packet would arrive fromthe gateway). Even with bursts of size 1,
spaced 6 mlliseconds apart, the gateways woul d aggregate groups of
packets conming fromthe sane satellite frane, and send them faster
than the PC could receive them The obvious result was nany dropped
packets, and degraded performance. Al so, the half-duplex nature of
the 3COM interface caused incom ng packets to be dropped when packets
wer e being sent.

The nunber of packets dropped on the sending NETBLT side due to the
long interface re-enable tine was reduced by packing as many control
nmessages as possible into a single control packet (rather than

pl acing only one nessage in a control packet). This reduced the
nunber of control packets transmtted to one per buffer transnission,
which the PC was able to handle. In particular, nessages of the form
OK(n) were conbined with nessages of the formGJn + 1), in order to
prevent two control packets fromarriving too close together to both
be received.

Per f or mance degradati on from dropped control packets was al so

m ni m zed by changing to a highly redundant control packet
transnission algorithm Control nessages are now stored in a single
I ong-1ived packet, with ACKed nmessages continuously bunped off the
head of the packet and new nessages added at the tail of the packet.
Every tinme a new nessage needs to be transmitted, any unACKed ol d
nmessages are transmtted as well. The sending NETBLT, which receives
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these control nessages, is tuned to ignore duplicate nessages wth
al nost no overhead. This transm ssion redundancy puts little
reliance on the NETBLT control tinmer, further reducing perfornance
degradation fromlost control packets.

Al t hough the effect of dropped packets on the receiving NETBLT coul d
not be conpletely elinnated, it was reduced somewhat by sone changes
to the inplenmentation. Data packets fromthe sending NETBLT are
guaranteed to be transmtted by buffer nunber, |owest nunber first.
In sone cases, this allowed the receiving NETBLT to nake retransmt-
request decisions for a buffer N, if packets for N were expected but
none were received at the tinme packets for a buffer N+M were
received. This optimzation was sonewhat conplicated, but inproved
NETBLT s perfornmance in the face of m ssing packets. Unfortunately,
t he dropped- packet problemremai ned until the NETBLT inpl enentation
was ported to a SUN-3 workstation. The SUNis able to handle the

i nconi ng packets quite well, dropping only 0.5% of the data packets
(as opposed to the PC's 15 - 20%.

Anot her problem w th the Wdeband network was its tendency to re-
order and del ay packets. Dealing with these problens required
several changes in the inplenentation. Previously, the NETBLT

i npl erentation was "optinm zed" to generate retransmt requests as
soon as possible, if possible not relying on expiration of a data
timer. For instance, when the receiving NETBLT received an LDATA
packet for a buffer N, and other packets in buffer N had not arrived,
the receiver would i nmedi ately generate a RESEND for the m ssing
packets. Simlarly, under certain circunstances, the receiver would
generate a RESEND for a buffer N if packets for N were expected and
had not arrived before packets for a buffer N+M  Qbvi ously, packet-
reordering made these "optim zations" generate retransmit requests

unnecessarily. In the first case, the inplenentation was changed to
no longer generate a retransmit request on receipt of an LDATA with
ot her packets missing in the buffer. |In the second case, a data

timer was set with an updated (and presumably nore accurate) val ue,
hopefully all owing any re-ordered packets to arrive before timng out
and generating a retransmt request.

It is difficult to accommbpdate W deband network packet delay in the
NETBLT i npl ementati on. Packet delays tend to occur in nultiples of
600 milliseconds, due to the Wdeband network’s datagram reservation
schenme. A tinmer value calculation algorithmthat used a fixed
variance on the order of 600 milliseconds woul d cause perfornance
degradati on when packets were lost. On the other hand, short fixed
variance val ues would not react well to the | ong del ays possible on
the Wdeband net. Qur solution has been to use an adaptive data
timer value calculation algorithm The algorithm maintains an
average inter-packet arrival value, and uses that to determ ne the
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data tinmer value. |If the inter-packet arrival time increases, the
data tiner value will |engthen

At this point, testing proceeded between NETBLT inplenentations on a
SUN-3 workstation and an I BM PC/ AT. The arrival of a Butterfly
Gateway at ISl elimnated the need for source-routed packets; some
performance i nprovenent was al so expected because the Butterfly
Gateway is optimnmized for IP datagramtraffic.

In order to put the best Wdeband network test results in context, a
short anal ysis follows, showi ng the best throughput expected on a
fully |l oaded channel. Again, a detailed analysis of the nunbers that
foll ow appears at the end of this docunent.

The best possible datagramrate over the current W deband
configuration is 24,054 bits per channel frame, or 3006 bytes every
21.22 nilliseconds. Since the transni ssion route begins and ends on
an Ethernet, the largest anpbunt of data transmi ssible (after
accounting for packet header overhead) is 1438 bytes per packet.
This translates to approximately 2 packets per frane. Since we want
to avoid overflow ng the channel, we should transmt slightly slower
than the channel franme rate of 21.2 mlliseconds. W therefore cane
up with a best possible throughput of 2 1438-byte packets every 22
mlliseconds, or 1.05 nmegabits per second.

Because of possible software bugs in either the Butterfly Gateway or
the BSAT (gateway-to-earth-station interface), 1438-byte packets were
fragnented before transm ssion over the Wdeband network, causing
packet delay and poor performance. The best throughput was achi eved
with the follow ng val ues:

transfer size 500, 000 - 750, 000 bytes

dat a packet size

1432 bytes
buffer size 14320 bytes
burst size 5 packets

burst interval 55 mlliseconds

St eady-state throughputs ranged from 926 kil obits per second to 942
kil obits per second, approximately 90% channel utilization. The
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anount of data transnitted should have been an order of nagnitude

hi gher, in order to get a |longer steady-state period; unfortunately
at the tinme we were testing, the Ethernet interface of I1SI’'s
Butterfly Gateway would | ock up fairly quickly (in 40-60 seconds) at
packet rates of approxinately 90 per second, forcing a gateway reset.
Transni ssions therefore had to take less than this amount of time.
This problem has reportedly been fixed since the tests were

conduct ed.

In order to test the Wdeband network under overload conditions, we
attenpted several tests at rates of 5 1432-byte packets every 50
mlliseconds. At this rate, the Wdeband network ground to a halt as
four of the ten network BSATs i mmedi ately crashed and reset their
channel processor nodes. Apparently, the BSATs crash because the ESI
(Earth Station Interface), which sends data fromthe BSAT to the
satellite, stops its transmt clock to the BSAT if it runs out of
buffer space. The BlIO interface connecting BSAT and ESI does not
tolerate this clock-stopping, and typically | ocks up, forcing the
channel processor node to reset. A nore sophisticated interface,
allowing faster transmi ssions, is being installed in the near future.

8. Future Directions

Sone nore testing needs to be perforned over the Wdeband Network in
order to get a conplete analysis of NETBLT s performance. Once the
Butterfly Gateway Ethernet interface | ockup problem described earlier
has been fixed, we want to performtransnissions of 10 to 50 nmillion
bytes to get accurate steady-state throughput results. W also want
to run several NETBLT processes in parallel, each tuned to take a
fraction of the Wdeband Network’s avail abl e bandwi dth. Hopefully,
this will denonstrate whether or not burst synchronization across

di fferent NETBLT processes will cause network congestion or failure.
Once the BI O BSAT-ESI interface is upgraded, we will want to try for
hi gher throughputs, as well as greater hardware stability under

over| oad conditions.

As far as future directions of research into NETBLT, one inportant
area needs to be explored. A series of algorithns need to be
devel oped to allow dynamni c sel ection and control of NETBLT s
transni ssion paranmeters (burst size, burst interval, and nunber of

outstandi ng buffers). ldeally, this dynamic control will not require
any information from outside sources such as gateways; i nstead,
NETBLT processes will use end-to-end information in order to nake

transm ssion rate decisions in the face of noisy channels and network
congestion. Sonme research on dynamic rate control is taking place
now, but much nore work needs done before the results can be
integrated into NETBLT.
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| . Wdeband Bandw dth Anal ysis

Al t hough the raw bandwi dth of the Wdeband Network is 3 negabits per
second, currently only about 1 negabit per second of it is available
to transmit data. The large anount of overhead is due to the channel
control strategy (which uses a fixed-wi dth control subframe based on
t he maxi mum nunber of stations sharing the channel) and the | ow
perfornmance Bl O interface between BBN s BSAT (Butterfly Satellite
Interface) and Linkabit’s ESI (Earth Station Interface). Higher-
performance BSM interfaces are soon to be installed in all Wdeband
sites, which should inprove the anpbunt of avail abl e bandwi dt h.

Bandwi dt h on the W deband network is divided up into frames, each of
which has multiple subfranes. A frame is 32768 channel synbols, at 2
bits per synmbol. One frane is available for transm ssion every 21.22
mlliseconds, giving a raw bandw dth of 65536 bits / 21.22 ns, or
3.081 negabits per second.

Each franme contains two subframes, a control subframe and a data
subframe. The control subframe is subdivided into ten slots, one per
earth station. Control information takes up 200 synbols per station
Because the communi cations interface between BSAT and ESI only runs
at 2 negabits per second, there nust be a padding interval of 1263
synbol s between each slot of information, bringing the total control
subframe size up to 1463 synbols x 10 stations, or 14630 synbol s.
The data subfrane then has 18138 synbol s avail abl e. The maxi mum
datagram size is currently expressed as a 14-bit quantity, further
dr oppi ng the maxi mum anount of data in a frame to 16384 synbol s.
After header information is taken into account, this value drops to
16,036 synbols. At 2 bits per synbol, using a 3/4 coding rate, the
actual anount of usable data in a franme is 24,054 bits, or

approxi mately 3006 bytes. Thus the theoretical usable bandwidth is
24,054 bits every 21.22 milliseconds, or 1.13 negabits per second.
Since the NETBLT inplenentations are running on Ethernet LANs
gatewayed to the Wdeband network, the 3006 bytes per channel frane
of usable bandwidth translates to two maxi mnum si zed (1500 bytes)

Et hernet packets per channel frane, or 1.045 negabits per second.
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I1. Detailed Proteon Ring LAN Test Results

Following is a table of some of the test results gathered from
testing NETBLT between two | BM PC/ ATs on a Proteon Token Ring LAN.
The tabl e headers have the follow ng definitions:

BS/ B

PSz

BFSZ

XFSZ

NBUFS

#LCOSS

#RXM

DTMOS

SPEED

M Lambert

burst size in packets and burst interval in
nmlliseconds

nunmber

nunmber

number

number

number

number

number

of

of

of

of

of

of

of

byt es i n DATA/ LDATA packet data segnent

bytes in NETBLT buffer

kil obytes in transfer

out standi ng buffers

dat a packets | ost

data packets retransmtted

data tinmeouts on receiving end

st eady-state throughput in nmegabits per second
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BS/ B

5/ 25
5/ 25
5/ 30
5/ 30
5/ 35
5/ 35
5/ 40
5/ 40

5/ 25

5/ 25
5/ 30
5/ 30
5/ 34
5/ 35

5/ 25
5/ 25
5/ 30
5/ 30
5/ 35
5/ 35
5/ 40
5/ 40
5/ 45
5/ 45

5/ 25
5/ 25
5/ 30
5/ 30
5/ 35
5/ 35
5/ 40
5/ 40
5/ 43
5/ 43
5/ 43
5/ 44
5/ 44
5/ 45
5/ 45

M Lambert

pPSz

1438
1438
1438
1438
1438
1438
1438
1438

1438

1438
1438
1438
1438
1438

1990
1990
1990
1990
1990
1990
1990
1990
1990
1990

1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990

Testing the NETBLT Prot ocol

BFSZ

14380
14380
14380
14380
14380
14380
14380
14380

14380

14380
14380
14380
14380
14380

19900
19900
19900
19900
19900
19900
19900
19900
19900
19900

19900
19900
19900
19900
19900
19900
19900
19900
19900
19900
19900
19900
19900
19900
19900

XFSz

1438
1438
1438
1438
1438
1438
1438
1438

1438

1438
1438
1438
1438
1438

1990
1990
1990
1990
1990
1990
1990
1990
1990
1990

1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990
1990

NBUFS #LOSS #RXM

N RPRRRRRRR

NNDNDNDN

RPRRRRRRRRR

NNPNNNPNNNNDNDNNNDNDN

eNeololololololololojloloNoloNe [eNeolololololoNoNoNe] [cNeololoNe o [cNeololololoNoNe]

[eeololoojlololololojoloNe el [oNololololololeNele] QOO OOo o [oNololololoNeNe]

Nove

nber 1987

DTMOS SPEED

[eNeolololololoNololololoNoloNe [eNeololololoNoNoNoNe] [oNeololoNe o [eNeololoNoloNoNe]

B RRRRRRRR

PR PR R

RPRRRRRRRRR

RPRRPRRRRRRRRRERRRERRER

.45
.45
.45
.45
. 40
.41
.33
.33

.62

.61
. 60
.61
.59
.58

.48
.49
.48
.48
.49
.48
.49
.49
.45
. 46

.75
.75
.74
.75
.74
.74
.75
.74
.75
.74
.75
.73
.72
.70
.72
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I1l. Detailed Ethernet LAN Testing Results

Following is a table of sone of the test

testing NETBLT between two | BM PC/ ATs on an Ethernet LAN.

Nove

nber 1987

results gathered from

previ ous appendi x for table header definitions.

BS/ B

5/ 30
5/ 30
5/ 30
5/ 35
5/ 35
5/ 40
5/ 40
5/ 40
5/ 40

5/ 30
5/ 30
5/ 40
5/ 40
5/ 40
5/ 45
5/ 45
5/ 45

5/ 15
5/ 15
5/ 18
5/ 18
5/ 19
5/ 19
5/ 20
5/ 20
5/ 20
5/ 30
5/ 30
5/ 30

M Lambert

pPSz

1438
1438
1438
1438
1438
1438
1438
1438
1438

1438
1438
1438
1438
1438
1438
1438
1438

512
512
512
512
512
512
512
512
512
512
512
512

BFSZ

14380
14380
14380
14380
14380
14380
14380
14380
14380

14380
14380
14380
14380
14380
14380
14380
14380

10240
10240
10240
10240
10240
10240
10240
10240
10240
10240
10240
10240

XFSz

1438
1438
1438
1438
1438
1438
1438
1438
1438

1438
1438
1438
1438
1438
1438
1438
1438

2048
2048
2048
2048
2048
2048
2048
2048
2048
2048
2048
2048

NBUFS #LOSS #RXM

RPRRRRRRRR

NNNNMNNNNDN

NNNRRRRRRRRR

206
213
117
178
135
57
97
62

113
20
49

206
213
121
181
138
57
97
62

See

DTMOS SPEED

198
198
129
166
130
52
99
51

GQOh~NWO©OONPA

84
14
40

oeoleolololololololoNoNe)

PRPRPRPRPRRPR

PRPPPORPOO

.42
45
44
38
38
15
17
28
30

. 995
. 994
05
. 892
03
12
02
09

. 909
. 907
. 891
. 906
. 905
. 898
. 876
. 871
. 874
. 599
. 661
. 638
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I'V. Detail ed Wdeband Network Testing Results

Following is a table of sone of the test
testing NETBLT between an | BM PC/ AT and a SUN-3 using the W deband

satellite network.

definitions.

BS/ B

5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90
5/ 90

5/ 80
5/ 80
5/ 80
5/ 60
5/ 60
5/ 60
5/ 60
5/ 60
5/ 55
5/ 55
5/ 55
5/ 55
5/ 55
5/ 55

M Lambert

pPSz

1400
1400
1400
1420
1420
1430
1430
1430
1432
1434
1436
1436
1436
1438

1432
1432
1432
1432
1432
1432
1432
1432
1432
1432
1432
1432
1432
1432

BFSZ

14000
14000
14000
14200
14200
14300
14300
14300
14320
14340
14360
14360
14360
14380

14320
14320
14320
14320
14320
14320
14320
14320
14320
14320
14320
14320
14320
14320

XFSz

500
500
500
500
500
500
500
500
716
717
718
718
718
719

716
716
716
716
716
716
716
716
716
716
716
716
716
716

NBUFS #LOSS #RXM

22
22
22
22
22
22
22
22
22
22
22
22
22
22

22
22
22
22
22
22
30
30
22
22
22
22
22
22

9
12
3
12
6
9
15
12
13
33
25
25
28
6

56
14
15
19
84
18
38
25
13
25
25
20
17
13

Novenber 1987

results gathered from

10
12
3
12
6
10
15
12
16
147
122
109
153
109

68
14
16
22
95
21
40
26
13
25
25
20
19
14

See previous appendi x for table header

SPEED

. 584
. 576
. 591
. 591
. 600
. 600
. 591
. 590
. 591
. 483
. 500
. 512
. 476
. 533

. 673
. 666
. 661
. 856
. 699
. 871
. 837
. 869
. 935
. 926
. 926
. 932
. 934
. 942

[eNeoloNolololoNoNolololoNoNe] [eNeoloNolololoNoNolooloNoNe]
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