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Abstract

Thi s docunent descri bes a SOCKS-based | Pv6/I1 Pv4 gateway nechani sm
t hat enabl es snoot h het erogeneous comuni cati ons between the | Pv6
nodes and | Pv4 nodes.

It is based on the SOCKS protocol [SOCKSv5]. By applying the SOCKS
mechani smto the heterogeneous comunicati ons and rel aying two
"term nated" IPv4 and | Pv6 connections at the "application |ayer"
(the SOCKS server), the SOCKS-based |1 Pv6/1Pv4 gateway nmechanismis
acconpl i shed.

Since it is acconplished without introducing new protocols, it

provi des the same comruni cati on environment that is provided by the
SOCKS nechani sm The sane appearance is provided to the

het er ogeneous conmmuni cations. No conveni ences or functionalities of
current conmuni cations are sacrificed.

1. Introduction

The SOCKS-based |1 Pv6/ 1 Pv4 gateway mechanismis based on a nechani sm
that relays two "term nated" |Pv4 and | Pv6 connections at the
"application layer" (the SOCKS server); its characteristics are
inherited fromthose of the connection relay mechani smat the
application | ayer and those of the native SOCKS nechani sm
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2. Basic SOCKS-based Gat eway Mechani sm

Figure 1 shows the basic SOCKS-based gat eway nechani sm

Cient C Gat eway G Destination D
R EEEEEEE + (Server)
| Appl i cati on|
+- - D>+ L + I, +
sane- + | *SOCKS Lib*| | *Gateway* | |Application]|
APl +-->4===========+ +=—====- - - =====+ I +
| Socket DNS| | Socket DNS | | Socket DNS|
Fomm oo e S oSS R o +
| [ tPv X1 | [[IPvXI(IPvY) ] | ( TPV Y ) |
Fomm oo e S oSS R o +
| Network I/F] | Network I/F | | Network I/F|
e e I T S, B g e +
I I I I
E et ——_— U +
socksi fi ed nor al
connecti on connecti on
(ctrl)+data data only

Fig. 1 Basic SOCKS-based Gateway Mechani sm

In this figure, the Cient Cinitiates the communication to the
Destination D. Two new functional blocks are introduced and they
conmpose the nechani sm

One, *Socks Lib*, is introduced into the client side (Cient C (this
procedure is called "socksifying"). The *Socks Lib* is |ocated
between the application |layer and the socket |ayer, and can repl ace
applications’ socket APIs and DNS nane resolving APIs (e.qg.,

get host bynane(), getaddrinfo() etc.). There is a napping table in it
for a "DNS nane resolving del egati on" feature (described bel ow).

Each socksified application has its own *Socks Lib*.

The other, *Gateway*, is installed on the IPv6 and | Pv4 dual stack
node (Gateway G. It is an enhanced SOCKS server that enables any
types of protocol conbination relays between Cient C (IPvX) and
Destination D (I1PvY). Wen the *Socks Lib* invokes a relay, one
correspondi ng *CGateway* process (thread) is spawned fromthe parent
*Gat eway* to take charge of the relay connection.

The followi ng four types of conbinations of IPvX and | PvY are
possi ble in the nechani sm
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type C ------ G------ D
[IPvX] (1 PVY)
A | Pv4 | Pv4d honobgeneous (normal SOCKS)
B | Pv4 | Pv6 * het erogeneous *
C | Pv6 | Pv4d * het erogeneous *
D | Pv6 | Pv6 honbgeneous

Type A is supported by the normal SOCKS nmechanism Type B and C are
the main targets for the SOCKS-based | Pv6/ | Pv4 gateway nechani sm
They provi de het erogeneous communi cations. Type D can be supported
by the natural extension of the SOCKS mechani sm because it is a
honobgeneous contuni cati on

Since the *Socks Lib* comuni cates with the *Gateway* by using SOCKS
protocol [SOCKSv5], the connection between them (the Cient C and the
Gateway G is a special connection and is called a "socksified
connection". It can transfer not only data but also contro
information (e.g., the location information of Destination D)

The connection between the Gateway G and the Destination Dis a

normal connection. It is not nodified (socksified). A server
application that runs on Destination D does not notice the existence
of the Cient C It recognizes that the peer node of the connection

is the Gateway G (not Cient C).

No new protocols are introduced to the SOCKS protocol [SOCKSv5] to
acconpl i sh the mechani sm

* Packet Size Adjustnent

Since the length of the | Pv6 header is different fromthat of the

| Pv4 header, it is necessary to consider the packet size adjustnent
i n heterogeneous comunications. |If this is not taken into

consi deration, the packet size nay exceed the MIU of the network.

In the SOCKS-based | Pv6/1Pv4 gateway nechanism it never exceeds

the MIU, because the nmechanismis based on rel aying two

"term nated" connections at the "application layer". The rel ayed
data is a sinple data stream for the application, and the packet

size is naturally adjusted at each rel ayed connection si de.

* Aut henti cated Rel ay
Since the SOCKS is originally designed for firewall systens and it

has various authentication nethods, the relayed connections can be
aut henticated by the native SOCKS aut hentication methods.
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3. DNS Nane Resol ving Procedure

In all conmunication applications, it is a necessary to obtain
destination IP address information to start a conmunication. It is,
however, theoretically inpossible for the heterogeneous

conmuni cations to obtain correct information, because an existing

| Pv4 application can not deal with an I Pv6 address. It prepares only
a 4-byte address space to store an I P address information, and it can
not store an |IPv6 address information into there. This is a critical
probl em caused by differences in address |ength.

In order to solve the problem a feature called "DNS nane resol ving
del egation"” is used in the SOCKS-based | Pv6/ 1 Pv4 gateway mechani sm
The feature involves the del egating of DNS nane resolving actions at
the source node (Client C) to the relay server (Gateway G). Since
the relay server is an | Pv4 and | Pv6 dual stack node, DNS nanme
resolving queries for any address fanily types of destinations can be
made wi t hout causi ng any problens. Therefore, it is not necessary to
nmodi fy the existing DNS nmechani smat all.

The feature supports not only the case in which a destination |ogical
host name (FQDN) information is given but also the case in which a
destination literal (numerical) IP address is given. The latter case
is supported in alnost the sane way as the forner case. Since the
literal | Pv6 address expression includes colons (":"), it is
identified as an FQDN (not a literal |IPv4 address) for the | Pv4
appl i cati on.

The SOCKS protocol specification [ SOCKSv5] defines that |Pv4 address,
| Pv6 address, and DOVAI NNAME (FQDN) information can be used in the
ATYP (address type) field of the SOCKS protocol format. |In the "DNS
nane resolving del egation" feature, the DOVAI NNAVE (FQDN) infornmation
is used in the ATYP (address type) field. The FQDN information is
transferred fromthe Client Cto the Gateway G to indicate the
Destination D.

In order to solve the formerly explained critical problem an
appropriate "fake IP" address is introduced in the feature, and it is
used as a virtual destination |IP address for a socksified

application. A napping table is also introduced in the *Socks Lib*
(at the Cient C to nanage mappi ngs between "fake IP" and "FQDN'. A
"fake I P*" address is used as a key to | ook up the corresponding
"FQDN' information. The mapping table is |ocal and i ndependent of

ot her applications or their *Socks Lib*s.
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The transparentness to applications is maintained in the feature.
Not hi ng special is required to execute it except socksifying the
applications. Since DNS nane resolving APIs are replaced by the
*Socks Lib*, the "DNS nane resol ving del egation" is executed
internally nerely by calling the DNS nanme resolving APIs in ordinal
nmet hods.

The "DNS nane resolving del egation” is acconplished only when FCQDN
information is used in the ATYP (address type) field of the SOCKS
command. Therefore, it is mandatory to do so for heterogeneous
conmuni cations. The nmethod of using FQDN information in the ATYP
field depends on the configuration setting and inplenentation of the

SOCKS protocol. In order to sinplify the discussion, only the case
in which the FQDN infornmation is used in the ATYP field is discussed
her e.

The detailed internal procedure of the "DNS nanme resol ving
del egati on" and address mappi ng managenent rel ated i ssues are
descri bed as foll ows.

1. An application on the source node (Cient C) tries to get the
| P address information of the destination node (Destination D) by
calling the DNS name resolving function (e.g., gethostbynanme()).
At this time, the |ogical host name ("FQN') information of the
Destination D is passed to the application’s *Socks Lib* as an
argunent of called APIs.

2. Since the *Socks Lib* has replaced such DNS nane resolving APIs,
the real DNS nane resolving APIs is not called here. The argued
"FQDN' information is nmerely registered into a mapping table in
*Socks Lib*, and a "fake IP" address is selected as information
that is replied to the application froma reserved special |IP
address space that is never used in real conmunications (e.g.
0.0.0.x). The address fanmly type of the "fake |IP" address nust be
suitable for requests called by the applications. Nanely, it nust
belong to the sane address famly of the dient C, even if the
address fanmily of the Destination Dis different fromit. After
the selected "fake I P" address is registered into the mapping
table as a pair with the "FQDN', it is replied to the application

3. The application receives the "fake | P" address, and prepares a
"socket". The "fake IP" address information is used as an el enent
of the "socket". The application calls socket APIs (e.g.
connect()) to start a comunication. The "socket" is used as an
argunment of the APIs.
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4. Since the *Socks Lib* has replaced such socket APls, the rea
socket function is not called. The IP address information of the
argued socket is checked. |If the address belongs to the speci al
address space for the fake address, the nmatched registered "FQDN'
informati on of the "fake |IP" address is obtained fromthe mapping
tabl e.

5. The "FQDN' information is transferred to the *Gateway* on the
relay server (Gateway G by using the SOCKS command that is
matched to the called socket APIs. (e.g., for connect(), the
CONNECT conmand is used.)

6. Finally, the real DNS nane resolving APl (e.g., getaddrinfo()) is
called at the *Gateway*. At this time, the received "FQDN'
information via the SOCKS protocol is used as an argunent of the
call ed APIs.

7. The *Gateway* obtains the "real |P" address froma DNS server
and creates a "socket". The "real |P" address information is used
as an element of the "socket".

8. The *Gateway* calls socket APIs (e.g., connect()) to comrunicate
with the Destination D. The "socket" is used as an argunent of the
API s.

The problemwi th the feature is that failures of the DNS nane
resol ving process are detected incorrectly at the source node (dient
C). They are detected as connection-establishnent failures.

(Restrictions on applicability of "fake |IP' address, etc., are
described in Section 5.)

* Qperations for Address Management (reservation, mapping etc.)

The SOCKS-based gat eway nechani sm does not require the reserving of a
wi de gl obal address space for the address mappi ng, and conpl ex
address al l ocation and garbage-col |l ecti on nechani sns are not
necessary.

Such address managenent operations are done at the *Socks Lib* by
using the fake I P address and the mapping table for the DNS name
resol ving del egation. Since the mapping table is prepared in each
application, it is locally closed and i ndependent of other
applications. Therefore, it is easy to nmanage the table, and it is
not necessary to reserve a w de gl obal address space.
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4. Multiple Chained Rel ay Mechani sm (Advanced usage)
The SOCKS- based gateway nechanismhas the flexibility to support
mul ti ple chained relay topologies. Wth the nmechanism |Pv4 and | Pv6
m xed various comruni cation topol ogi es are acconpli shed.

Figure 2 shows the structure of the nultiple chained relay nechani sm

Cient C Gat eway Gl Gateway & Destination D
Fommm o - - + (Server 1) (Server 2)
| Appl i cati on|
R e ———— [ o —— + B + . +
| *SOCKS Lib*| | *Gatewayl* | | *Gateway2* | | Application|
B gty o - - - ===+ === - - ===+ [ +
| Socket DNS| | Socket DNS | | Socket DNS | | Socket DNS|
Fomm oo e S oSS I oS S T, +
| [ ItPv X T | [[IPvX]|(IPvY) | [ (IPvY)[{IPvZ}| | { IPv Z} |
Fomm oo e S oSS I oS S T, +
| Network I/F] | Network I/F | | Network I/F | |Network I/F|
e e I T S, Fomo oo oo - - - B g F-- - - - +
I I I I I I
) et ——t— [ e Y +
socksi fi ed socksi fi ed nor na
connection connection connection
(ctrl)+data (ctrl)+data data only

Fig. 2 Multiple Chained Rel ay Mechani sm

In this figure, the source node (Client C) initiates the

conmuni cation with the destination (Destination D). Underneath, the
connection is replaced with three connections, and they are rel ayed
at the two relay servers (Gateway GL and &). The *Gateway* i ncl udes
the sanme type of functions of *Socks Lib*. By enabling the *Socks
Li b* functions at the *Gatewayl* on the first relay server (Gateway
Gl), the multiple chained relay topology is acconplished.

There is no linmtation on the nunber of relay operations between the
source node and the final destination node. It is possible to have
nore than two internediate relay servers. To sinplify the

expl anation, a twi ce-relayed topology is shown here.

Since the multiple chained relay is nore conplex than one-tine rel ay
and causes conplexity, it is reconmended that the nultiple chained
relay conmunication should be used only when it is necessary for sone
reason (e.g., usable protocols or topologies are linmted by routers
etc.).
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5. Applicability statenent

The SOCKS-based gat eway nechani smrequests socksification of
applications (install *Socks Lib*) to acconplish heterogeneous
comuni cations. It is not necessary to nodify (change source codes
and reconpile them etc.) the applications, because typical
socksification is done by changing the |inking order of dynamic |ink
libraries (specifically, by linking the SOCKS dynamic link library
before the dynamic link libraries for normal socket and DNS nane
resol ving APIs).

The mechani sm does not request nodification of the DNS system
because the DNS nane resolving procedure at the Cient Cis del egated
to the dual stack node Gateway G

O her than the socksification, the SOCKS-based gateway nechani sm has
the following three types of constraints.

1. Essential constraints:

Constraints are caused by the address length difference between
| Pv4 and | Pv6.

Functions that request an |IP address as one of the return val ues
(e.g., getpeernane() and getsocknane() etc.) can not provide the
correct |IP address as a return value. However, a suitable port
val ue can be provided, because |IPv4 and | Pv6 use the sane size
port space and an appropriate port information is transferred by
the SOCKS protocol .

2. Constraints of the SOCKS nechani sm

Since the current SOCKS system can not socksify all of the tricky
applications in which extraordinary manners are used to create
connections, the SOCKS-based gateway nechani sm can not be applied
to them

3. Constraints to deal with the fake address:

The fake address nmust be dealt with as a tenporary value at the
application. It is used as a key value in the mapping table for
the "DNS nane resol ving del egation" feature. Wen the application
is finished and the mapping tabl e di sappears, the fake address

i nformati on nust be al so rel eased.

Even if it is recorded pernmanently (e.g., recorded as a bookmarKk),

serious problems will not occur. The recorded fake address
information will nerely beconme usel ess, because fake address
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information is taken froma reserved special |P address space that
is never used in real comunications (e.g., 0.0.0.x) and such a
information is useless for the normal conmunication applications.
Furt hernore, such cases will be rare because nobst applications
usual ly record FQDN i nformati on (not fake I P address information)
to the booknmark, etc.

5.1 Native SOCKS mechani sm consi der ati ons

The characteristics of the SOCKS-based | Pv6/ 1 Pv4 gateway nmechani sm
are inherited fromthose of the native SOCKS mechanism Therefore,
consi deration issues of the native SOCKS nmechani sm are di scussed in
this section.

The SOCKSv5 protocol is conposed of three commands ( CONNECT, BI ND and
UDP ASSCCI ATE). All of three conmands can be applied in the SOCKS-
based 1 Pv6/ 1 Pv4 gateway mechani sm

This docunent is described with assum ng the usage of the CONNECT
command mai nly, because the CONNECT command is the main and nost
frequently used command in the SOCKS mechanism Since the CONNECT
command does not have clear week points, we can use it freely wi thout
consi derati ons.

The ot her (BIND and UDP ASSCCI ATE) conmands have the foll owi ng weak
points. So, we have to consider these points when we use the BIND or
UDP ASSCCI ATE comands in the nmechani sm

The BIND command is basically designed to support reverse-channe
rendezvous of the FTP type applications. So, general usages of the
Bl ND command nmay cause probl ens.

The UDP ASSCCI ATE command is basically designed for sinple UDP

applications (e.g., archie). It is not general enough to support a
| arge class of applications that use both TCP and UDP
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6. Security Considerations

Si nce the SOCKS-based | Pv6/ 1 Pv4 gat eway nechani smis based on SOCKSv5
protocol, the security feature of the nechani sm matches that of
SOCKSv5. It is described in the Security Considerations section of

t he SOCKS Protocol Version 5 [ SOCKSv5] .

The mechanismis based on relaying two "terninated" connections at
the "application layer". The end-to-end security is nmaintained at
each of the relayed connections (i.e., between Cient C and Gateway
G and between Gateway G and Destination D). The nechani sm does not
provide total end-to-end security relay between the original source
(Cient C) and the final destination (Destination D).
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Appendi x A. | npl enentations
Currently, there are two independent inplenentations of the SOCKS-
based 1 Pv6/ 1 Pv4 gateway nmechanism Both of them are open to the
public.

One is NEC s inplenentation. |Its source codes are available at the
follow ng URL.

http://ww. socks. nec. conl

The other is Fujitsu Lab.’s inplenmentation, which is called
"SOCKS64". Its source codes are available at the follow ng URL.

ftp://ftp. kame. net/ pub/ kame/ ni sc/ socks64- ..
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