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Thi s docunent describes the routing architecture for the NSFNET
centered around the new NSFNET Backbone, with specific enphasis on
the interface between the backbone and its attached networks.
Distribution of this neno is unlimted.

| nt roducti on

Thi s docunent describes the routing architecture for the NSFNET
centered around the new NSFNET Backbone, with specific enphasis on
the interface between the backbone and its attached networks. It
reflects and augnents thoughts described in [1], discussions during
the Internet Engineering Task Force neeting at the San D ego

Super conmputing Center in March 1988, discussions on mailing lists,
especially on a backbone/regi onal network working group nailing list,
and a final discussion held at the IBMT.J. WAatson Research Center in
Yor kt own, NY, on the 21st of March 1988. The Yorktown mneeting was
attended by Hans-Werner Braun (Merit), Scott Brim (Cornell
University), Mark Fedor (NYSERNet), Jeff Honig (Cornell University),
and Jacob Rekhter (IBM. Thanks also to: MIlo Medin (NASA), John My
(Proteon) and Geg Satz (Cisco) for discussing this docunent by email
and/ or phone.

Understanding of [1] is highly recormmended prior to reading this
docunent .

1. Routing Overview

The new NSFNET backbone fornms the core of the overall NSFNET, which
connects to regional networks (or regional backbones) as well as to
peer networ ks (other backbones |ike the NASA Sci ence Network or the
ARPANET). The NSFNET core uses a SPF based internal routing
protocol, adapted fromthe IS-1S protocol submitted by ANSI for
standardi zation to the 1SO The ANSI |S-1S protocol is based upon

wor k done at Digital Equi pnent Corporation. Its adaptation to the
I nternet environment requires additional definitions, nost notably to
the addressing structure, which will be described in a later

docunent. This adaptation was |argely done by Jacob Rekhter of |BM
Research in Yorktown, NY. The RCP/ PSP routing architecture was
largely inplemented by Rick Boivie and his colleagues at I1BM TCS in
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MIlford, CT. The adaptation of EGP to the NSS routing code and the
new requi rements was done jointly by Jeff Honig (who spent about a
week to work on this at | BM Research) and Jacob Rekhter. Jeff is
integrating the changes done for the new EGP requirenents into the
"gated" distributions.

The 1 GP derives routing tables fromlInternet address infornmation.
This information is flooded throughout the NSFNET core, and the

i ndi vi dual NSS nodes create or update their routing infornmation after
running the SPF al gorithm over the flooded information. A detailed
description of the NSFNET backbone I GP will be docunented in a future
docunent .

The routing interface between the NSFNET core and regi onal backbones
as well as peer networks utilizes the Exterior Gateway Protocol

(EGP). The EGP/IGP consistency and integrity at the interface points
is ensured by filtering mechani snms according to individual nodal
routing policy data bases [1]. EGP is selected as the routing
interface of choice between the NSFNET backbone and its regiona

attachments due to its w despread inplenentation as well its ability
to utilize autononmous system designators and to allow for effective
firewal | s between systens. In the longer run the hope is to replace

the EGP interface with a new i nter Autononbus System protocol. Such a
new protocol should also allow to nove the filtering of network
nunbers or Aut ononous Network nunber groups to the regional gateways
in order for the regional gateways to decide as to what routing
information they wish to receive.

A general nodel is to ensure consistent routing information between
peer networks. This nmeans that, e.g., the NSFNET core will have the
sane sets of Internet network nunmbers in its routing tables as are
present in the ARPANET core. However, the redistribution of this
routing information is tightly controlled and based on Aut ononous
System nunbers. For exanple, ARPANET routes with the ARPANET

Aut ononmous System nunber will not be redistributed into regional or
ot her peer networks. If an NSFNET internal path exists to such a
network known to the ARPANET it may be redistributed into regional
net wor ks, subject to further policy verification. CGenerally it may be
necessary to have different trust nodels for peer and subordinate
networks, while giving a greater |level of trust to peer networks.

The descri bed use of EGP, which is further elaborated on in [1]
requires bidirectional translation of network information between the
| GP in use and EGP.

2. Concl usions reached during the di scussions

The follow ng concl usions were reached during the neeting and in
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subsequent di scussi ons:

Br aun

No DDN-only routes (ARPANET/M LNET) shall be announced into the
regi onal backbones. This is a specific case of the ability to
suppress information from specific Autononobus Systens, as
described Il ater

Regi onal backbones are required to use an uni que Aut ononbus System
nunber. Announcenents from non-sancti oned autononpus systens,
relative to a particular site, will not be believed and w |
instead trigger an alarmto the Network Operations Center.

Regi onal backbone attachments must not require routes to | ocal
subnets. This nmeans that the locally attached network needs to
use a flat space, wthout subnet bits, at |least fromthe NSS point
of view. The reason for this is that the EGP information
exchanged between the regional gateway and the NSS cannot include
subnet information. Therefore the NSS has no know edge of renote
subnets. The safest way to get around this linmtation is to use a
non- subnetted network (like a separate O ass-C network) at the

i nterface between a regional backbone and the NSFNET backbone.

The other way is to use Proxy-ARP while having just the NSS think
that the network is not subnetted. In the latter case care nust be
taken so that the E-PSP uses the proper local |P broadcast

addr ess.

Routing infornmation received by the NSS fromregi onal gateways
will be verified on both network nunmber and autononmpus system
nunber .

Metric reconstitution is done on a per-network basis. The NSS

will construct the fixed nmetric it will use for a given network
nunber fromits internal data base. Network nmetrics given to the
NSS via EGP will be ignored. The netrics used are a result of an

ordered list of preferred paths as supplied by the regional
backbones and the attached canpuses. This nmetric is of relevance
only to the NSFNET core itself. The nechanisnms are further
explained in [1].

A obal netric reconstitution by Autonompus System nunbers is
necessary in specific cases, such as peer networks. An exanple is
that ARPANET routes will be reconstituted to a global nmetric, as
determ ned by the NSS.

EGP announcenents into regional networks will use a fixed netric.
The metric used shall be "128." The 128-netric is somewhat

arbitrarily chosen to be high enough so that a regi onal backbone
will get a netric high enough fromthe NSFNET Core AS to allow a
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compari son agai nst other (nost likely internal) routes. "128" is
al so consistent with [2].

Peer network routes (e.g., ARPANET routes) are propagated through
the NSS structure.

No DEFAULT routing information is distributed within the NSFNET
backbone, as the NSFNET core has the conbined routing know edge of
the attached regi onal and peer networks.

We do not expect the requirenent for danping of routing update
frequencies, at least initially. The frequency of net up/down
changes conbi ned with the avail abl e bandw dth and CPU capacity do
not let the frequency of SPF fl oodi ngs appear as being a najor
problem Sinple netric changes as heard by a NSS via EGP will not
trigger updates.

An allowed |ist of Source Autononobus Systeminformation will be
used to convert fromthe IGP to EGP, on a Destination Autononous
System nunber basis, to allow for specific exclusion of definable
renot e Autononmpous System i nformation

EGP nmust only announce networks for which the preferred path is
via the 1G. This nmeans in particular that the EGP peer wll
never announce via EGP what it |earned via EGP on the sane
interface, not even if the information was received froma third
EGP peer. This will avoid the back-distribution of information
| earned via that sanme interface. The EGP peers of regiona

gat eways nust only announce information belonging to their own
Aut ononous System

EGP will be used in interior node only.

The regi onal backbones are responsible for generating DEFAULT
routing information at their option. One possibility is to
generate an | GP default on a peer base as long as the NSS EGP
connection is working. The EGP information will not include a
speci al indication for DEFAULT.

It is highly desirable to have direct peer-peer connections, to
ease the inplenentation of a consistent routing data base.

A single Autononobus System nunmber nmay not be used with two E- PSPs
at the same tine as long as the two E-PSP' s belong to the sane

NSS. O herwi se the same Autononous System nunber can be used from
mul tiple points of attachment to the backbone and therefore can
talk to nore than one E-PSP. However, this may result in
suboptimal routing unless nultiple announcenents are properly
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engi neered according to [1].

The admini strator of the regional networks should be warned that
i mproper routing inplenmentations within the region may create
suboptimal regional routing by using this restriction if no care
is taken in that:

Only networks bel onging to their own Autonompbus System get
preferred over NSFNET backbone paths; this may extend to a
| arger virtual Autononobus Systemif backdoor paths are

ef fectively inplenented.

| GP i nmpl enentati ons should not echo back routing information
heard via the sane path.

If two regional networks decide to inplenment a backdoor
connecti on between thensel ves, then the backdoor nust have a
firewall in so that information about their own Autononous
System cannot flow in fromthe other Autononobus System That
is, a regional network nust not allow information about
networks that are interior to its Autononbus Systemto enter
via exterior routes. Likewise, if a regional network is
connected to the NSFNET via two NSS connections, the NSS cannot
send back information about the Autononmpus Systeminto the

Aut ononmous System where it originated. The end effect is that
partitions within an Autononpbus Systemwi ||l not be heal ed by
using the NSS system In addition, if three or nore regionals
connect to each other via nmultiple back-door paths, it is

i nperative that all back-door paths have firewalls that ensure
that the above restrictions are inmposed. These actions are
necessary to prevent routing |loops that involve the NSS system
Furthernmore routing i nformati on should only be accepted from
anot her regional backbone via backdoor paths for networks which
are positively desired to be reached via this sane backdoor
pat h.

3. EGP requirenents for attached gateways

The followi ng EGP requirenments are necessary for attached gateways;
they may require changes in existing vendor products:

Br aun

|GP to EGP routing exchanges need to be bidirectional. This
feature shoul d be sel ectable by the gateway adm nistrator, and by
default be configured OFF

The metric used when translating fromEGP to | GP should be
confi gurabl e.
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It must be possible for I1G information to override EGP
information, so that the internal paths are preferred over
external paths. Overriding EGP information on an absol ute basis,
where an external path would never be used as long as there is an
i nternal one, is acceptable.

The ability to do route filtering in the regi onal gateways on a
per net basis is highly desirable to allow the regi onal gateways
to do a further selection as to what routes they would want to
redistribute into their network.

The exi stence of an EGP connection should optionally lead to the
generation of a DEFAULT announcement for propagation via the IGP
The DEFAULT netric shoul d be i ndependently configurable.

EGP routes with a nmetric of "128" should be acceptable. In nopst
cases the regional backbone should ignore the EGP netric.

The regi onal gateways nust only announce networks known to their
own Aut ononpbus System At the very |east they nust not
redistribute routing information via EGP for routes previously

| earned via EGP

It would be beneficial if the regional 1GPs would tag routes as
bei ng EGP deri ved.

If the EGP peer (e.g., a NSS) terminates the EGP exchange the
previously | earned routes should expire in a tinmely fashion.
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5. Appendi x

The followi ng are extensions inplenmented for the "gated" EGP

i npl enentation, as designed by Jeff Honig of the Cornell University
Theory Center. These extensions are still in the design stage and
may be changed over time. They are included here as an

i npl enent ati on exanpl e.

Changes to egpnei ghbor cl ause:

egpnei ghbor <address> metricin <netric>
egpnetricout <egpmetric>
ASi n <as>
ASout <as>
nogendef aul t
accept def aul t
def aul t out <egpnetric>
val i date

metricin <netric>

If specified, the netric of all nets received fromthis
nei ghbor are set to <netric>

egpnetricout <egpmnetric>

If specified, the netric of all nets sent to this neighbor,
except default, are set to <egpnetric>

ASi n <as>
If specified, EGP packets received fromthis neighbor nust
specify this AS nunber of an EGP error packet is generated.
The AS nunber is only checked at nei ghbor acquisition tine.

ASout <as>

If specified, this AS nunber is used on all EGP packets sent
to thiqgs neighbor

nogendef aul t

If specified, this neighbor is not considered when
generating a gateway default.

accept def aul t

If specified, the default will be accepted fromthis
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nei ghbor, otherwise it will be explicitly ignored.
def aul t out <egpnetric>

If specified, the internally generated default is send to
thi s nei ghbor in EGP updates. Default |earned from other
gateways i s not propogat ed.

val i dat e

If specifed, all nets learned fromthis EGP nei ghbor nust
have a correspondi ng 'vali dAS clause or they will be
i gnor ed.

Addition of a vali dAS cl ause:
val i dAS <net> AS <as> netric <netric>

Thi s clause specifies which AS a network may be | earned from and
what internal nmetric to use when the net is learned. The
specifies the 'validate option. Note that nore than one may be
| earned fromnore than one AS.

Addi ti on of sendAS and donot sendAS cl auses:

These cl auses control the announcement of exterior (currently only
EGP) routes. Nornally, exterior routes are not considered for
announcenent. Wen the 'sendAS or ’'donotsendAS cl auses are
used, the announce/ donot announce, egpnetsreachable and ot her
restrictions still apply. The 'sendAS and ’'donotsendAS cl auses
are mutual Iy excl usive by autononous system

sendAS <as0> AS|ist <asl> <as2> ..

This clause specifies that only nets | earned fromasl, as2,
nmay be propogated to asO.

donot sendAS <as0> ASlist <asl> <as2> ...

This clause specifies that nets |learned fromasl, as2, ... my
not be propogated to <as0>, all other nets are propogated.

An exanple of a "/etc/gated.conf" file could include the follow ng:
#
RI P supplier

#
aut ononmousyst em (regi onal AS)
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egpnei ghbor (NSS address) ASin (NSS AS) nogendef aul t

metricin (metric)

sendAS (NSS AS) ASlist (regional AS)

#

#

Wher e:
Regi onal AS
NSS addr ess
NSS AS
Metric

Aut hor's Addr ess:

Hans- Wer ner Br aun

Is the AS nunber of the regional network

Is the | P address of the |ocal NSS

Is the AS nunber the NSFNET backbone

Is the gated internal (time delay) netric that
EGP | earned routes should have. This is the
netric used on output after conversion to a RIP
metric. Sone val ues are:

HELLO RIP
100
148
219
325
481
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