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Abstract

The | ocal Message Bus (Mous) is a light-weight nessage-oriented
coordi nation protocol for group comuni cati on between application
conmponents. The Mous provides autonmatic |ocation of comuni cation
peers, subject based addressing, reliable nessage transfer and
different types of comunication schemes. The protocol is |ayered on
top of IP multicast and is specified for IPv4 and IPv6. The IP

mul ticast scope is linmted to link-local multicast. This docunent
specifies the Muus protocol, i.e., nessage syntax, addressing and
transport mechani sns.
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1

1

| nt roducti on

The inplenentation of nultiparty multinmedia conferencing systens is
one exanpl e where a sinple coordination infrastructure can be useful
In a variety of conferencing scenarios, a |ocal conmunication channel
can provide conference-related informati on exchange between co-

| ocat ed but otherw se i ndependent application entities, for exanple
those taking part in application sessions that belong to the sane
conference. In |oosely coupled conferences such a mechani sm al | ows
for coordination of application entities, e.g., to inplenent
synchroni zati on between nmedia streans or to configure entities

Wi thout user interaction. It can also be used to inplenent tightly
coupl ed conferences enabling a conference controller to enforce
conference wide control within an end system

Conf erenci ng systenms such as | P tel ephones can al so be viewed as
conmponents of a distributed systemand can thus be integrated into a
group of application nodul es: For exanple, an |IP tel ephony call that
is conducted with a stand-al one |IP tel ephone can be dynamically
extended to include nedia engines for other nedia types using the
coordi nation function of an appropriate coordi nati on nmechani sm

Di fferent individual conferencing conponents can thus be conbined to
build a coherent nultinedia conferencing systemfor a user

O her possible scenarios include the coordination of application
conmponents that are distributed on different hosts in a network, for
exanpl e, so-called Internet appliances.

1 Mous Overview

Local coordination of application conponents requires a nunber of
different interaction nodels: some nessages (such as nenbership

i nformation, floor control notifications, dissenination of conference
state changes, etc.) may need to be sent to all local application
entities. Messages nay also be targeted at a certain application
class (e.g., all whiteboards or all audio tools) or agent type (e.g.,
all user interfaces rather than all nedia engines). O there may be
any (application- or message-specific) subgrouping defining the

i ntended recipients, e.g., nessages related to nmedia synchronization
Finally, there nay be nessages that are directed at a single entity:
for exanple, specific configuration settings that a conference
controller sends to a particular application entity, or query-
response exchanges between any | ocal server and its clients.

The Mous protocol as defined here satisfies these different
conmuni cati on needs by defining different nessage transport
mechani sns (defined in Section 6) and by providing a flexible
addressing schene (defined in Section 4).
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Furt hernore, Mus nessages exchanged between application entities nay
have different reliability requirenments (which are typically derived
fromtheir semantics). Sonme nessages will have a rather transient
character conveying epheneral state information (which is

refreshed/ updat ed periodically), such as the volunme neter |level of an
audi o receiver entity to be displayed by its user interface agent.
Certain Mous nmessages (such as queries for parameters or queries to

| ocal servers) may require a response fromthe peer(s), thereby
providing an explicit acknow edgnent at the semantic |evel on top of
the Mous. O her nessages will nodify the application or conference
state and hence it is crucial that they do not get lost. The latter
type of nmessage has to be delivered reliably to the recipient,

wher eas nessages of the first type do not require reliability
nmechani sns at the Mius transport |ayer. For nmessages confirmed at
the application layer it is up to the discretion of the application
whether or not to use a reliable transport underneath.

In sone cases, application entities will want to tailor the degree of
reliability to their needs, others will want to rely on the
underlying transport to ensure delivery of the nmessages -- and this
may be different for each Muus nessage. The Mous nessage passing
nmechani sm specified in this docunment provides a naxi num of
flexibility by providing reliable transm ssion achi eved through
transport-1layer acknow edgnents (in case of point-to-point

conmuni cations only) as well as unreliable message passing (for

uni cast, local multicast, and |ocal broadcast). W address this
topic in Section 4.

Finally, accidental or nalicious disturbance of Mous conmuni cati ons

t hrough nmessages originated by applications fromother users needs to
be prevented. Accidental reception of Mus nessages from ot her users
may occur if either two users share the sane host for using Mus
applications or if they are using Mus applications that are spread
across the sane network link: in either case, the used Mous nulticast
address and the port nunmber may be identical |eading to reception of
the other party’s Mous nmessages in addition to the user’s own ones.
Mal i ci ous di sturbance nmay happen because of applications nulticasting
(e.g., at a global scope) or unicasting Mus nmessages. To elimnate
the possibility of processing unwanted Mus nessages, the Mus
protocol contains nessage digests for authentication. Furthernore,
the Mous allows for encryption to ensure privacy and thus enable
using the Mius for I ocal key distribution and other functions
potentially sensitive to eavesdropping. This docunent defines the
framework for configuring Mous applications with regard to security
paraneters in Section 12.
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1.2 Purpose of this Docunent

Three conponents constitute the nessage bus: the low | evel nessage
passi ng nechani sns, a comand syntax and nami ng hi erarchy, and the
addr essi ng schene.

The purpose of this docunent is to define the protocol mechani sns of
the lower |evel Mous nessage passing nechani smwhich is conmon to all
Mous i npl enmentations. This includes the specification of

o the generic Muus nessage format;

0 the addressing concept for application entities (note that
concrete addressing schenes are to be defined by application-
specific profiles);

0 the transport mechani sns to be enpl oyed for conveyi hg nessages
bet ween (co-located) application entities;

0 the security concept to prevent nisuse of the Message Bus (such as
taki ng control of another user’s conferencing environnent);

o the details of the Muus nessage syntax; and

o0 a set of mandatory application i ndependent conmands that are used
for bootstrappi ng Mius sessi ons.

1.3 Areas of Application

The Mous protocol can be deployed in nmany different application
areas, including but not limted to:

Local conference control: In the Moone community a nodel has arisen
whereby a set of |oosely coupled tools are used to participate in
a conference. A typical scenario is that audio, video, and shared
wor kspace functionality is provided by three separate tools
(al t hough sonme conbined tools exist). This maps well onto the
underlying RTP [8] (as well as other) nedia streans, which are
also transnitted separately. G ven such an architecture, it is
useful to be able to perform sonme coordi nati on of the separate
nedia tools. For exanple, it nmay be desirable to comunicate
pl ayout - poi nt infornmati on between audi o and video tools, in order
to inplenent |ip-synchronization, to arbitrate the use of shared
resources (such as input devices), etc.

A refinenment of this architecture relies on the presence of a

nunber of nedi a engi nes whi ch perform protocol functions as well
as capturing and playout of media. |In addition, one (or nore)
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(separate) user interface agents exist that interact with and
control their nedia engine(s). Such an approach all ows
flexibility in the user-interface design and inpl enentation, but
obvi ously requires sonme nmeans by which the various invol ved agents
may conmuni cate with one another. This is particularly desirable
to enabl e a coherent response to a user’s conference-rel ated
actions (such as joining or |leaving a conference).

Al t hough current practice in the Mone conmunity is to work with a
| oosely coupl ed conference control nodel, situations arise where
this is not appropriate and a nore tightly coupled w de-area
conference control protocol nust be enployed. |In such cases, it
is highly desirable to be able to re-use the existing tools (nedia
engi nes) available for | oosely coupled conferences and integrate
themwith a system conponent inplenenting the tight conference
control nodel. One appropriate nmeans to achieve this integration
is a communi cation channel that allows a dedi cated conference
control entity to "renotely" control the nmedia engines in addition
to or instead of their respective user interfaces.

Control of device groups in a network: A group of devices that are
connected to a |l ocal network, e.g., honme appliances in a hone
network, require a |l ocal coordination nechanism M nim zing
manual configuration and the the possibility to deploy group
conmmuni cation will be useful in this application area as well.

1.4 Termnology for requirenment specifications
In this docunment, the key words "MJST", "MJST NOT", "REQU RED',
"SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT", "RECOMVENDED', " MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119 [1] and
i ndi cate requirenent |evels for conpliant Mus inplenmentations.

2. Common Fornmal Syntax Rul es

This section contains definitions of conmon ABNF [13] syntax el enents
that are |ater referenced by other definitions in this docunent:

base64

base64_term nal /
( 1*(4base64 _CHAR) [base64 terminal] )

UPALPHA / LOALPHA / DIET / "+" [ "I"
;; Case-sensitive

base64_char

(2base64_char "==") / (3base64_char "=")

base64_term na

UPALPHA %% 41- 5A ;; Uppercase: A-Z
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LOALPHA

ALPHA

CHAR

OCTET

CRLF

DGAT

DQUOTE

HTAB

LF

LWSP

SP

W5P

A Mes

sage Bus for Local Coordination

% 61- 7A ., Lowercase: a-z
0% 41-5A /| 9%61-7A  A-Z ] a-z
0% 01- 7E

; any 7-bit US-ASCII character,
excl uding NUL and del ete

9% 00- FF

. 8 bits of data
9% 0D

; carriage return
CR LF

. I nternet standard new i ne
%% 30- 39

. 0-9

Ux22

;" (Doubl e Quote)
%09

: horizontal tab
9% 0A

. linefeed

*(WSP / CRLF W&P)
; linear white space (past new i ne)

%20
; space

SP / HTAB
; white space

Taken from RFC 2234 [13] and RFC 2554 [ 14].

Message For mat

An Mous nessage conprises a header and a body. The header
i ndi cate how and where a nessage shoul d be delivered and t he body
provides information and conmands to the destination entity. The
foll ow ng pieces of

et. al

information are included in the header:

| nf or mat i onal
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A fixed ProtocolIDfield identifies the version of the nessage bus
protocol used. The protocol defined in this docunent is
"mbus/ 1. 0" (case-sensitive).

A sequence nunber (SeqNun) is contained in each nmessage. The
first message sent by a source SHOULD set SegNumto zero, and it
MUST i ncrenment by one for each nmessage sent by that source. A

si ngl e sequence nunber is used for all nessages froma source,
irrespective of the intended recipients and the reliability node
sel ected. The val ue range of a sequence nunber is (0,4294967295).
An inplenmentation MIUST re-set its sequence nunber to O after
reachi ng 4294967295. |nplenmentati ons MIUST take into account that
the SeqNum of other entities may w ap-around.

SeqNuns are deci mal nunbers in ASCI| representation

The TinmeStanp field is also contained in each message and SHOULD
contain a deci mal nunber representing the tine of the nessage
construction in mlliseconds since 00:00:00, UTC, January 1, 1970.

A MessageType field indicates the kind of nessage being sent. The
value "R' indicates that the nmessage is to be transmitted reliably
and MJST be acknow edged by the recipient, "U' indicates an
unreliabl e message whi ch MUST NOT be acknow edged.

The SrcAddr field identifies the sender of a nessage. This MJST
be a conplete address, with all address elenents specified. The
addressi ng schenme is described in Section 4.

The Dest Addr field identifies the intended recipient(s) of the
nessage. This field MAY be wildcarded by onitting address

el ements and hence address any nunber (including zero) of
application entities. The addressing schene is described in
Section 4.

The AckList field conprises a list of SegNums for which this
nessage i s an acknow edgnment. See Section 7 for details.

The header is followed by the nessage body which contains zero or
nore commuands to be delivered to the destination entity. The syntax
for a conplete nessage is given in Section 5.

If multiple commands are contained within the same Mous nessage

payl oad, they MJUST to be delivered to the Mus application in the
same sequence in which they appear in the nessage payl oad.
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4.

Addr essi ng

Each entity in the nessage has a uni que Mous address that is used to
identify the entity. Mous addresses are sequences of address

el enents that are tag/value pairs. The tag and the value are
separated by a colon and tag/val ue pairs are separated by whitespace,
like this:

(tag:value tag:value ...)

The fornmal ABNF syntax definition for Mius addresses and their
el enents is as follows:

nbus_addr ess
address_|Ii st

"(" *WBP *laddress_list *WsP ")"
addr ess_el enment
address_el emrent 1*WSP address_li st

=1 n

addr ess_el enment address_t ag address_val ue

address_t ag 1*32( ALPHA)

addr ess_val ue 1*64(%21-27 | Y2A-TE)
; any 7-bit US-ASCII character
; excluding white space, delete,

; control characters, "(" and ")"

Note that this and other ABNF definitions in this docunent use the
non-term nal synbols defined in Section 2.

An address_tag MJUST be unique within an Mouus address, i.e., it MJST
only occur once.

Each entity has a fixed sequence of address elenents constituting its
address and MJST only process nmessages sent to addresses that either
match all elenments or consist of a subset of its own address

el enents. The order of address elenents in an address sequence is
not relevant. Two address elenments nmatch if both their tags and
their values are equivalent. Equivalence for address el ement and
address val ue strings neans that each octet in the one string has the
same val ue as the corresponding octet in the second string. For
exanple, an entity with an address of:

(conf:test nedia:audi o nodul e: engine app:rat id:4711-1@92.168.1.1)
will process nessages sent to

(medi a: audi o nodul e: engi ne)
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and
(modul e: engi ne)
but nust ignore nessages sent to

(conf:test medi a: audi o nodul e: engi ne app:rat id:123-4@92.168.1.1

f oo: bar)
and
(foo: bar)

A nmessage that should be processed by all entities requires an enpty
set of address el enents.

4.1 Mandatory Address El enments

Each Mous entity MJST provi de one nandatory address el enent that
allows it to identify the entity. The elenment tag is "id" and the
val ue MJUST be be conposed of the followi ng conponents:

0o The IP address of the interface that is used for sending nessages
to the Mous. For IPv4 this is the address in dotted deci nmal
notation. For IPv6 the interface-ID part of the node’ s |ink-Iocal
address in textual representation as specified in RFC 2373 [ 3]
MJUST be used.

In this specification, this part is called the "host-I1D".

0 An identifier ("entity-1D") that is unique within the scope of a
single host-1D. The entity conprises two parts. For systens
where the concept of a process IDis applicable it is RECOMENDED
that this identifier be conposed using a process-ID and a per-
process di sanbi guator for different Mous entities of a process.

If a process IDis not available, this part of the entity-1D may
be randomy chosen (it is recommended that at |least a 32 bit
random nunber is chosen). Both nunbers are represented in decinal
textual formand MUST be separated by a '-' (ASCI|I x2d) character

Note that the entity-ID cannot be the port nunber of the endpoint
used for sendi ng nessages to the Muus because inpl enentati ons MAY use
t he common Mous port nunber for sending to and receiving fromthe
mul ti cast group (as specified in Section 6).

The conpl ete syntax definition for the entity identifier is as
foll ows:
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5.

5.

i d- el enent = "id:" id-value

i d-val ue = entity-id "@ host-id
entity-id = 1*10DGE T "-" 1*5DIGAT
host-id = (I Pvd4address / | Pv6address)

Pl ease refer to [3] for the productions of |Pv4address and | Pv6address.
An exanple for an id el enent:
id:4711-99@92.168.1.1
Message Synt ax
Message Encodi ng
Al'l nessages MJUST use the UTF-8 character encoding. Note that US
ASCIl is a subset of UTF-8 and requires no additional encoding, and

that a nessage encoded with UTF-8 will not contain zero bytes.

Each Message MAY be encrypted using a secret key algorithmas
defined in Section 11.

5.2 Message Header

The fields in the header are separated by white space characters,
and followed by CRLF. The format of the header is as foll ows:

nmsg_header = "nbus/1.0" 1*WSP SegNum 1*WSP Ti meSt anp 1*\WEP
MessageType 1*WSP SrcAddr 1*WEP Dest Addr 1*WSP AckLi st

The header fields are explained in Message Format (Section 3). Here
are the ABNF syntax definitions for the header fields:

SegNum = 1*10DGE T ; nunmeric range 0 - 2732-1
Ti meSt anp = 1*13DIA T

MessageType = "R' / "U

Scr Addr = nmbus_addr ess

Dest Addr

nbus_addr ess
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AckLi st = (" *WBP *1(1*DIG T *(1*WsP 1*10DIG T)) *WSP ")"
See Section 4 for a definition of "nbus_address”.

The syntax definition of a conplete nmessage is as follows:
nbus_nessage = nsg_header *1(CRLF nsg_payl oad)
nsg_payl oad = nbus_comand *( CRLF nmbus_conmand)

The definition of production rules for an Mius commuand is given in
Section 5. 3.

5.3 Command Synt ax

The header is followed by zero, one, or nore, commands to be
delivered to the Muus entities indicated by the DestAddr field. Each
conmand consists of a comuand nanme that is followed by a Iist of

zero, or nore paraneters and is term nated by a newine.

conmand ( paraneter paraneter ... )
Syntactically, the command nane MJST be a ‘synbol’ as defined in the

following table. The paraneters MAY be any data type drawn fromthe
foll owi ng table:

val = Integer / Float / String / List /
Synbol / Data

I nt eger = *1"-" 1*DIGT

Fl oat = *1"-" 1*DAdT"." 1*DAT

String = DQUOTE *CHAR DQUOTE
; see below for escape characters

Ll st = "(" *V\SP *l(val *(l*V\SP Val)) *V\SP u)u

Synbol = ALPHA *(ALPHA / DIGT / "_" [ "-" |
II.II)

Dat a = "<" *base64 ">"

Bool ean val ues are encoded as an integer, with the value of zero
representing false, and non-zero representing true.
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String paranmeters in the payl oad MJST be encl osed in the double quote
(") character. Wthin strings, the escape character is the backsl ash
(\), and the followi ng escape sequences are defi ned:

o e e e oo oo oo Fomm oo +
| Escape Sequence | Meaning |
o e e e oo oo oo Fomm oo +
I \\ I \ I
| \Il I.l |
| \n | newine |
o e e e oo oo oo Fomm oo +
Li st paranmeters do not have to be honbgeneous lists, i.e., they can

contain paraneters of different types.

Opaque data is represented as Base64-encoded (see RFC 1521 [7])
character strings surrounded by "< " and "> "

The ABNF syntax definition for Mouus commuands is as foll ows:

nbus_command comand_nane argli st

Synbol

command_nane
argli st = Li st

Command nanmes SHOULD be constructed hierarchically to group
conceptual ly related commands under a common hierarchy. The
delimter between names in the hierarchy MJST be "." (dot).
Application profiles MJST NOT defi ne commands starting with "nbus.".

The Mous addressing schene defined in Section 4 allows specifying

i nconpl ete addresses by onitting certain elenents of an address

el enent list, enabling entities to send conmands to a group of Mous
entities. Therefore, all command names SHOULD be unanbi guous in a
way that it is possible to interpret or ignore them w thout

consi dering the nessage’s address.

A set of commands within a certain hierarchy that MJST be understood
by every entity is defined in Section 9.

6. Transport

Al'l messages are transnitted as UDP nessages, with two possible
al ternatives:
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1. Local multicast/broadcast:
This transport class MJST be used for all nessages that are not
sent to a fully qualified target address. It MAY al so be used for
nessages that are sent to a fully qualified target address. It
MUST be provided by conforning inplenentations. See Section 6.1
for details.

2. Directed unicast:
This transport class MAY be used for nessages that are sent to a
fully qualified destination address. It is OPTIONAL and does not
have to be provided by conform ng inplenmentations.

A fully qualified target address is an Mous address of an existing
Mous entity in an Mous session. An inplenentation can identify an
Mous address as fully qualified by maintaining a |ist of known
entities within an Mus session. Each known entity has its own

uni que, fully qualified Mus address.

Messages are transmitted in UDP datagranms, a nmaxi num nessage size of
64 KBytes MJUST NOT be exceeded. It is RECOVMMENDED that applications
usi ng a non host-local scope do not exceed a nessage size of the |ink
MTU.

Note that "unicast", "multicast" and "broadcast" nean |IP Unicast, IP
Mul ticast and | P Broadcast respectively. It is possible to send an
Mous message that is addressed to a single entity using IP Milticast.

This specification deals with both Mus over UDP/IPv4 and Mus over
UDP/ | Pv6.

6.1 Local Milticast/Broadcast
In general, the Mous uses nulticast with a limted scope for nessage
transport. Two different Mius multicast scopes are defined, either
of which can be configured to be used with an Mus sessi on:
1. host-Iocal

2. link-1ocal

Participants of an Mus session have to know the nulticast address in

advance -- it cannot be negotiated during the session since it is
al ready needed for initial communication between the Mus entities
during the bootstrapping phase. It also cannot be allocated prior to

an Mous session because there woul d be no nechani smto announce the
all ocated address to all potential Mus entities. Therefore, the
mul ti cast address has to be assigned statically. This docunent
defines the use of statically assigned addresses and al so provides a
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speci fication of how an Mous session can be configured to use non-
st andard, unassi gned addresses (see Section 12).

The followi ng sections specify the use of nulticast addresses for
| Pv4 and | Pve6.

6.1.1 Mous nulticast groups for |Pv4

For IPv4, a statically assigned, scope-relative nmulticast address as
defined by RFC 2365 [11] is used. The offset for the scope relative
address for Mous is 8 (MBUS, see

http://ww. i ana. or g/ assi gnment s/ mul ti cast - addresses [19]).

Different scopes are defined by RFC 2365 [11]. The |IPv4 Local Scope
(239.255.0.0/16) is the mniml enclosing scope for adm nistratively
scoped nulticast (as defined by RFC 2365 [11]) and not further
divisible -- its exact extent is site dependent.

For the IPv4 Local Scope, applying the rules of RFC 2365 [11] and
using the assigned offset of 8, the Muwus nulticast address is
t herefore 239. 255. 255. 247.

For IPv4, the different defined Muus scopes (host-1ocal and Iink-
local) are to be realized as foll ows:

host-1ocal multicast: Unless configured otherw se, the assigned
scope-rel ative Mius address in the Local Scope (239.255.255.247 as
of RFC 2365 [11]) MJUST be used. Mous UDP dat agranms SHOULD be sent
with a TTL of O.

link-local multicast: Unless configured otherw se, the assigned
scope-rel ative Mius address in the Local Scope (239.255.255.247 as
of RFC 2365 [11]) MJUST be used. Mous UDP dat agranms SHOULD be sent
with a TTL of 1.

6.1.2 Mous nulticast groups for |Pv6

| Pv6 has different address ranges for different multicast scopes and
di sti ngui shes node local and Iink |Iocal scopes, that are inplenented
as a set of address prefixes for the different address ranges (RFC
2373 [3]). The link-1local prefix is FFO02, the node-local prefix is

FFO1. A permanently assigned nulticast address will be used for Mous
mul ti cast communi cation, i.e., an address that is independent of the
scope value and that can be used for all scopes. |Inplenentations for

| Pv6 MJST use the scope-independent address and the appropriate
prefix for the selected scope. For host-local Mous conmunication the
| Pv6 node-I|ocal scope prefix MJST be used, for |ink-local Mous
comuni cation the IPv6 |ink-1ocal scope prefix MJST be used.
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The permanent | Pv6 nulticast address for Mus/Ipv6 is
FFOX: 0: 0: 0: 0: 0: 0: 300.

FFOX: 0: 0: 0: 0: 0: 0: 300 SHOULD be used for Mus/I1Pv6 where the X in FFOX
i ndicates that the scope is not fixed because this is an all scope
address. This nmeans, for node-local scope, FFO01:0:0:0:0:0:0:300
SHOULD be used and for |ink-1ocal scope FF02:0:0:0:0:0:0: 300 SHOULD
be used. See RFC 2375 [4] for IPv6 nulticast address assignhnents.

If a single application systemis distributed across several co-

| ocated hosts, link local scope SHOULD be used for mnulticasting Mous
nmessages that potentially have recipients on the other hosts. The
Mous protocol is not intended (and hence deliberately not designed)
for comunicati on between hosts not on the sanme |ink. See Section 12
for specifications of Mous configuration nechanismns.

6.1.3 Use of Broadcast

In situations where nmulticast is not avail abl e, broadcast MAY be used
instead. In these cases an | P broadcast address for the connected
net work SHOULD be used for sending. The node-l|ocal broadcast address
for IPv6 is FF01:0:0:0:0:0:0:1, the link-l1ocal broadcast address for
IPv6 is FF02:0:0:0:0:0:0:1. For IPv4, the generic broadcast address
(for link-local broadcast) is 255.255.255.255. It is RECOVMENDED
that | Pv4-inplenentati ons use the generic broadcast address and a TTL
of zero for host-local broadcast.

Br oadcast MJUST NOT be used in situations where nmulticast is avail able
and supported by all systens participating in an Muus session.

See Section 12 for configuring the use of broadcast.
6.1.4 Mous UDP Port Nunmber

The registered Mous UDP port nunber is 47000.
6.2 Directed Unicast

Directed unicast (via UDP) to the port of a specific application is
an alternative transport class to nulticast. Directed unicast is an
OPTI ONAL optim zation and MAY be used by Mus inplenmentations for
delivering nmessages addressed to a single application entity only --
the address of which the Mous inpl enmentation has | earned from ot her
nmessage exchanges before. Note that the Dest Addr field of such
nmessages MJUST be filled in properly neverthel ess. Every Mus entity
SHOULD use a single uni que endpoi nt address for sending nessages to
the Mous nulticast group or to individual receiving entities. A
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uni que endpoi nt address is a tuple consisting of the entity’'s IP
address and a UDP source port nunber, where the port nunber is
different fromthe standard Mius port nunber.

Messages MJST only be sent via unicast if the Muus target address is
unique and if the sending entity can verify that the receiving entity
uses a uni que endpoi nt address. The latter can be verified by
considering the | ast nmessage received fromthat entity.

Note that several Mus entities, say within the sane process, may
share a common transport address; in this case, the contents of
the destination address field is used to further dispatch the
nessage. G ven the definition of "unique endpoint address" above,
the use of a shared endpoi nt address and a dispatcher still allows
other Mous entities to send uni cast nmessages to one of the
entities that share the endpoint address. So this can be

consi dered an inplenmentation detail.

Messages with an enpty target address |ist MJST al ways be sent to al
Mous entities (via nulticast if avail able).

The followi ng al gorithmcan be used by sending entities to determ ne
whet her an Mous address is unique considering the current set of Mous
entities:

| et ta=the target address;
iterate through the set of al
currently known Mous addresses {
let ti=the address in each iteration
count the addresses for which
the predicate i sSubsetO(ta,ti) yields true;

}

If the count of matching addresses is exactly 1 the address is
uni que. The follow ng algorithmcan be used for the predicate
i sSubset O, that checks whether the second nessage natches the
first according to the rules specified in Section 4. (A match
nmeans that a receiving entity that uses the second Mous address
nmust al so process received nmessages with the first address as a
target address.)

i sSubset O (addr al,a2) yields true, iff

every address elenent of al is contained
in a2’s address elenment |ist.
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7.

An address elenment al is contained in an address elenent list if
the list contains an elenent that is equal to al. An address

el enment is considered equal to another address elenent if it has
the same values for both of the two address elenent fields (tag
and val ue).

Reliability

Whi |l e nost nessages are expected to be sent using unreliable
transport, it may be necessary to deliver sonme nessages reliably.
Reliability can be selected on a per nessage basis by nmeans of the
MessageType field. Reliable delivery is supported for nessages with
a single recipient only; i.e., to a fully qualified Mus address. An
entity can thus only send reliable nessages to known addresses, i.e.,
it can only send reliable nessages to entities that have announced
their existence on the Muus (e.g., by nmeans of nbus. hello() nessages
as defined in Section 9.1). A sending entity MJST NOT send a nessage
reliably if the target address is not unique. (See Section 6 for the
specification of an algorithmto deterni ne whether an address is
unique.) A receiving entity MJST only process and acknow edge a
reliable message if the destination address exactly matches its own
source address (the destination address MJST NOT be a subset of the
source address).

Disall owing reliable nessage delivery for nessages sent to nultiple
destinations is notivated by sinplicity of the inplenentation as well
as the protocol. The desired effect can be achieved at the
application | ayer by sending individual reliable nmessages to each
fully qualified destination address, if the nenbership information
for the Muus session is avail able.

Each nmessage is tagged with a nessage sequence nunber. |If the
MessageType is "R', the sender expects an acknow edgnment fromthe
recipient within a short period of tine. |If the acknow edgnment is

not received within this interval, the sender MJUST retransmt the
nmessage (with the same nessage sequence nunber), increase the
timeout, and restart the timer. Messages MJST be retransmitted a
smal | nunber of tines (see below) before the transnission or the

reci pient are considered to have failed. |If the nessage is not
delivered successfully, the sending application is notified. 1In this
case, it is up to the application to deternine the specific actions
(if any) to be taken.
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Rel i abl e messages MJUST be acknow edged by adding their SeqNumto the
AckList field of a nmessage sent to the originator of the reliable
nmessage. This message MJST be sent to a fully qualified Mus target
address. Miltiple acknow edgments MAY be sent in a single nessage.

| mpl enent ati ons MAY eit her piggy-back the AckLi st onto anot her
nmessage sent to the sanme destination, or MAY send a dedicated

acknow edgnent nessage, with no conmands in the nessage payl oad part.

The preci se procedures are as foll ows:

Sender: A sender A of a reliable nmessage Mto receiver B MIST
transnmit the nessage either via IP-multicast or via |IP-unicast,
keep a copy of M initialize a retransnission counter Nto '1’
and start a retransmssion timer T (initialized to T_r). |If an
acknow edgnment is received fromB, tiner T MUST be cancel | ed and
the copy of Mis discarded. |If T expires, the nessage M MJST be
retransmtted, the counter N MUST be increnented by one, and the
timer MJUST be restarted (set to N*T_r). |If N exceeds the
retransm ssion threshold N.r, the transmission is assunmed to have
failed, further retransm ssion attenpts MJUST NOT be undertaken
the copy of M MJUST be di scarded, and the sending application
SHOULD be notifi ed.

Receiver: A receiver B of a reliable nessage froma sender A MJST
acknowl edge reception of the nessage within a tine period T _c <
T r. This MAY be done by neans of a dedi cated acknow edgnent
nmessage or by piggy-backi ng the acknow edgnent on anot her nessage
addressed only to A

Recei ver optinization: In a sinple inplenentation, B nay choose to
i medi ately send a dedi cated acknow edgrment nessage. However, for
efficiency, it could add the SeqNum of the received nessage to a
sender-specific list of acknow edgnents; if the added SeqNumi s
the first acknow edgrment in the list, B SHOULD start an
acknow edgnent tinmer TA (initialized to T_c). Wen the tinmer
expires, B SHOULD create a dedi cated acknow edgnment nessage and

send it to A If Bis to transnit another Mus nessage addressed
only to A it should piggy-back the acknow edgnents onto this
nessage and cancel TA. In either case, B should store a copy of

t he acknow edgnent list as a single entry in the per-sender copy
list, keep this entry for a period T_k, and enpty the

acknow edgnment list. In case any of the nmessages kept in an entry
of the copy list is received again fromA, the entire

acknow edgnment list stored in this entry is scheduled for (re-)
transni ssion foll owi ng the above rul es.
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Constants and Al gorithnms: The follow ng constants and al gorithns
SHOULD be used by inpl enent ati ons:

T_r=100ns

N r=3

T _c=70ms

T k=((N_r)*(N_r+1)/2)*T_r
8. Awareness of other Entities

Bef ore Mous entities can comruni cate with one another, they need to
mutual Iy find out about their existence. After this bootstrap
procedure that each Mius entity goes through all other entities
listening to the same Mous know about the newcomer and the newconer
has | earned about all the other entities. Furthernore, entities need
to be able to to notice the failure (or leaving) of other entities.

Any Mous entity MJST announce its presence (on the Mius) after
starting up. This is to be done repeatedly throughout its lifetine
to address the issues of startup sequence: Entities should al ways
beconme aware of other entities independent of the order of starting.

Each Mous entity MJST naintain the nunber of Mous session nenbers and
conti nuously update this nunber according to any observed changes.
The mechani snms of how t he exi stence and the | eaving of other entities
can be detected are dedi cated Mius nessages for entity awareness:
nmbus. hell o (Section 9.1) and nbus. bye (Section 9.2). Each Mus
protocol inplenentation MJST periodically send nbus. hel |l o nmessages
that are used by other entities to nonitor the existence of that
entity. |If an entity has not received nbus. hell o nessages for a
certain tinme (see Section 8.2) froman entity, the respective entity
is considered to have |l eft the Mius and MJST be excluded fromthe set
of currently known entities. Upon the reception of a nbus. bye
nmessage the respective entity is considered to have left the Mus as
wel I and MJST be excluded fromthe set of currently known entities

i medi ately.

Each Mous entity MJST send hell o nmessages to the Mous after startup
After transm ssion of the hello nessage, it MJST start a tinmer after
the expiration of which the next hello nessage is to be transmtted.
Transni ssion of hello nessages MJST NOT be stopped unless the entity
detaches fromthe Muwus. The interval for sending hello nessages is
dependent on the current nunber of entities in an Mous group and can
thus change dynamically in order to avoid congestion due to nany
entities sending hell o nmessages at a constant high rate.
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Section 8.1 specifies the calculation of hello nessage intervals that
MUST be used by protocol inplenentations. Using the values that are
cal cul ated for obtaining the current hello nmessage tiner, the tinmeout
for received hello nessages is calculated in Section 8.2. Section 9
speci fi es the conmand synopsis for the correspondi ng Mous nessages.

8.1 Hello Message Transm ssion |nterval

Since the nunber of entities in an Mius session may vary, care nust
be taken to allow the Muus protocol to automatically scale over a

wi de range of group sizes. The average rate at which hell o nessages
are received would increase linearly to the nunber of entities in a
session if the sending interval was set to a fixed value. G ven an
interval of 1 second this would nean that an entity taking part in an
Mous session with n entities would receive n hello nessages per
second. Assuming all entities resided on one host, this would | ead
to n*n nessages that have to be processed per second -- which is
obvi ously not a viable solution for larger groups. It is therefore
necessary to deploy dynamically adapted hell o nessage intervals,
taki ng varying nunbers of entities into account. 1In the follow ng,
we specify an algorithmthat MJST be used by inplenmentors to
calculate the interval for hello nessages considering the observed
nunber of Mous entities.

The al gorithmfeatures the follow ng characteristics:

0 The nunber of hello nmessages that are received by a single entity
in acertain tine unit remains approxi mately constant as the
nunmber of entities changes.

0 The effective interval that is used by a specific Mus entity is
random zed in order to avoid unintentional synchronization of
hel | o nmessages within an Mus session. The first hello nessage of
an entity is also delayed by a certain random anmount of tine.

o A tiner reconsideration nmechanismis deployed in order to adapt
the interval nore appropriately in situations where a rapid change
of the nunber of entities is observed. This is useful when an
entity joins an Mius session and is still learning of the
exi stence of other entities or when a | arger nunmber of entities
| eaves the Mous at once.
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8.1.1 Calculating the Interval for Hell o Messages

The followi ng variable names are used in the cal cul ation specified
below (all time values in mlliseconds):

hello_p: The last tine a hello nessage has been sent by a Mous
entity.

hel l o_now. The current tine

hell o_d: The determ nistic calculated interval between hello
nmessages.

hell o_e: The effective (random zed) interval between hell o nessages.

hello_n: The time for the next schedul ed transm ssion of a hello
nmessage.

entities_p: The nunbers of entities at the tine hello_n has been | ast
reconput ed.

entities: The nunber of currently known entities.
The interval between hell o nmessages MJST be cal cul ated as foll ows:
The nunber of currently known entities is multiplied by
c_hello_factor, yielding the interval between hello nessages in
mlliseconds. This is the determnistic calculated interval, denoted
hello_d. The mnimumvalue for hello_d is c_hello_mnmn which yields
hello_d = max(c_hello_min,c_hello_factor * entities * 1ns).
Section 8 provides a specification of how to obtain the nunber of
currently known entities. Section 10 provides values for the
constants c_hello_factor and c_hello_mn
The effective interval hello_e that is to be used by individua
entities is calculated by multiplying hello_d with a randomy chosen
nunber between c_hello_dither_nin and c_hello_dither_nmax as foll ows:

hello_e = c_hello_dither_mn +
RND * (c_hello_dither_max - c_hello_dither_m n)

with RND being a random function that yields an even distribution
between 0 and 1. See also Section 10.

hello_n, the time for the next hello nessage in mlliseconds is set
to hello_e + hello_now
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8.1.2 Initialization of Val ues

Upon joi ning an Mous session a protocol inplenentation sets

hell o_p=0, hello_now=0 and entities=1, entities_p=1 (the Mus entity
itself) and then calculates the tine for the next hello nessage as
specified in Section 8.1.1. The next hello nmessage is schedul ed for
transm ssion at hello_n.

8.1.3 Adjusting the Hello Message Interval when the Nunmber of Entities
i ncreases

When t he existence of a new entity is observed by a protocol

i npl erentation the nunber of currently known entities is updated. No
further action concerning the calculation of the hell o nmessage
interval is required. The reconsideration of the tiner interval
takes place when the current timer for the next hello nessage expires
(see Section 8.1.5).

8.1.4 Adjusting the Hello Message Interval when the Nunmber of Entities
decr eases

Upon realizing that an entity has left the Mus the nunber of
currently known entities is updated and the follow ng al gorithm
shoul d be used to reconsider the tinmer interval for hello nessages:

hel | o_now +

1. The value for hello_n is updated by setting hello_n
(entities/entities_p)*(hello_n - hello_now)

2. The value for hello_p is updated by setting hello_p hel l o_now -

(entities/entities_p)*(hello_now - hell o_p)

3. The currently active timer for the next hello nmessages is
cancelled and a newtiner is started for hello_n.

4. entities_p is set to entities.
8.1.5 Expiration of hello tiners

When the hell o nessage tinmer expires, the protocol inplenentation
MUST performthe foll ow ng operations:

The hello interval hello_e is conputed as specified in Section
8.1.1.

1. IF hello_e + hello_p <= hello_now THEN a hell o nessage is
transmtted. hello_p is set to hello_now, hello_e is
cal cul ated again as specified in Section 8.1.1 and hello_n is
set to hello_e + hello_now
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2. ELSE IF hello_e + hello_p > hello_now THEN hello_n is set to
hello_e + hello_p. A newtiner for the next hello nessage is
started to expire at hello_n. No hello nessage is transmtted.

entities_ pis set to entities.
8.2 Calculating the Tinmeout for Mus Entities

Whenever an Mous entity has not heard for a time span of

c_hell o_dead*(hello_d*c_hello_dither_nmax) nilliseconds from anot her
Mous entity it nmay consider this entity to have failed (or have quit
silently). The nunber of the currently known entities MJST be
updat ed accordingly. See Section 8.1.4 for details. Note that no
need for any further action is necessarily inplied fromthis
observati on.

Section 8.1.1 specifies howto obtain hello_d. Section 10 defines
val ues for the constants c_hell o_dead and c_hell o_dither_max.

9. Messages

This section defines sonme basic application-independent nessages that
MUST be understood by all inplenmentations; these nessages are
required for proper operation of the Mus. This specification does
not contain application-specific nmessages. These are to be defined
outsi de of the basic Muus protocol specification in separate Mus
profiles.

9.1 nbus.hello

Synt ax:
nbus. hel | o()
Par aneters: - none -

nmbus. hel | o messages MJUST be sent unreliably to all Mous entities.

Each Mous entity | earns about other Mous entities by observing their
nmbus. hel | 0 messages and tracki ng the sender address of each nmessage
and can thus cal culate the current nunber of entities.

nmbus. hel | o nessages MJUST be sent periodically in dynamcally
calculated intervals as specified in Section 8.

Upon startup the first nbus. hell o nessage MJST be sent after a del ay

hel | o_del ay, where hello_delay be a randomy chosen nunber between 0
and c_hello_nin (see Section 10).
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9.2 nbus. bye
Syntax: rnbus. bye()
Paraneters: - none -

An Mous entity that is about to ternmnate (or "detach" fromthe Mus)
SHOULD announce this by transmtting an nbus. bye nessage. The
nmbus. bye nmessage MJST be sent unreliably to all entities.

9.3 nbus. ping
Syntax: mbus. pi ng()
Par aneters: - none -

nmbus. pi ng can be used to solicit other entities to signal their

exi stence by replying with an nbus. hell o message. Each protocol

i npl emrent ati on MJST under stand nbus. ping and reply with an nbus. hello
nmessage. The reply hello nmessage MJST be del ayed for hell o_del ay
mlliseconds, where hello_delay be a randomy chosen nunber between 0
and c_hello_nin (see Section 10). Several nbus.ping nmessages MAY be
answered by a single nbus.hello: if one or nore further nbus. ping
nmessages are received while the entity is waiting hello_delay tine
units before transmtting the nbus. hell o nmessage, no extra nbus. hello
nmessage need be schedul ed for those additional mnbus. ping nessages.

As specified in Section 9.1 hell o nessages MJST be sent unreliably to
all Mus entities. This is also the case for replies to ping
nmessages. An entity that replies to nbus.ping with nmbus. hell o SHOULD
stop any outstanding timers for hello nmessages after sending the
hel | o message and schedul e a new timer event for the subsequent hello
nmessage. (Note that using the variables and the al gorithns of
Section 8.1.1 this can be achieved by setting hello_p to hello_now.)

nmbus. ping allows a new entity to quickly check for other entities

wi t hout having to wait for the regular individual hello nessages. By
specifying a target address the new entity can restrict the
solicitation for hello nmessages to a subset of entities it is
interested in.
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9.4 nbus.quit

Synt ax:
nbus. qui t ()

Paraneters: - none -

The nmbus. quit mnmessage is used to request other entities to term nate
t hensel ves (and detach fromthe Muus). Wether this request is
honoured by receiving entities or not is application specific and
not defined in this docunent.

The nbus. quit nmessage can be multicast or sent reliably via unicast
to a single Miuus entity or a group of entities.

9.5 nbus.waiting

Synt ax:
nmbus. wai ti ng(condition)

Par anet er s:

synbol condition

The condition paraneter is used to indicate that the entity
transmtting this nessage is waiting for a particular event to
occur.

An Mous entity SHOULD be able to indicate that it is waiting for a
certain event to happen (sinmlar to a P() operation on a semaphore
but w thout creating external state somewhere else). In conjunction
with this, an Mus entity SHOULD be capable of indicating to another
entity that this condition is now satisfied (simlar to a semaphore’s
V() operation).

The nbus.waiting nessage MAY be broadcast to all Mus entities, MAY
be multicast to an arbitrary subgroup, or MAY be unicast to a
particul ar peer. Transm ssion of the nmbus.waiting nmessage MJST be
unreliable and hence MJST be repeated at an application-defined
interval (until the condition is satisfied).

If an application wants to indicate that it is waiting for several
conditions to be nmet, several nbus.waiting nmessages are sent
(possibly included in the sane Mius payload). Note that nbus.hello
and nbus.waiting nmessages may al so be transmitted in a single Mus
payl oad.
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9.6 nbus. go

Synt ax:
nbus. go(condi ti on)

Par anet er s:

synbol condition
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Thi s paraneter specifies which condition is net.

The nbus. go nessage is sent by an Mius entity to "unbl ock" anot her

Mous entity -- which has indicated that

condition to be net.
nmbus. go nessage. If s

it

is waiting for a certain

Only a single condition can be specified per

ever al

conditions are satisfied sinultaneously

mul ti pl e nmbus. go nessages MAY be conbined in a single Mus payl oad.

The nbus. go nmessage MJIST be sent

entity to unbl ock

10. Const ant s

reliably via unicast to the Mus

The followi ng values for tiners and counters nentioned in this

docunment SHOULD be used by inplenmentations:

| c_hello_factor

| c_hello_mn
|c_hello_dither_mn
| c_hell o_dither_max
| c_hell o_dead

oo e e e eeeeeooo--
T_r=100ns
N r=3
T _c=70ns
T k=((N_r)*(N_r+
at, et. al.

f e e e oo SR +
| Val ue | Unit |
f e e e oo SR +
| 200 | - |
| 1000 | milliseconds |
| 0.9 | - |
| 1.1 | - |
| 5 I - I
f e e e oo SR +
1)/2)*T_r
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11.

11.

11.

Mous Security
1 Security Model

In order to prevent accidental or malicious disturbance of Mous
comuni cati ons through nmessages origi nated by applications from ot her
users, message authentication is deployed (Section 11.3). For each
nmessage, a di gest MJUST be cal cul ated based on the value of a shared
secret key value. Receivers of nmessages MJST check if the sender

bel ongs to the same Mius security domain by re-cal culating the digest
and conparing it to the received value. The nessages MJST only be
processed further if both values are equal. |In order to allow

di fferent sinultaneous Mius sessions at a given scope and to
conpensat e defective inplenentations of host |local multicast, nmessage
aut henti cati on MJST be provided by conform ng inplenmentations.

Privacy of Mous nessage transport can be achi eved by optionally using
symmetric encryption nmethods (Section 11.2). Each nessage MAY be
encrypted using an additional shared secret key and a symretric
encryption algorithm Encryption is OPTIONAL for applications, i.e.,
it is allowed to configure an Muus domain not to use encryption. But
conformi ng inplenentati ons MJST provide the possibility to use
nmessage encryption (see bel ow).

Message aut hentication and encryption can be paraneterized: the
algorithnms to apply, the keys to use, etc. These and other
paraneters are defined in an Mus configuration object that is
accessible by all Mus entities that participate in an Mus session.
In order to achieve interoperability conform ng inplenmentations
SHOULD use the val ues provided by such an Mous configurati on.

Section 12 defines the nandatory and optional paraneters as well as
storage procedures for different platforms. Only in cases where none
of the options nentioned in Section 12 is applicable alternative

met hods of configuring Mous protocol entities MAY be depl oyed.

The al gorithnms and procedures for applying encryption and
aut hentication techniques are specified in the foll ow ng sections.

2 Encryption

Encryption of nessages is OPTIONAL, that neans, an Mous MAY be
configured not to use encryption
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11.

| npl erent ati ons can choose between different encryption algorithns.
Every conform ng inpl enmentati on MUST provi de the AES [18] al gorithm
In addition, the foll owing al gorithnms SHOULD be supported: DES [16],
3DES (triple DES) [16] and | DEA [20].

For al gorithms requiring en/decryption data to be padded to certain
boundaries octets with a value of 0 SHOULD be used for paddi ng
characters.

The length of the encryption keys is determined by the currently used
encryption algorithm This means, the configured encryption key MJST
NOT be shorter than the native key length for the currently
configured al gorithm

DES i npl enent ati ons MJST use the DES G pher Bl ock Chaining (CBQC)

node. DES keys (56 bits) MJST be encoded as 8 octets as described in
RFC 1423 [12], resulting in 12 Base64-encoded characters. |DEA uses
128-bit keys (24 Baseb64-encoded characters). AES can use either
128-bit, 192-bit or 256-bit keys. For Mous encryption using AES only
128-bit keys (24 Base64-encoded characters) MJST be used.

3 Message Aut hentication

For authentication of messages, hashed nmessage authentication codes
(HMACs) as described in RFC 2104 [5] are deployed. In general

i npl enent ati ons can choose between a nunber of digest algorithns.
For Mous aut hentication, the HVAC al gorithm MJUST be applied in the
foll ow ng way:

The keyed hash value is cal cul ated using the HVAC al gorithm
specified in RFC 2104 [5]. The specific hash algorithmand the
secret hash key MUST be obtained fromthe Mus configuration (see
Section 12).

The keyed hash val ues (see RFC 2104 [5]) MJUST be truncated to 96
bits (12 octets).

Subsequently, the resulting 12 octets MJST be Base64-encoded,
resulting in 16 Base64-encoded characters (see RFC 1521 [7]).

Ei ther MD5 [15] or SHA-1 [17] SHOULD be used for nessage
aut hentication codes (MACs). An inplenentation MAY provi de MD5,
whereas SHA-1 MJST be i npl enent ed.

The length of the hash keys is determ ned by the sel ected hashing
algorithm This means, the configured hash key MJUST NOT be shorter
than the native key length for the currently configured al gorithm

at, et. al. | nf or mat i onal [ Page 29]



RFC 3259 A Message Bus for Local Coordination April 2002

11.4 Procedures for Senders and Receivers

The algorithnms that MJST be provided by inplenentations are AES and
SHA- 1.

See Section 12 for a specification of notations for Base64-strings.

A sender MUST apply the followi ng operations to a nessage that is to
be sent:

1. If encryption is enabl ed, the nmessage MJST be encrypted using the
configured algorithmand the configured encryption key. Padding
(addi ng extra-characters) for block-ciphers MJUST be applied as
specified in Section 11.2. If encryption is not enabled, the
nmessage is | eft unchanged.

2. Subsequently, a nessage authentication code (MAC) for the
(encrypted) nessage MJUST be cal cul ated using the configured HVAC
al gorithm and the configured hash key.

3. The MAC MUST then be converted to Base64 encoding, resulting in 16
Base64- characters as specified in Section 11. 3.

4. At last, the sender MJST construct the final message by placing
the (encrypted) nmessage after the base64-encoded MAC and a CRLF.
The ABNF definition for the final nmessage is as foll ows:

final _nmsg = MsgDi gest CRLF encr_nsg
MsgDi gest = base64
encr_nmsg = *OCTET

A receiver MJST apply the follow ng operations to a nessage that it
has received:

1. Separate the base64-encoded MAC fromthe (encrypted) nmessage and
decode the MAC

2. Re-calculate the MAC for the nessage using the configured HVAC
al gorithm and the configured hash key.

3. Conpare the original MAC with re-calculated MAC. |f they differ,
t he nessage MUST be discarded wi thout further processing.

4. If encryption is enabled, the nmessage MJST be decrypted using the

configured algorithmand the configured encryption key. Trailing
octets with a value of 0 MIST be deleted. If the nessage does not
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start with the string "nbus/" the nmessage MJST be di scarded
wi t hout further processing.
12. Mous Configuration
An i nmpl ementati on MJUST be configurable by the follow ng paraneters:
Configuration version
The version nunmber of the given configuration entity. Version
nunbers allow i nmpl enentations to check if they can process the
entries of a given configuration entity. Version nunber are
i nteger values. The version nunber for the version specified
here is 1.
Encryption key
The secret key used for nessage encryption.
Hash key
The hash key used for nessage authentication
Scope

The multicast scope to be used for sent nessages.

The above paraneters are mandatory and MJST be present in every Mous
configuration entity.

The followi ng paraneters are optional. When they are present they
MJUST be honored. When they are not present inplenentations SHOULD
fall back to the predefined default values (as defined in Transport
(Section 6)):

Addr ess

The non-standard nmulticast address to use for nessage
transport.

Use of Broadcast
It can be specified whether broadcast should be used. |If
broadcast has been configured inplenentations SHOULD use the

net wor k broadcast address (as specified in Section 6.1.3)
i nstead of the standard multicast address.
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Port Nunmber
The non-standard UDP port number to use for nessage transport.

Two distinct facilities for paraneter storage are consi dered: For

Uni x-1i ke systens a per-user configuration file SHOULD be used and
for W ndows-95/98/ NT/ 2000/ XP systens a set of registry entries is

defined that SHOULD be used. For other systens it is RECOMVENDED
that the fil e-based configuration nmechanismis used.

The syntax of the values for the respective paraneter entries remins
the same for both configuration facilities. The follow ng defines a
set of ABNF (see RFC 2234 [13]) productions that are later re-used
for the definitions for the configuration file syntax and registry

entries:

al go-id = "NCENCR' / "AES" /| "DES" / "3DES" / "I|DEA" [
" HVAC- MD5- 96" / "HVAC- SHA1- 96"

scope = "HOSTLOCAL" / "LI NKLOCAL"

key = base64

ver si on_nunber = 1*10DA T

key val ue = "(" algo-id "," key ")"

addr ess = | Pv4address / | Pv6address / "BROADCAST"

port = 1*sDIAT ; values fromO through 65535

G ven the definition above, a key entry MJST be specified using this
not ati on:

"("al go-id", "base64string")"

algo-id is one of the character strings specified above. For al go-
i d=="NOENCR' the other fields are ignored. The delimting comras
MUST al ways be present though

A Base64 string consists of the characters defined in the Base64
char-set (see RFC 1521 [7]) including all possible padding
characters, i.e., the length of a Base64-string is always a nultiple
of 4.

The scope paraneter is used to configure an | P-Milticast scope and

may be set to either "HOSTLOCAL" or "LINKLOCAL". | nplenentations
SHOULD choose an appropriate I P-Milticast scope depending on the
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val ue of this paraneter and construct an effective |IP-Address
consi dering the specifications of Section 6. 1.

The use of broadcast is configured by providing the val ue "BROADCAST"
for the address field. |If broadcast has been confi gured,

i mpl enent ati ons SHOULD use the network broadcast address for the used
| P version instead of the standard nulticast address.

The versi on_nunber paraneter specifies a version nunber for the used
configuration entity.

12.1 File based paraneter storage

The file name for an Muus configuration file is ".nbus" in the user’s
honme-directory. |If an environment variable called MBUS is defined

i npl enentati ons SHOULD interpret the value of this variable as a
fully qualified file name that is to be used for the configuration

file. Inplenmentations MJST ensure that this file has appropriate
file perm ssions that prevent other users to read or wite it. The
file MIUST exi st before a conference is initiated. Its contents MJST

be UTF-8 encoded and MJST conply to the follow ng syntax definition

nbus-file = nmbus-topic LF *(entry LF)
nbus-t opi c = "[ MBUS] "
entry = 1*(version_info / hashkey_info
/ encryptionkey_info / scope_info
/ port_info / address_info)
version_info = " CONFI G_VERSI ON=" ver si on_nunber
hashkey_info = "HASHKEY=" key_val ue
encrkey_info = "ENCRYPTI ONKEY=" key_val ue

scope_info " SCOPE=" scope

" PORT=" port

port_info

" ADDRESS=" address

address_info

The following entries are defined: CONFI G VERSI ON, HASHKEY,
ENCRYPTI ONKEY, SCOPE, PORT, ADDRESS.

The entries CONFI G VERSI ON, HASHKEY and ENCRYPTI ONKEY are nandatory,

they MJST be present in every Mus configuration file. The order of
entries is not significant.
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An exanpl e for an Mus configuration file:

[ MBUS]

CONFI G_VERSI ON=1

HASHKEY=( HVAC- MD5- 96, MTl zMIU2MIg5MTEy)
ENCRYPTI ONKEY=( DES, MT z MIU2MQ==)
SCOPE=HOSTLOCAL

ADDRESS=224. 255. 222. 239

PORT=47000

12.2 Registry-based paraneter storage

13.

For systens |acking the concept of a user’s hone-directory as a place
for configuration files the suggested database for configuration
settings (e.g., the Wndows9x, W ndows NT, Wndows 2000, W ndows XP
regi stry) SHOULD be used. The hierarchy for Mus related registry
entries is as follows:

HKEY_CURRENT_USER\ Sof t war e\ Mous

The entries in this hierarchy section are:

o e e e e oo o B R . |
| CONFI G_VERSI ON | DWORD ver si on_nunber

I I
| HASHKEY | String | key_val ue |
| ENCRYPTI ONKEY | String | key_val ue |
| SCOPE | String | scope |
| ADDRESS | String | address |
| PORT | DAORD | port |
S S e +

The same syntax for key values as for the file based configuration
facility MJST be used.

Security Considerations
The Mous security nechanisns are specified in Section 11.1.

It should be noted that the Mius transport specification defines a
mandat ory basel i ne set of algorithnms that have to be supported by

i npl enentations. This baseline set is intended to provide reasonable
security by mandating algorithnms and key lengths that are considered
to be cryptographically strong enough at the tinme of witing.

However, in order to allow for efficiency it is allowable to use
cryptographi cally weaker al gorithnms, for exanple HVAC- MD5 instead of
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14.

15.

HVAC- SHA1. Furthernore, encryption can be turned off conpletely if
privacy is provided by other means or not considered inportant for a
certain application.

Users of the Mous should therefore be aware of the selected security
configuration and should check if it nmeets the security demands for a
gi ven application. Since every inplenentation MJST provide the
cryptographically strong algorithmit should al ways be possible to
configure an Mous in a way that secure conmunication with

aut hentication and privacy is ensured.

In any way, application devel opers should be aware of incorrect IP

i npl erentations that do not conformto RFC 1122 [2] and do send
datagrans with TTL val ues of zero, resulting in Mus nmessages sent to
the local network Iink although a user night have sel ected host | ocal
scope in the Muus configuration. Wen using admnistratively scoped
mul ti cast, users cannot al ways assunme the presence of correctly
configured boundary routers. In these cases the use of encryption
SHOULD be considered if privacy is desired.

| ANA Consi der ati ons
The | ANA has assigned a scope-relative nulticast address with an
of fset of 8 for Mius/1Pv4. The |Pv6 permanent nulticast address is
FFOX: 0: 0: 0: 0: 0: 0: 300.

The registered Mous UDP port nunber is 47000.
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Appendi x A, About References

Pl ease note that the |list of references contains normati ve as well as
non-nornmati ve references. Each Non-normative references is narked as
"status: non-normative". Al unmarked references are nornmtive.

Appendix B. Linitations and Future Wrk

The Mous is a |light-weight |ocal coordination nmechani sm and
deliberately not designed for |arger scope coordination. It is
expected to be used on a single node or -- at nost -- on a single
network |ink.

Therefore the Mius protocol does not contain features that would be
required to qualify it for the use over the global Internet:

There are no nechani snms to provide congestion control. The issue
of congestion control is a general problemfor multicast
protocols. The Miuus allows for un-acknow edged nessages that are
sent unreliably, for exanple as event notifications, fromone
entity to another. Since negative acknow edgenents are not
defined there is no way the sender could realize that it is

fl oodi ng another entity or congesting a | ow bandw dth network
segnent .

The reliability nechanism i.e., the retransmission tiners, are
desi gned to provide effective, responsive nessage transport on
local links but are not suited to cope with |arger del ays that
could be introduced fromrouter gueues etc.

Sonme experinents are currently underway to test the applicability of
bri dges between different distributed Muus domai ns w thout changing
t he basic protocol semantics. Since the use of such bridges should
be orthogonal to the basic Mus protocol definitions and since these
experiments are still work in progress there is no nmention of this
concept in this specification
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