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Status of This Menp

This meno provides information for the Internet conmunity. |t does
not specify an Internet standard. Distribution of this nmeno is
unlimted.
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1. Abstract

This meno is being distributed to nmenbers of the Internet community as
an Informational RFC. The intent is to present a discussion on the

i ssues relating to the conmunications services for SNMP. While the

i ssues discussed may not be directly relevant to the research probl ens
of the Internet, they may be interesting to a nunber of researchers
and i npl ement ors.

2. Introduction

Thi s docunent di scusses various issues to be considered when
determ ni ng the underlying conmmuni cati ons services to be used by an
SNWP i npl enent ati on.

As reported in RFC 1052, | AB Reconmendati ons for the Devel opnent of
I nternet Network Managenent Standards [8], a two-prong strategy for
net wor k managenent of TCP/| P-based internets was undertaken. In the
short-term the Sinple Network Managenment Protocol (SNWP), defined in
RFC 1067, was to be used to manage nodes in the Internet comunity.
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In the long-term the use of the OSI network managenment franmework was
to be examined. Two docunments were produced to define the nanagenent
i nformati on: RFC 1065, which defined the Structure of Mnagenent
Information (SM), and RFC 1066, which defined the Management
Information Base (M B). Both of these docunents were desighed so as
to be conpatible with both the SNMP and the OSI network nanagenent

f r amewor k.

This strategy was quite successful in the short-term Internet-based
net wor kK nanagenent technol ogy was fielded, by both the research and
commercial comunities, within a few nonths. As a result of this,
portions of the Internet conmunity becanme network manageable in a
timely fashion.

In May of 1990, the core docunments were elevated to "Standard
Protocol s" with "Recommended" status. As such, the Internet-standard
net wor k nmanagenent framework consists of: Structure and ldentification
of Managenent Information for TCP/ | P-based internets, RFC 1155 [9],

whi ch descri bes how managed objects contained in the MB are defined;
Managenent I nformation Base for Network Managenent of TCP/ | P-based

i nternets, which describes the nanaged objects contained in the M B,
RFC 1156 [10]; and, the Sinple Network Managenent Protocol, RFC 1157
[1], which defines the protocol used to nanage these objects.

In parallel with this activity, docunments specifying how to transport
SNMP nessages over protocols other than UDP/I P have been devel oped and
publ i shed: SNMP Over Ethernet [3], SNWP Over OSI [2], and SNMP Over
IPX [6] and it would be suprising if nore were not devel oped. These
menos have caused a degree of confusion in the conmunity. This
docunent is intended to disperse that confusion by discussing the

i ssues of relevance to an inplenentor when choosing how to encapsul ate
SNMP packet s.

None of these docunents have been nade full Internet Standards. SNVP

Over 1SO and SNWP Over Ethernet are both Experinmental protocols. SNW
Over IPX [6] is an Internet Draft. Only the SNMP Specification [1] is
an | nternet Standard.

No single transport scheme can be considered the absol ute best
solution for all circunstances. This note will argue that, except for
a very small set of special circunstances, operating SNVMP over UDP/IP
is the optimal schene.

Thi s docunent does not present a standard or a protocol for the

Internet Community. For production use in the Internet the SNWP and
its required communi cation services are specified in [1].
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3.

St andar di zati on

Currently, the SNMP Specification [1] only specifies that the UDP
protocol be used to exchange SNWMP nessages. While the | AB nmay

st andar di ze other protocols for use in exchangi ng SNMP nessages in the
future, only UDP is currently standardi zed for this purpose.

In order to claimfull compliance with the SNMP Specification, an
i npl enentati on woul d have to use UDP for SNWVP nessage exchange.

Interoperability

Interoperability is the degree to which the equi pnent produced by one
vendor can can operate with equi pnent produced by another vendor

Rel ated to Interoperability is conpliance with a standard. Everything
el se being equal, a device that conplies with sone standard is nore
likely to be interoperable than a device that does not.

For conmmerci al product devel opnent, the pros and cons of devel opi ng an
i nt er operabl e product nmust be wei ghed and a choice nmade. Both
engi neering and marketing organi zations participate in this process.

The Internet is the single |largest market for SNMP systens. A |arge

portion of SNMP systens will be developed with the Internet as a
target environment. Therefore, it may be expected that the Internet’s
needs and requirenents will be the driving force for SNVWP. SNWP over
UDP/ 1P is specified as the "Internet Standard" protocol. Therefore,

in order to operate in the Internet and be managed in that environnent
on a production basis, a device nust support SNWP over UDP/IP. This

situation will lead to SNMP over UDP/IP being the nbost common net hod
of operating SNWP. Therefore, the w dest degree of interoperability
and w dest acceptance of a commercial product will be attained by

operati ng SNVMP over UDP/IP

The preponderance of UDP/IP based network managenent stations also
strongly suggests that an agent shoul d operate SNMP over UDP/IP

The results of the interoperability decision drive a nunber of
techni cal decisions. |If interoperability is desired, then SNW nust be
operated over UDP/IP

To Transport or Not To Transport

A major issue is whether SNVMP should run on top of a transport-I|ayer
protocol (such as UDP) or not. Typically, the choice is to run over a
transport/network/data link protocol or just run over the datalink.

In fact, several protocols have been published for operating SNV over
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several different datalink and transport protocols.

Operation of SNWP over a Transport and Network protocol stack
is preferred. These protocols provide at |east five functions
that are of vital inportance to the novenment of SNWVP packets

t hrough a network:

0 Routing
The network | ayer provides routing functions, which
i nproves the overall utility of network nanagenent. The
network has the ability to re-route packets around fail ed
areas. This allows network managenent to continue
operating during localized | osses of service (It should
be noted that these | osses of service occur not only
because of failures, but also for non-failure reasons
such as preventive nai ntenance).

o Medi a | ndependence
The network | ayer provides a high degree of nedia
i ndependence. By using this capability, many different
types of network el ements may be nmanaged. Tying SNWP to
a particular data |link protocol limts the managenent
scope of those SNWP entities to just those devices that
use that datalink protocol

0 End-to-End Checksum
The end-to-end checksum provi ded by transport protocols
i nproves the reliability of the data transfer.

o

Mul ti pl exi ng/ Denul ti pl exi ng
Transport protocols provide nultiplexing and
demul ti pl exi ng services. These services facilitate the
many-t o- nany managenent rel ati onshi ps possible with SNWP

o

Fragnment ati on and Reassenbly
This is related to nedia i ndependence. |P allows SNW
packets to transit nmedia with differing MU sizes. This
capability is not available for datalink specific
transm ssi on schenes.

Fragnentati on and Reassenbly does reduce the overal
robustness of network managenent since, if any single
fragment is lost along the way, the operation will fail.
The worse the network operates, the higher the
probability that a fragnent will get |ost or del ayed.

For nmonitoring and data gathering while the network is
operating normally, Fragnentation and Reassenbly is not a
problem Wen the network is operating poorly (and the
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network operators are typically trying to di agnose and
repair a failure), small packets should to be used,
preventing the packet from being fragnented.

There are other services and functions that are provided by a
connection oriented transport. These services and functions are not
desired for SNMP. A later section will explore this issue in nore
detail.

The mai n drawbacks that are cited with respect to using Transport and
Network | ayers in the managed object are: a) Increased devel opnent
time and b) Increased resource requirenments. These argunents are

| ess than conpel ling.

There are several excellent public domain or freely redistributable
UDP/ | P stacks that provide enough support for SNMP. The effort
required to port the essential conponents of one of these stacks is
smal| conpared to the overall effort of installing the SNVP software.

The additional resources required in the nanaged object to support
UDP/IP are minimal. CPU resources are required only when actually
transnitting or receiving a packet. The |argest single resource
requirement of a UDP/IP is calculating the UDP checksum which is
very small conpared to the cost of doing the ASN. 1 encodi ng/ decodi ng,
oj ect Identifier |ookup, and so on

The aut hor has personal know edge of a UDP/IP stack that was

devel oped expressly for the purpose of supporting SNVMP. This stack
requires less than 4Kb of code space. It is a minimalist

i npl enentation of UDP/IP in that it is "just enough”" so support SNWP.
This stack supports UDP, |IP, ARP, and handles |ICMP redirect and echo
request nessages. Furthernore, this stack was devel oped by a single
person in approximately two nonths. Cbviously, neither the

devel opnent effort nor the menory requirenents are |arge.

The network overhead of using UDP/IP is relatively small. A UDP/IP
header requires 28 octets (assuming no |P options). Since the UDP is
connectionless, it will generate no overhead traffic of its own (such

as TCP SYNs, FINs, and ACKs).

The growi ng popul arity of internetworking outside of The Internet
mandat es that SNMVP operate over, at |least, a network |ayer protocol
These internetworks consist of a nunmber of networks all connected
together with routers. In order to traverse a router, a packet nust
be one of the network layer protocols that the router understands.
Therefore, for SNVP nanagenent to be deployed in an internetwork, the
SNWP entities in that internetwork nmust use a network |ayer protocol
SNWP over a datalink can not traverse a router

SNVP Wor ki ng G oup [ Page 5]



RFC 1270 SNVP Conmuni cati ons Services Cct ober 1991

There are some circunstances where runni ng SNVP over sone datalink is
appropri at e.

There are schenmes are under devel opnent to provide CQut-COf - Band (OOB)
managenent access to network devices. This OOB access is typically
provi ded over point-to-point or dial-up connections. Since these
connections are dedicated to OOB network managenment and go directly
fromthe network managenent station to the nanaged device, a
Transport/ Network protocol may not be necessary.

Using a Transport/Network protocol on these |inks may be easier from
a devel opnent point of view though. It is probably a sinple
configuration operation to have the managenent station’s IP use a
serial port rather than the "normal" (e.g., Ethernet) port for
traffic destined for a particul ar node.

If the Qut-O-Band link is also used as a "primary" route to sone
nodes, then the functions of a network-layer are required. These
functions are readily supplied by using UDP/IP

For a datalink interface and driver (e.g., a PC Ethernet interface
card) that nust be nanageabl e i ndependent of the higher |evel
protocol suite (which m ght NOT be manageabl e), operating SNWVP

directly over the datalink is reasonable. It is not known, a priori
what hi gher-|evel protocol services may be avail able, so those
services can not be used. If an arbitrary choice is made for

exanple, to put in an elenentary UDP/IP stack, then there may be two
i ndependent UDP/IPs in the system (which is undesireable as this
woul d require two | P addresses per managed node), or a new pr ot ocol
stack will be introduced into the environnent.

6. Connection Oiented vs. Connectionl ess

Wiile this section primarily addresses itself to transport |ayer
i ssues, its basic discussion of connection oriented vs connectionl ess
applies to any layer which provides comuni cati on services for SNWVP.

For SNWMP, connectionless transport service (UDP) is specified in the
Protocol Specification [1]. This choice was nmade after careful study
and consi deration by the original SNMP devel opers.

The prinme notivation of this choice is that SNWMP nust continue to
operate (if at all possible) when the network is operating at its
worst. For other applications, such as Telnet or FTP, the user can
always "try again later" if the network is operating poorly. On the
ot her hand, the nmajor purpose of a network managenent protocol is to
fix the network when it is operating poorly so the "try again |ater"
strategy is useless.
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By using a connectionless transport protocol, SNW takes on the
responsibility of reliable data transm ssion (A SNVWP application may
time out outstanding requests and either retransnit them or abort
them as appropriate). However, the SNVP requires these functions
only of the sender of a Request PDU (get, getNext, or Set), which
typically is a network rmanagenment station. Since the Agent only
gener ates responses, it need not performany of these functions.
This vastly reduces the resource and functional requirenents on the
Agent .

If a connection oriented transport is used, then a fundanental design
choi ce nust be made with respect to connection mai ntenance:

(1) Keep a connection open to each nmanaged object on the
net wor Kk,

(2) Establish and tear down connections on a per-operation
basis, or

(3) Keep a fixed nunber of connections open and, when anot her
connection i s needed, use sone algorithm(e.g., LRU) to
sel ect one for closing and opening to the new agent.

Al'l of these alternatives pose severe problens, and because of them
each i s undesirable.

The first option reduces the anount of resources required to perform
a single operation in that the connection establishment and
ternmination cost is "anortized" over nmany operations. On the other
hand, keeping a connection open inplies that the managenent station
needs to maintain a | arge nunber of connection records (in the
hundreds or even thousands). Furthernore, if either side of the
connection engages in "keep-alives" (even though such behavior is
frowned upon), a large anount of traffic will be generated, consumni ng
a | arge anmount of network resources, all for no gain.

The second option reduces the amount of idle resources such as
connection records, but vastly increases the anount of resources
required to perform an operation. A connection nust be established,
the request Message sent and the response returned, and then the
connection closed for each operation. For a TCP, this would
typically require 10 separate packet transfers plus the TCP Ti ne- Wit
(see the Appendi x for details).

In the face of pathol ogi cal network problens, a connection oriented
transport protocol may sinply cease to operate because the
probability of getting all of these packets through reduces to a very
smal | nunber.
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The third option requires that the nmanagenent station naintain
connection usage information in order to inplement the LRU al gorithm
Thi s excessively conplicates the managenent station. Furthernore,
this option tends to reduce to the second option when doi ng health
check polling for a nunber of agents that is |large conpared to the
nunber of supported connecti ons.

A connection oriented transport protocol nay provide services that
are undesirabl e or unneeded by SNWP.

For exanple, one application of network managenent is to poll nodes
to determine if they are up or not. Wen a node is up, it makes
little difference whether SNMP operates over TCP or UDP. However, if
t he node goes down then TCP will eventually close the connection
Every poll request nust then be translated into a TCP Open request
whi | e the managed node is down. Once the node cones up, the send
nmust then be done.

For connection oriented transports, the transport ACK does not
necessarily indicate delivery of data to the destination application
process (for TCP, see section 2.6 of [4]). The SNWP would still need
its own tineout/retry procedure to ensure that the SNWP software
actual ly got the packet.

A connection oriented transport such as TCP provides flow control for
the data stream Because of the |ock-step nature of SNWP protoco
exchanges, this is not a service that SNWP requires.

Architectural purists nmay argue that an "Application" |ayer entity
(SNWP) rust not perform operations that are properly the real mof the
Transport layer (timeouts, retransm ssions, and so on). Wile
architecturally pure, this line of reasoning is not relevant. The
net wor kK nmanagenent applications and protocols are nonitoring the
"heal th" of the network and, as a result, have the best information
and are in the best position to adapt their own behavior to the state
of the network, and thereby, continuing operations in the face of
networ k adversity.

7. Wi ch Protocol

The final point of discussion is the actual choice of a protocol to
support SNWP

If a device is destined for use in the Internet then it nust operate
SNMP over UDP/ I P

If the device is operating in sone other protocol environnment, then
SNWP ought to use the transport services that are native to that

SNMP Wor ki ng G oup [ Page 8]



RFC 1270 SNVP Conmuni cati ons Services Cct ober 1991

environnent. It may make very little sense to introduce a new
protocol stack into a network in order to provide just one service.
For exanmple, it could require that the network operations staff

under stand and be able to administer and operate two protocol stacks,
that hosts and routers understand both protocols, and so on. It may
al so be bureaucratically inpossible to introduce UDP/IP into the
environnent (the "W are only a FOONET shop - if it doesn’'t speak
FOONET, we don’t want it" argunent).

Ref erences [2] and [6] are experinmental standards for operati ng SNWP
over |IPX and OSI respectively. |In these environnents, those
st andards ought to be adhered to.

8. Security Considerations
Security issues are not discussed in this neno.
9. Appendi X

Thi s appendi x details the TCP packet transfers required to performa
singl e SNMP operation assum ng that the connection is established
only for that operation and that a single SNMP operation (e.g., get
request) is performed. W also assune that all operations are
"normal " i.e., that there are no | ost packets, no sinultaneous opens,
no hal f opens, and no sinultaneous closes. W also ignore the
possibility of TCP segnentation and |P fragnentation.

The nomencl ature used to illustrate the packet transactions is the
sane as that used in the TCP Specification [4].
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10.

Packet Managenent Managed
Nunber Station bj ect
Connection Open...
1 > - KCTL=SYN>- - - o - o e mmm e >
2 <--<CTL=SYN, ACK>- - - - - - - e m e e e o oo - <
3 >--<CTL=ACK>----mmmmmm e e e e e - - >

Connecti on now open,
SNMP Request is sent.

4 >- - <DATA=SNWP Request>------------- >
Response cones back

5 <- - <DATA=SNWP Response, CTL=ACK>---<
6 >--<CTL=ACK>----------m oo oo oo - - >
Qperation is conpl ete,
Managenent station initiates the
cl ose.
7 >- - <CTL=FI N, ACK>- - - = === m - o e e oo - >
8 <--<CTL=ACK>----mcmmmm e e e e e - - <
9 <- - <CTL=FI N, ACK>- - - = === m oo e e e o <
10 >- - <CTL=ACK>- - - - - - o m e e oo >
Wait 2 MSL

Connecti on now cl osed.

Sone optim zations are possible IF the TCP has know edge of the type
of operation. However, a general purpose TCP would not be tuned to
SNWVP operations so those optim zations woul d not be done.
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