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1 | nt roducti on

This Protocol is one of a set of International Standards produced to
facilitate the interconnection of open systens. The set of standards
covers the services and protocols required to achi eve such intercon-
necti on.

This Protocol is positioned with respect to other rel ated standards
by the layers defined in the Reference Mddel for Open System lInter-
connection (1SO 7498) and by the structure defined in the Interna
Organi zation of the Network Layer (DIS 8648). |In particular, it is a
protocol of the Network Layer. This protocol pernits End Systens and
Internedi ate Systens to exchange configuration and routing inform-
tion to facilitate the operation of the routing and relaying func-
tions of the Network Layer.

The aspects of Network Layer routing that are concerned with comuni -
cation between end systens and internedi ate systens on the sane sub-
network are to a great extent separable fromthe aspects that are
concerned with comuni cati on anong the internedi ate systens that con-
nect rultiple subnetworks. This protocol addresses only the forner
aspects. It will be significantly enhanced by the cooperative opera-
tion of an additional protocol that provides for the exchange of
routing informati on anong i nternedi ate systens, but is useful whether
or not such an additional protocol is avail able.

This protocol provides solutions for the follow ng practical problens:

1. How do end systens discover the existence and reachability of
i nternmedi ate systens that can route NPDUs to destinations on
subnet wor ks ot her than the one(s) to which the end systemis
directly connected?

2. How do end systens discover the existence and reachability of
ot her end systens on the sane subnetwork (when direct
exam nation of the destinati on NSAP address does not provide
i nformati on about the destination subnetwork)?

3. How do internedi ate systens discover the existence and
reachability of end systenms on each of the subnetworks to
which they are directly connected?

4. How do end systens decide which internedi ate systemto use
to forward NPDUs to a particul ar destination when nore than one
i nternedi ate systemis accessible?

The protocol assumes that:

1. Routing to a specified subnetwork point of attachnment address

(SNPA) on the sanme subnetwork is carried out satisfactorily by
the subnetwork itself.

| SO N4053 [ Page 5]
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2. The subnetwork is not, however, capable of routing on a gl obal
basi s using the NSAP address al one to achi eve comruni cati on
with a requested destination.

Not e:
Consequently, it is not possible to use Application Layer
conmuni cation to carry out the functions of this protocol

The protocol is connectionless, and is designed to:

1. ninimze the amount of a priori state informati on needed by
end systems before they can begin to comrunicate with other
end systens;

2. mnimze the anount of nmenory needed to store routing
information in end systens; and

3. mninize the conputational conplexity of end systemrouting
al gorithns.

The protocol is also designed to operate in close conjunction wth
the Protocol for the Provision of the Connectionl ess-nbde Network
Service (1SO 8473). Since routing styles are usually closely related
to conmunication styles, the information that this protocol provides
to end systens and internedi ate systens may or nmay not be appropriate
i nformati on for supporting routing functions when a Network Layer
protocol other than |1SO 8473 is used.

2 Scope and Field of Application

This International Standard specifies a protocol which is used by
Net wor k Layer entities operating |1SO 8473 in End Systens and Inter-
nmedi ate Systens (referred to herein as ES and IS respectively) to
mai ntain routing information. The Protocol herein described relies
upon the provision of a connectionl ess-node underlying service.

This Standard specifies:

a) procedures for the transm ssion of configuration and routing
i nformati on between network entities residing in End Systens
and network entities residing in Internedi ate Systens;

b) the encoding of the protocol data units used for the transm ssion
of the configuration and routing information;

c) procedures for the correct interpretation of protocol contro
i nformation; and

d) the functional requirements for inplenmentations claimng
conformance to this Standard.
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The procedures are defined in ternms of:

a) the interactions between End System and Internedi ate System
network entities through the exchange of protocol data units;

and

b) the interactions between a network entity and an underlying
servi ce provider through the exchange of subnetwork service
primtives.

Thi s protocol

does not specify any protocol elenents or algorithns for

facilitating routing and rel ayi ng anong | nternedi ate Systens. Such
functions are intentionally beyond the scope of this protocol

3 Ref er ences

| SO 7498

DI S 7498/ DAD1

| SO 8348

| SO 8348/ AD1

| SO 8348/ AD2

| SO 8473

DS 8648

| SO N4053

I nformation Processing Systens --- Qpen Systens |ntercon-
nection - Basic Reference Mdel

I nformation Processing Systens --- Qpen Systens |ntercon-
nection - Addendumto | SO 7498 Coveri ng Connectionl ess-
node Transm ssi on

I nformation Processing Systens --- Tel econmuni cati ons and
I nf ormati on Exchange between Systens - Network Service
Definition

I nformation Processing Systens --- Tel econmuni cati ons and
I nformati on Exchange between Systens - Addendumto the
Net wor k Service Definition Covering Connectionl ess-nbde
Transni ssi on

I nformation Processing Systens --- Tel econmuni cati ons and
I nformati on Exchange between Systens - Addendumto the
Net work Service Definition Covering Network Layer Address

i ng
I nformation Processing Systens --- Tel econmuni cati ons and

I nf ormati on Exchange between Systens - Protocol for Pro-
vidi ng the Connectionl ess Network Service

I nformati on Processing Systens --- Tel econmuni cati ons and
I nf ormati on Exchange between Systens - Internal O ganiza-
tion of the Network Layer
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SC21/ N965 OSI Managenent Framework --- Seventh Working Draft

DI S 8802 Local Area Networks
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SECTION ONE. CGENERAL
4 Definitions
4.1 Ref erence Model Definitions
Thi s docunent mekes use of the follow ng concepts defined in | SO 7498:

(a) Network layer

(b) Network service access point

(c) Network service access point address

(d) Network entity

(e) Routing

(f) Network protocol

(g) Network relay

(h) Network protocol data unit
4.2 Net wor k Layer Architecture Definitions

Thi s docunent mekes use of the followi ng concepts fromDI'S 8648, |nternal
Organi zation of the Network Layer:

(a) Subnetwork
(b) End System
(c) Internediate System
(d) Subnetwork Service
(e) Subnetwork Access Protocol
(f) Subnetwork |Independent Convergence Protocol
4.3 Net wor k Layer Addressing Definitions
Thi s docunent makes use of the follow ng concepts from DI S 8348/ DAD2,
Addendum to the Network Service Definition Covering Network Layer Ad-
dr essi ng:
(a) Subnetwork address

(b) Subnetwork point of attachnent

| SO N4053 [ Page 9]
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4.4 Local Area Network Definitions

Thi s docunent
Area Net wor ks:

makes use of the follow ng concepts fromDI S 8802

(a) multicast address

(b) broadcast nedi um

4.5 Addi ti onal Definitions

For the purposes of this docunent,

Confi gurati on:

The collection of End and Internedi ate Systens

attached to a single subnetwork, defined in ternms of the
system types, NSAP addresses present, Network Entities

present,

and the correspondence between systens and SNPA

addr esses.

Network Entity Title: An identifier for a network entity which

has the

same abstract syntax as an NSAP address, and which

can be used to unanbiguously identify a network entity in
an End or Internedi ate System

5 Synbol s and Abbrevi ati ons

51 Data Units
PDU Prot ocol Data Unit
SNSDU Subnet wor k Service Data Unit

5.2 Pr ot ocol

ESH PDU
| SH PDU
RD PDU

53 Pr ot ocol

NPI D
LI

v/ P

TP

CS
NETL
NET
DAL

DA

SAL

SA
BSNPAL
BSNPA

| SO N4053

Data Units

End System Hell o Protocol Data Unit
Internmedi ate System Hell o Protocol Data Unit
Redirect Protocol Data Unit

Data Unit Fields

Net wor k Layer Protocol Identifier

Lengt h | ndi cat or

Version/ Protocol I|dentifier Extension
Type

Checksum

Network entity Title Length

Network entity Title

Desti nati on Address Length

Desti nati on Address

Sour ce Address Length

Sour ce Address

SN Address Length of better route to destination
SN Address of better route to destination

1986

Local

the followi ng definitions apply:
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5.

5.

6.

HT Hol di ng ti mer

4 Par anet ers
CT Confi guration Tiner
RT Redi rect Ti ner

5 M scel | aneous

ES End System

IS I ntermedi ate System

SN Subnet wor k

SNACP Subnet wor k Access Protoco

SNI CP Subnet wor k | ndependent Conver gence Pr ot ocol

Overvi ew of the Protocol
1 Informati on Provided by the Protocol

This Protocol provides two types of infornmation to Network entities
whi ch support its operation

a) Configuration Infornmation, and
b) Route Redirection Information

Configuration Information permits End Systens to di scover the ex-

i stence and reachability of Internediate Systens and permts Inter-
nmedi ate Systens to discover the existence and reachability of End
Systenms. This information allows ESs and | Ss attached to the sane
subnetwork to dynanically discover each other’s existence and avail a-
bility, thus elimnating the need for manual intervention at ESs and
ISs to establish the identity of Network entities that can be used to
rout e NPDUs.

Configuration Information also pernmits End Systens to obtain inforna-
tion about each other in the absence of an avail able Internediate
System

Not e:
The term "configuration information” is not intended in the broad
sense of configuration as used in the context of OSI system
managenent. Rather, only the functions specifically defined herein
are intended.

Route Redirection Information allows Internmediate Systens to inform
End Systens of (potentially) better paths to use when forwarding
NPDUs to a particular destination. A better path could either be
another 1S on the same subnetwork as the ES, or the destination ES
itself, if it on the same subnetwork as the source ES. Allow ng the
|Ss to informthe ESs of routes mnimzes the conplexity of routing
deci sions in End Systens and inproves perfornance because the ESs may

| SO N4053 [ Page 11]



RFC 995 Decenber 1986

make use of the better 1S or |ocal subnetwork access for subsequent
transni ssi ons.

6.2 Subsets of the Protoco

A Network Entity may choose to support either the Configuration In-
formation, the Route Redirection Information, neither, or both. If

the Configuration Information is supported, it is not required that
it be enployed over all subnetworks to which the Network entity is

at t ached.

6.3 Addressing

The Source Address and Destination Address paraneters referred to in
this International Standard are OSI Network Service Access Point Ad-
dresses. The syntax and semantics of an OSI Network Service Access
Poi nt Address are described in a separate docunent, | SO 8348/ DAD2,
Addendum to the Network Service Definition covering Network Layer Ad-
dr essi ng.

6.4 Under |l yi ng Service Assuned by the Protocol

The underlying service required to support this protocol is defined
by the prinmtives in Table 1.

SN_UNI TDATA . Request
.I'ndication

| SN _Destinati on_Address,
| SN_Source_Address,

| SN Quality_of _ Service,
| SN _Userdata

I

Table 1: Service Primtives for Underlying Service

Not e:
These service primtives are used to describe the abstract interface
whi ch exi sts between the protocol nmachine and an underlying real
subnetwork or a Subnetwork Dependent Convergence Function which
operates over a real subnetwork or real data link to provide the
requi red underlying service.

6.4.1 Subnetwork Addresses

The source and destination addresses specify the points of attachment
to a public or private subnetwork(s) involved in the transni ssion
(known as Subnetwork Points of Attachnent, or SNPAs). Subnetwork ad-
dresses are defined in the Service Definition of each individual sub-
network. This protocol is designed to take advantage of subnetworks
whi ch support broadcast, multicast, or other forms of nulti-

| SO N4053 [ Page 12]
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destination addressing for n-way transmission. It is assunmed that the
SN Destinati on_Address paraneter may take on one of the follow ng

mul ti-destination addresses in addition to a normal single destina-
tion address:

Al End System Network entities
Al'l Internediate System Network entities

Where a real subnetwork does not inherently support broadcast or oth-
er forms of transmission to nulti-destination addresses, a conver-
gence function nmay be used to provide n-way transm ssion to these

mul ti-destination addresses.

When the SN Desti nati on_Address on the SN_UNI TDATA. Request is a
mul ti-destination address, the SN Destination_Address paraneter in
the correspondi ng SN_UNI TDATA. I ndi cati on shall be the sane multi-
desti nati on address.

The syntax and semantics of subnetwork addresses, except for the pro-
perties described above, are not defined in this Protocol Standard.

6.4.2 Subnetwork User Data

The SN Userdata is an ordered nultiple of octets, and is transferred
transparently between the specified subnetwork points of attachment.

The underlying service is required to support a service data unit
size of at least that required to operate the Protocol for Providing
t he Connectionl ess Network Service (1SO 8473).

6.5 Servi ce Assuned from Local Environnent

A timer service must be provided to allow the protocol entity to
schedul e events.

There are three primtives associated with the S-TIMER service:

1. the S--TIMER Request,

2. the S--TIMER Response, and

3. the S -TIMER Cancel
The S--TIMER Request prinitive indicates to the | ocal environment
that it should initiate a tiner of the specified name and subscri pt
and nmaintain it for the duration specified by the tine paraneter.
The S--TI MER Response prinmitive is initiated by the | ocal environment
to indicate that the delay requested by the correspondi ng S-TlI MER Re-
quest primtive has el apsed.

The S--TIMER Cancel prinmitive is an indication to the |ocal environ-
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6.

6

ment that the specified tinmer(s) should be canceled.|f the subscript
paraneter is not specified, then all timers with the specified nane
are cancel ed; otherwi se, the tinmer of the given name and subscript is
cancelled. If no timers correspond to the paraneters specified, the

| ocal environment takes no acti on.

The paraneters of the S--TIMER service primtives are specified in
Tabl e 2.

I I I
| S--TIMER . Request | S-Tine, |
| | S- Nane, |
| | S-Subscript |
I I I
| . Response | S-Nane, |
| | S-Subscript |
I I I

Table 2: Tinmer Primtives

The tinme paraneter indicates the tinme duration of the specified ti-
mer. An identifiying |label is associated with a tinmer by neans of

t he nanme paraneter. The subscript paraneter specifies a value to dis-
tinguish timers with the sane nane. The name and subscript taken to-
gether constitute a unique reference to the tiner.

Timers used in association with a specific protocol funtion are de-
fined under that protocol function.

Not e:

This International Standard does not define specific values for the

timers. Any derivations described in this Standard are not mandatory.

Ti mer val ues should be chosen so that the requested Quality of

Servi ce can be provided, given the known characteristics of the

under | yi ng servi ce.

Subnet wor k Types
In order to evaluate the applicability of this protocol in particular
configurations of End Systens, Internediate Systens and subnetworks,
three generic types of subnetwork are identified. These are:

1. the point-to-point subnetwork,

2. the broadcast subnetwork, and

3. the general topol ogy subnetwork

These subnetwork types are discussed in the follow ng clauses.

| SO N4053 [ Page 14]
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6.6.1 Point-to-Point Subnetworks

A point-to-point subnetwork supports exactly two systens. The two
systens nmay be either two End Systens, or an End System and a single
Internedi ate System A single point-to-point data |ink connecting two
Network Entities is an exanple of a point-to-point subnetwork.

Configuration Information on a point-to-point Subnetwork.On a point-
t o- poi nt subnetwork the Configuration Information of this protoco
i nforms the communi cating Network entities of the foll ow ng:

1. Wether the topol ogy consists only of two End Systens, or
2. One of the two systens is a Internediate System

Not e:
On a point-to-point subnetwork, if both systens are Internedi ate System

then this protocol is inapplicable to the situation, since a IS-to-1S
protocol should be enployed i nstead. However, there is no reason why
the configuration information could not be enployed in a IS-to-1S
environnent to ascertain the topology and initiate operation of a

| S-to-1S protocol.

The Internediate Systemis informed of the NSAP address(es) supported
by the Network entity in the End System This pernits reachability
informati on and routing metrics concerning these NSAPs to be di ssem
inated to other Internedi ate Systens for the purpose of calcul ating
routes to/fromthis End System

Route Redirection Informati on on a point-to-point Subnetwork. Route
Redirection Information is not enployed on point-to-point subnetworks
because there are never any alternate routes.

6.6.2 Broadcast Subnetworks

A Broadcast subnetwork supports an arbitrary nunber of End Systens
and I nternediate Systens, and additionally is capable of transmitting
a single SNPDU to all or a subset of these systens in response to a
si ngl e SN_UNI TDATA. Request . An exanpl e of a broadcast subnetwork is a
LAN (Il ocal area network) conforming to DI S8802/2, type 1 operation.

Configuration Information on a broadcast Subnetwork.On a broadcast
subnetwork the Configuration Information of this protocol is enployed
to informthe conmunicating Network entities of the foll ow ng:

1. End Systens are inforned of the reachability, Network entity Title,

and SNPA address(es) of each active Internediate Systemon the
subnet wor k.

| SO N4053 [ Page 15]
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2. Intermnediate Systems are infornmed of the NSAP addresses supported
by each End System and the Subnetwork address of the ES. Once the
Internedi ate System obtains this information, reachability
i nformation and routing nmetrics concerning these NSAPs nay be
di ssem nated to other ISs for the purpose of calculating routes
to/from each ES on the subnetworKk.

3. In the absence of an available Internedi ate System End Systens may
query over a broadcast subnetwork to di scover whether a particul ar
NSAP i s reachable on the subnetwork, and if so, what SNPA address
to use to reach that NSAP.

Route Redirection Informati on on broadcast Subnetworks. Route Redirec-
tion Information may be enpl oyed on broadcast subnetworks to permt
Internmedi ate Systens to inform End Systenms of superior routes to a
destinati on NSAP. The superior route m ght be another IS on the sane
subnetwork as the ES, or it mght be the destination ESitself, if it
is directly reachable on the sane subnetwork as the source ES

6.6.3 Ceneral Topol ogy Subnetworks

A general topol ogy subnetwork supports an arbitrary nunber of End
Systens and Internedi ate Systens, but does not support a conveni ent
mul ti destination connectionless transmission facility as does a

br oadcast subnetwork. An exanpl e of a general topol ogy subnetwork is a
subnet wor k enpl oyi ng X. 25 or | SO 8208.

Not e:
The cruci al distinguishing characteristic between the broadcast
subnetwork and the general topology subnetwork is the "cost" of an
n-way transmission to a potentially | arge subset of the systens on
the subnetwork. On a general topol ogy subnetwork, the cost is assuned
to be close to the cost of sending an individual PDU to each SNPA on
the subnetwork. Conversely, on a broadcast subnetwork the cost is
assuned to be close to the cost of sending a single PDU to one SNPA
on the subnetwork. Internediate situations between these extrenes
are of course possible. In such cases it would be possible to treat the
subnetwork as either in the broadcast or general topol ogy categories.

Configuration Information on a general topology Subnetwork. On a
general topol ogy subnetwork the Configuration Information is general -
Iy not enployed because this protocol can be very costly in the util-
i zation (and charging for) subnetwork resources.

Route Redirection Information on a general topology SubnetworKk.
Route Redirection Informati on nay be enpl oyed on general topol ogy
subnetworks to pernit Intermedi ate Systens to i nform End Systens of
superior routes to a destination NSAP. The superior route mght be
another 1S on the sane subnetwork as the ES, or it might be the des-
tination ESitself, if it is directly reachable on the sanme subnet-
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work as the source ES
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SECTI ON TWO. SPECI FI CATI ON OF THE PROTOCOL
7 Pr ot ocol Functi ons

This section describes the functions perforned as part of the Proto-
col. Not all of the functions nust be perfornmed by every inpl enenta-
tion. Cause 7.12 specifies which functions may be omtted and the
correct behavi or where requested functions are not inplenented.

7.1 Prot ocol Tiners

Many of the protocol functions are tinmer based. This means that they
are executed upon expiration of a tiner rather than upon receipt of a
PDU or invocation of a service primtive. The two mgjor types of ti-
nmers enployed by the protocol are the Configuration Timer (CT) and
the Hol ding Tinmer (HT).

7.1.1 Configuration Tinmer

The Configuration Tiner is a local tiner (i.e. maintained indepen-
dently by each systen) which perforns the Report Configuration func-
tion (see section 7.2). The timer determnes how often a systemre-
ports its availability to the other systens on the sane subnetworKk.
The shorter the Configuration Tiner, the nore quickly other systens
on the subnetwork will beconme aware when the reporting system becones
avail abl e or unavail able. The increased responsi veness must be traded
of f agai nst increased use of resources in the subnetwork and in the
reci pi ent systens.

7.1.2 Hol di ng Ti ner

The Hol ding Tinmer applies to both Configuration Information and Route
Redirection Information. The value of the Holding Tinmer is set by the
source of the information and transmtted in the appropriate PDU. The
recipient of the information is expected to retain the information no
| onger than the Holding Tinmer. Ad Configuration or Route Redirection
i nformati on nust be discarded after the Holding Tiner expires to en-
sure the correct operation of the protocol

Further discussion of the rationale for these tinmers and guidelines
for their use may be found in annex 10.

7.2 Report Configuration Function

The Report Configuration Function is used by End Systens and Inter-
nmedi ate Systens to informeach other of their reachability and
current subnetwork address. This function is invoked every tinme the

| ocal Configuration Timer (CT) expires inan ES or IS It is also in-
voked upon receipt of a Query Configuration PDU from anot her End Sys-
tem
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7.2.1 Report Configuration by End Systens

An End System constructs and transmits one ESH PDU (ESH stands for
"End System Hello") for each NSAP it serves, and issues one

SN_UNI TDATA. - Request with the ESH PDU as the SNSDU on each subnet -
work to which it is attached.

Not e:

The necessity to transnit a separate ESH PDU for each NSAP served by
the Network entity arises fromthe lack of a formalized relationship
between Network Entity Titles and NSAP addresses. If this relationship
could be constrained to require that all NSAP addresses be assigned as
| eaf subdonmins of a donmin represented by the | ocal Network entity’s
Network entity Title, then a single ESH PDU could be transmitted
containing the ESs Network entity Title. The Network entity Title

woul d then inmply which NSAPs mi ght be present at that End system

The Holding Timer (HT) field is set to approximately tw ce the ESs
Configuration Tinmer (CT) parameter. This variable is set to a value

| arge enough so that even if every other ESH PDU is discarded (due to
| ack of resources), or otherwi se |lost in the subnetwork, the confi-
guration information will still be maintai ned. The val ue nust be set
smal | enough so that Internediate Systens can respond in a tinely
fashion to End Systens beconi ng avail abl e or unavail abl e.

The SN Destination_Address parameter is set to the group address that
indicates "All Internediate System Network Entities". This ensures
that a single transm ssion on a broadcast subnetwork will reach al

of the active Internedi ate Systens.

Not e:
The actual value of the SN Destination_Address used to nmean "Al
I ntermedi ate System Network Entities" is subnetwork dependent and wl|l
nmost likely vary from subnetwork to subnetwork. It would of course be
desirabl e that on wi del y-used subnetwork types (such as those based
on DI'S 8802) that this value and the value of the "All End System
Network Entities" group address, be standardi zed.

7.2.2 Report Configuration by Internediate Systens

An Internmedi ate System constructs a single I SH PDU (I SH stands for
"Intermedi ate System Hell 0") containing the ISs Network Entity Title
and i ssues one SN_UN TDATA. Request with the |ISH PDU as the SNSDU on
each subnetwork to which it is attached.

The Holding Timer (HT) field is set to approximately twice the Inter-
nmedi ate Systemis Configuration Tiner (CT) paraneter. This variable is
set to a value large enough so that even if every other ISH PDU is

di scarded (due to lack of resources), or otherwise lost in the sub-
network, the configuration information will still be maintained. The
val ue nmust be set small enough so that End Systens will quickly cease
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to use ISs that have failed, thus preventing "black holes" in the
Net wor K.

The SN Destination_Address parameter is set to the group address that
indicates "All End System Network Entities".This ensures that a sin-

gle transm ssion on a broadcast subnetwork will reach all of the ac-

tive End Systens.

7.3 Record Configuration Function
The Record Configuration function receives ESH or | SH PDUs, extracts

the configuration information, and adds or replaces the correspondi ng
configuration information in the local Network entity’ s Routing In-

formation base. |f insufficient space is available to store new con-
figuration information, the PDU is discarded. No Error Report is gen-
er at ed.

Not e:

The protocol is described such that End Systens receive and record
only I'SH PDUs and Intermedi ate Systens receive and process only

ESH PDUs. |f an ES so desires however, it may decide to process ESH
PDUs as well (on a broadcast network this is easily done by enabling
the appropriate group address). There is potentially some perfornmance

i nprovenent to be gained by doing this, at the expense of extra nenory,
and possibly extra processing cycles in the End System The

ES, by recording other ESs’ Configuration information, may be able

to route NPDUs directly to ESs on the |l ocal subnetwork w thout first
being redirected by a Internediate System

Simlarly, Internediate Systens nmay choose to receive the | SH PDUs
of other ISs, allowing this protocol to be used as the initialization a
nd

t opol ogy nai ntenance portion of a full I1S-to-1S routing protocol
Both of these possibilities are for further study.

7.4 Flush A d Configuration Function
The Flush A d Configuration Function is executed to renove Confi gura-
tion entries in the routing information base whose Hol ding Ti mer has
expired. Wien the Holding Time for an ES or IS expires, this func-
tion renoves the corresponding entry fromthe routing information
base of the | ocal Network Entity.

7.5 Query Configuration Function

The Query Configuration Function is perforned under the follow ng
ci rcunst ances:

1. The End Systemis attached to a broadcast subnetwork,

2. There is no Internediate Systemcurrently reachable on the
subnetwork (i.e. no | SH PDUs have been received since the | ast
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i nformati on was flushed by the Flush A d Configuration Function),

3. The Network Layer’s Route PDU Function needs to obtain the SNPA
address to which to forward a PDU destined for a certain NSAP, and

4. The SNPA address cannot be obtained either by a local transformation
or a local table I ookup

Not e:
Despite appearances, this is actually a quite compn case, since it
is likely that there will be nunerous isolated Local Area Networks

wi thout Internediate Systens to rely upon for obtaining routing
information (e.g.via the Request Redirect Function of this protocol).
Further, if the Internediate Systen{(s) are tenporarily unavail abl e,

wi t hout this capability comrunication on the |ocal subnetwork woul d
suffer unless nanually-entered tables were present in each End System
or all NSAPs of the subnetwork had the subnetwork SNPA address
enbedded in them

The End System when needing to route an NPDU to a destinati on NSAP
whose SNPA is unknown issues an SN _UNI TDATA. Request with the NPDU as
the SN Userdata. The SN Destinati on_Address paraneter is set to the
group address that indicates "All End System Network Entities".

Subsequently an ESH PDU rmay be received contai ning the NSAP address
along with the correspondi ng SNPA address (see clause 7.6). In such a
case the End System executes the Record Configuration function for
the NSAP, and therefore will be able to route subsequent PDUs to that
destination using the specified SNPA. If no ESH PDU i s received, the
End System may declare the destination NSAP is not reachable. The
length of tine to wait for a response before indicating a failure or
the possibility of repeating the process sone nunber of tines before
returning a failure are local matters and are not specified in this
st andard.

7.6 Confi guration Response Function

The Configurati on Response function is perfornmed when an End System
attached to a broadcast subnetwork receives an NPDU addressed to one
of its NSAPs, with the SN Destination_Address fromthe

SN_UNI TDATA. I ndi cation set to the group address "All End System
Netowr k Entities". This occurs as a result of another ES having per-
formed the Query Configuration function described in clause 7.5.

The End System constructs an ESH PDU identical in content to the ESH
PDU constructed by the Report Configuration function (see clause
7.2.1) for the NSAP to which the received NPDU was addressed. |t then
transmts the ESH PDU to the source of the original NPDU by issuing
an SN_UNI TDATA. Request with the SN Destinati on_Address set to the

val ue of the SN Source_Address received in the SN _UN TDATA. | ndi cati on
with the original NPDU.

| SO N4053 [ Page 21]



RFC 995 Decenber 1986

7.7 Request Redirect Function

The Request Redirect Function is present only in Internediate Systens
and is closely coupled with the Routing and Rel ayi ng Functions of In-
ternedi ate Systens. The Request Redirect Function is coupled with the
"Route PDU Function" described in clause 6.5 of |1SO 8473. The Request
Redirect Function is perfornmed after the Route PDU function has cal -
cul ated the next hop of the Data PDU s path.

When an NPDU is to be forwarded by a Internedi ate System the Request
Redirect Function first exam nes the SN _Source_Address associ at ed
with the SN _UNI TDATA. I ndi cation which received the SNSDU (contai ni ng
this NPDU). If the SN _Source_Address is not froman End Systemon the
| ocal subnetwork (determ ned by exam ning the Configuration inforna-
ti on obtained through the Record Configuration Function), then this
function does no further processing of the NPDU

If the NPDU was received directly froman ES the output of the |ISs
Routing and Rel aying function for this NPDU is exam ned. This out put
wi Il contain, anong other things, the follow ng pieces of inforna-
tion:

1. alocal identifier for the subnetwork over which to forward the NPDU
pl us either

2. the Network entity title and subnetwork address of the IS to which t
forward the NPDU, or

3. the subnetwork address of the destination End System

The Request Redirect function nust now determine if the source ES
coul d have sent the NPDU directly to the Network entity the Inter-
nmedi ate Systemis about to forward the PDU to. If any of the follow
ing conditions hold, the source ESshould be infornmed of the "better"
path (by sending an RD PDU to the originating ES):

1. The next hop is to the destination system and the destination is
directly reachabl e (at subnetwork address BSNPA) on the source ESs
subnet wor k, or

2. The next hop is to a Internmedi ate System which is connected to the
same subnetwork as the ES.

If the better path exists, the IS first conpletes normal processing
of the received NPDU and forwards it.It then constructs a Redirect
PDU (RD PDU) containing the Destination Address of the original NPDU
t he subnetwork address of the better next hop (BSNPA), the Network
Entity Title of the IS to which the ES is being redirected (unl ess
the redirect is to the destination ES), a Holding Tinme (HT), QoS

Mai nt enance, Priority, and Security options that were present in the
Data NPDU (these are sinply copied fromthe Data PDU). The HT is set
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to the value of the local Redirect Tinmer (RT). See Annex A for a dis-
cussion of how to choose the value of RT. |If there are insufficient
resources to both forward the original NPDU and to generate and send
an RD PDU, the original NPDU nust be given preference. The Inter-
medi ate System (assuming it has sufficient resources) then sends the
RD PDU to the source End System using the SN Source_Address of the
recei ved NPDU as the SN Destination_Address for the SN _UN TDATA. -
Reqgeust .

Record Redirect Function

The Record Redirect Function is present only in End Systens. This
function is invoked whenever an RD PDU is received. It extracts the
redirect informati on and adds or replaces the correspondi ng redirec-
tion information in the local Network entity’s Routing Information
base. The essential information is the redirection mapping froma
Destination Address to a subnetwork address, along with the Priority,
Security, and QoS Mai ntenance options and the Holding Time for which
this mapping is to be considered valid. If the Redirect was to anoth-
er Internediate System the Network Entity Title of the ISis record-
ed as well.

Not e:

If insufficient menory is available to store new redirection informatio

the RD PDU may be safely discarded since the original Internediate
Systemwill continue to forward PDUs on behalf of this Network entity
anyway.

Ref resh Redirect Functi on

The Refresh Redirect Function is present only in End Systens. This
function is invoked whenever an NPDU is received by a destination ES.
It is closely coupled with the function that processes recei ved NPDUs
at a destination Network Entity. This is the "PDU Deconposition" func-
tion in 1SO 8473. The purpose of this function is to increase the

| ongevity of a redirection without allowi ng an incorrect route to
persist indefinitely. The Source Address (SA), Priority, Security,
and QoS options are extracted and conpared to any Destination Address
and QoS paraneters being nmaintained in the Routing Information base
(such information woul d have been stored by the Record Redirect Func-
tion). If a corresponding entry is found, the previous hop of the PDU
is obtained fromthe SN Source_Address paraneter of the

SN Unitdata.Indication primtive by which it was received. |If this
address mat ches the next hop address stored with the redirection in-
formation, the remaining holding time for the redirection is reset to
the original holding timer that was obtained fromthe RD PDU

Not e:

The purpose of this function is to avoid tinmng out redirection entries
when the Network entity is receiving return traffic fromthe destinatio

via the same path over which it is currently sending traffic.This is
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particularly useful when the destination systemis on the sane subnetwo

as the source, since after one redirect no IS need be involved in
the ES-to-ES traffic.

This function nust operate in a very conservative fashi on however,

to prevent the formation of black holes. The renmaining holding tine
shoul d be refreshed only under the exact conditions specified above.
For a discussion of the issues surrounding the refresh of redirection
i nformati on, see Annex 10.

10 Fl ush d d Redirect Function

The Flush A d Redirect Function is executed to renmove Configuration

entries in the routing information base whose Hol ding Ti mer has ex-

pired. Wen the Holding Tinme for an ES or IS expires, this function
renoves the corresponding entry fromthe routing information base of
the local Network Entity.

11 PDU Header Error Detection

The PDU Header Error Detection function protects against failure of
Intermedi ate or End System Network entities due to the processing of
erroneous information in the PDU header. The function is realized by a
checksum conputed on the entire PDU header. The checksumis verified
at each point at which the PDU is processed. |If the checksum cal cul a-
tion fails, the PDU nust be di scarded.

The use of the Header Error Detection function is optional and is
sel ected by the originating Network Entity. If the function is not
used, the checksumfield of the PDU header is set to zero.
If the function is selected by the originating Network Entity, the
val ue of the checksumfield causes the following formulf to be satis-
fied:

(The Ssumfromi=1 to L of a(i)) (nod 255) =0

(The sumfromi=1 to L of (L - i + 1) * a(i)) (nod 255) =0
where L = the nunber of octets in the PDU header, and a(i) = the val ue of
the octet at position i. The first octet in the PDU header is considered

occupy position i = 0.

When the function is in use, neither octet of the checksumfield may be
set to zero.
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7.12 Cl assification of Functions

| mpl enent ati ons do not have to support all of the functions described
in clause 7. Functions are divided into four categories:

Type A These functions nust be supported in all cases.

Type B: These functions nmust be supported by Systens which inpl enent
the Configuration Information.

Type C These functions nmust be supported by Systens which inpl enent
the Redirect Information.

Type D These functions are optional.

If a PDU is received which invokes an optional function that is not
i npl erented, that PDU is discarded.

Tabl e 3 shows how the functions are divided into these four
categories, and to which type of system (ES, IS, or both) they apply.

| Function | Cat egory | System Type |
I I I I
| Report Configuration | B | ES, IS |
| Record Configuration | B | ES, IS |
| Configuration Response | A | ES |
| Flush A d Configuration | B | ES, IS |
| Request Redirect | C | IS |
| Query Configuration | B | ES |
| Record Redirect | C | ES |
| Refresh Redirect | D | ES |
| Flush A d Redirect | C | ES |
| PDU Header Error Detection | A | ES, IS |
I I I I

Table 3: Categories of Protocol Functions
8 Structure and Encodi ng of PDUs

Not e:
The encoding of the PDUs for this protocol is conpatible with that
used in | SO 8473.

Tenporary Note:
The method enpl oyed for describing the encoding of PDUs is provisional.
Menber bodies are requested to comment on whet her anot her
met hod (such as ASN.1 with an appropriate concrete syntax) woul d
be preferable.
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8.1 Structure

Al'l Protocol Data Units shall contain an integral nunber of
octets. The octets in a PDU are nunbered starting fromone (1) and in-
creasing in the order in which they are put into an SNSDU. The bits
in an octet are nunbered fromone (1) to eight (8), where bit one (1)
is the loworder bit. Wen consecutive octets are used to represent
a binary nunmber, the |l ower octet nunber has the nost significant

val ue.

Any subnetwork supporting this protocol is required to state inits
specification the way octets are transferred, using the ternms "nopst
significant bit" and "least significant bit". The PDUs of this proto-
col are defined using the terns "nost significant bit" and "I east
significant bit".
Not e:

When the encoding of a PDU is represented using a diagramin this

section, the followi ng representation is used:

a) octets are shown with the | owest nunbered octet to the left,

hi gher nunber octets being further to the right;
b) within an octet, bits are shown with bit eight (8) to the left and
bit one (1) to the right.

PDUs shall contain, in the follow ng order:

1. the fixed part;

2. the Network address part;

3. the Subnetwork address part, if present; and

4. the Options part, if present.

8.2 Fi xed Part
8.2.1 Cenera

The fixed part contains frequently occurring paraneters including the

type code (ESH, ISH or RD) of the protocol data unit.The | ength and
the structure of the fixed part are defined by the PDU code.
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The fixed part has the follow ng format:

Cct et
| Net wor k Layer Protocol Identifier | 1
I Lengt h I ndi cator I 2
I Ver si on/ Protocol |1d Extension I 3
I reserved (nust be zero) I 4
I 01010 | Type I 5
I"'"l"'l'"l Hol di ng Ti ne I 6,7
i Checksum i 8,9

Figure 1: PDU Header -- Fixed Part

8.2.2 Network Layer Protocol Identifier
The value of this field shall be 1000 0010.

Tenporary Note:
The val ue 1000 0010 is provisional, pending resolution of the NLPID
i ssue in SC6.

This field identifies this Network Layer Protocol as |SO SC6/ N4A053,
End Systemto Internedi ate System Routing Exchange Protocol for use in
conjunction with | SO 8473.

8.2.3 Length Indicator

The length is indicated by a binary nunber, with a maxi num val ue of
254 (1111 1110).The length indicated is the Iength of the entire PDU
(which consists entirely of header, since this protocol does not car-
ry user data) in octets, as described in clause 8.1. The val ue 255
(1111 1111) is reserved for possible future extensions.

8.2.4 Version/Protocol ldentifier Extension
The value of this field is binary 0000 0001. This identifies a stan-

dard version of |SO xxxx, End Systemto Internediate System Routing
Exchange Protocol for use in conjunction with | SO 8473.
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8.2.5 Type Code

The Type code field identifies the type of the protocol data unit.
Al'l owed val ues are given in table 4.

| | Bits 5 4 3 2 1|
I I I
I I I
| ESH PDU | 0O 0O O 1 0]
I I I
| ' SH PDU | 0O 0 1 0 0]
I I I
| RD PDU | O o0 1 1 0]

I I

Table 4: Valid PDU Types
Al'l other PDU type values are reserved.
8.2.6 Holding Tine

The Holding Tinme field specifies for how |l ong the receiving Network
entity should retain the configuration/routing infornmation contained
inthis PDU. The receiving Network entity should discard any infor-
mati on obtained fromthis PDU fromits internal state when the hol d-
ing time expires. The Holding tinme field is encoded as an integra
nunber of mcro-fortnights.

8.2.7 PDU Checksum

The checksumis conputed on the entire PDU header. A checksum val ue
of zero is reserved to indicate that the checksumis to be ignored.
The operation of the PDU Header Error Detection function (C ause
7.11) ensures that the value zero does not represent a valid check-
sum A non-zero val ue indicates that the checksum nust be processed.
I f the checksum cal culation fails, the PDU nust be di scarded.

8.3 Net wor k Addr ess Part

8.3.1 Cenera
Address paraneters are distinguished by their |ocation. The different
PDU types carry different address paraneters however. The ESH PDU car -
ries a Source NSAP address (SA); the ISH PDU carries a Internediate
System Network entity Title (NET); and the RD PDU carries a Destina-
ti on NSAP address (DA), and possibly a Network Entity Title (NET).

8.3.2 NPAI (Network Protocol Address |Information) Encoding

The Destination and Source Addresses are Network Service Access Point
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addresses as defined in | SO 8348/ AD2, Addendumto the Network Service
Definition Covering Network Layer addressing. The Network Entity Title
address paraneter is defined in clause 4.5. The Destinati on Address,
Source Address, and Network Entity Title are encoded as NPAI using
the binary syntax defined in clause 8.3.1 of |SO 8348/ AD2.

The address information is of variable I ength. Each address paraneter
is encoded as follows:

| Cctet | Address paraneter Length Indicator

I n I (e.g., 'm) I
| Cctets | |
| n+ 1 | Addr ess Paraneter Val ue |
| thru | |
| n+m | I
I I I

Figure 2: Address Paraneters
8.3.3 Source Address Paraneter for ESH PDU

The Source Address is the NSAP address of an NSAP served by the Net-
work entity sending the ESH PDU. It is encoded in the ESH PDU as fol -
| ows:

Cct et
| Source Address Length Indicator (SAL) | 10
I
I |11
: Sour ce Address (SA :
| | m- 1

I I
Figure 3: ESH PDU - Network Address Part

8.3.4 Network Entity Title Parameter for | SH PDU
The Network entity Title paraneter is the Network Entity Title of the

I nternmedi ate System sending the ISH PDU. It is encoded in the | SH PDU
as follows:
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Cct et
| Network Entity Title Length Indicator (NETL) | 10
I
I | 11
: Network Entity Title (NET) :
| | m- 1

I I
Figure 4: 1SH PDU - Network Address Part

8.3.5 Destination Address Paraneter for RD PDU

The Destination Address is the NSAP address of a destination associ-
ated with sone NPDU being forwarded by the Internedi ate System send-
ing the RD PDU. It is encoded in the RD PDU as foll ows:

Cct et
| Destinati on Address Length Indicator (DAL) | 10
I
I | 11
: Destinati on Address (DA) :
| | m- 1

I I
Figure 5: RD PDU - Network Address Part

8.4 Subnet wor k Address Part

The Subnetwork Address Part is present only in RD PDUs.It is used to

i ndi cate the subnetwork address of another Network entity on the sane
subnetwork as the End System (and I nternedi ate Systen) which may be a
better path to the destination specified in the Network Address Part.
The Subnetwork Address paraneter is encoded in the same nanner as the
Net wor k Addr ess paraneters.
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8.4.1 Subnet wor k Addr ess Paraneter for RD PDU

The Subnetwor k Address Parameter is encoded in the RD PDU as fol -

| ows:
Cct et
| Subnet wor k Address Length I ndicator (BSNPAL) | m
I
| | m+ 1
: Subnet wor k Addr ess ( BSNPA) :
| | n- 1
I I
Figure 6: ESH PDU - Address Part
8.5 Opti ons Part

8.5.1 Gener a

The options part is used to convey optional paraneters. The options

part
of the PDU header is illustrated bel ow
Cct et
I _ | p
Opti ons
I I q

Figure 7: Al PDUs - Options Part

If the options part is present, it may contain one or nore parane-
ters. The nunber of paranmeters that nmay be contained in the options
part is constrained by the length of the options part, which is
determ ned by the follow ng fornul a:

PDU Header Length - (length of fixed part + length of address
part + length of segnmentation part),

and by the Iength of the individual optional parameters.
Parameters defined in the options part nmay appear in any order. Du-

plication of options is not permtted. Receipt of a PDU with an option
duplicated nmust be treated as a protocol error

| SO N4053 [ Page 31]



RFC 995 Decenber 1986

The encodi ng of paraneters contained within the options part of the

n+m+1

PDU header is illustrated belowin figure 8.

Cctets

| n | Parameter Code

I I I

| n+1 | Paraneter Length

I I I

| n+2 I I

| to | Paraneter Value |

I I I

I I I

Figure 8: Encoding of Option Paraneters

The paraneter code field is coded in binary and, w thout extensions,
provi des a maxi mum of 255 different paraneters. No paraneter codes
use bits 8 and 7 with the value 00, so the actual maxi mum nunber of
paranmeters is |lower. A paraneter code of 255 (binary 1111 1111) is
reserved for possible future extensions.

The parameter length field indicates the length, in octets, of the
paraneter value field. The length is indicated by a positive binary
nunber, m wth a theoretical maxi mnum val ue of 254. the practical
maxi nrum val ue of mis lower. For exanple, in the case of a single
paraneter contained within the options part, two octets are required
for the parameter code and the paraneter |ength indicators. Thus, the
value of mis linmted to:

m = 252-(length of fixed part +length of address part
+l engt h of segnentation part )

For each succeedi ng paraneter the nmaxi num val ue of m decreases. The
paraneter value field contains the value of the paraneter identified
in the paraneter code field.

The followi ng paraneters are permitted in the options part.

8.5.2 Security
The Security paranmeter conveys information about the security re-
quested in the Data PDU that caused the containing RD PDU to be gen-

erated. This paraneter has the same encoding and semantics as the
Security parameter in | SO 8473.

Par anet er Code: 1100 0101
Par anet er Lengt h: vari abl e
Par anet er Val ue: See Section 7.5.3 of |SO 8473
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8.5.3 Quality of Service Mintenance

The Quality of Service parameter conveys information about the quali -
ty of service requested in the Data PDU that caused the containing RD
PDU to be generated.

Thi s paraneter has the same encoding and semantics as the QoS Minte-
nance paraneter in | SO 8473.

Par anet er Code: 1100 0011
Par anet er Lengt h: vari abl e
Par anmet er Val ue: See Section 7.5.6 of |SO 8473

8.5.4 Priority

The Priority paranmeter conveys information about the priority re-

quested in the Data PDU that caused the containing RD PDU to be gen-
er at ed.

This paraneter has the same encodi ng and senantics as the Priority
paraneter in | SO 8473.

Par anmet er Code: 1100 1101
Par anet er Lengt h: one octet
Par anmet er Val ue: See Section 7.5.7 of |1SO 8473
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8.6 End System Hell o (ESH) PDU
8.6.1 Structure

The ESH PDU has the follow ng format:

Cct et
| Net wor k Layer Protocol Identifier | 1
I I
| Lengt h | ndi cat or | 2
I I
| Ver si on/ Protocol 1d Extension | 3
I I
| reserved (rnust be zero) | 4
I I
IO IO IO I Type I 5
| Hol di ng Ti me | 6,7
I I
| Checksum | 8,9
I I
| Source Address Length Indicator (SAL) | 10
I I
I | 11
Source Address (SA) :
| | m- 1
I I
| _ | m
Opti ons
| | p- 1

Figure 9: ESH PDU For mat
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8.7 Internmedi ate System Hello (ISH) PDU
8.7.1 Structure

The | SH PDU has the follow ng format:

Cct et
| Net wor k Layer Protocol Identifier | 1
I I
| Lengt h | ndi cat or | 2
I I
| Version/ Protocol |d Extension | 3
I I
| reserved (nust be zero) | 4
I I
IO IO IO I Type I 5
| Hol di ng Ti me | 6,7
I I
| Checksum | 8,9
I I
| Network Entity Title Length Indicator (NETL) | 10
I I
I | 11
: Network Entity Title (NET) :
| | m- 1
I I
| _ | m
Opti ons
| | p- 1

Figure 10: |SH PDU For mat
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8.8 Redi rect (RD) PDU
8.8.1 Structure

The RD PDU has the followi ng format:

Cct et
| Net wor k Layer Protocol Identifier | 1
I I
| Lengt h I ndi cator | 2
I I
| Ver si on/ Protocol 1d Extension | 3
I I
| reserved (nust be zero) | 4
I I
IO IO IO I Type I 5
| Hol di ng Ti ne | 6,7
I I
| Checksum | 8,9
I I
| Destinati on Address Length Indicator (DAL)| 10
I I
I | 11
: Destinati on Address (DA) :
| | m- 1
I I
| Subnet wor k Address Length |Indicator (BSNPAL) | m
I I
| | m+ 1
: Subnet wor k Addr ess ( DBSNPA) :
| | n- 1
I I
| Network Entity Title Length Indicator (NETL) | n
I I
| | n+1
: Network Entity Title (NET) :
| | p- 1
I I
I _ | p

Opti ons

| | q- 1

Figure 11: RD PDU Format when Redirect is to an IS
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Net wor k Layer Protocol Identifier
Lengt h | ndi cat or
Ver si on/ Protocol 1d Extension
reserved (nust be zero)
00| Type

Hol di ng Ti ne

Checksum

Destinati on Address Length Indicator (DAL)

o

Destinati on Address (DA)

Subnet wor k Address Length I ndicator (BSNPAL)

Subnet wor k Addr ess ( DBSNPA)

NETL = O

Opti ons

Quality of Service

Figure 12: RD PDU Format when Redirect is to an

9 Formal Description
{Maybe next pass...}
10 Conf or mance

See Cl ause 6. 2.
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ANNEX A.  SUPPORTI NG TECHNI CAL MATERI AL

Al Use of Tiners

Thi s protocol makes extensive use of tiners to ensure the tineliness
and accuracy of information di ssem nated using the Configuration and
Rout e Redirection functions. This section discusses the rationale for
usi ng these tiners and provi des sonme background for how they operate.

Systens using this protocol |earn about other systens exclusively by
receiving PDUs sent by those systenms. In a connectionl ess environ-
ment, a system nmust periodically receive updated i nformation to en-
sure that the information it previously received is still correct.
For exanmple, if a systemon a subnetwork becomes unavail abl e (either
it has ceased operating, or its SNPA becones inoperative) the only
way anot her system can detect this fact is by the absence of

transni ssions fromthat system If information were retained in the
absence of new PDUs being received, configuration and/or routing in-
formati on woul d inevitably become incorrect. The Hol ding Tiners
specified by this protocol guarantee that old information will not be
retai ned indefinitely.

A useful way of thinking of the configuration and route redirection
information is as a cache nuai ntai ned by each system The cache is
periodically flushed to ensure that only up-to-date information is
stored. Unli ke nost caches, however, the tine to retain information is
not a purely local matter. Rather, information is held for a period
of time specified by the source of the information. Sone exanpl es
will help clarify this operation

Al1l Exanpl e of Holding Tinme for Route Redirection

Route Redirection Information is obtai ned by an End System t hrough
the Request Redirect function (see clause 7.7).1t is quite possible
that a Internmediate System night redirect an End Systemto another 1S
whi ch has recently becone unavailable (this m ght happen if the IS
to-1S routing algorithmis still converging follow ng a configuration
change). If the Holding Timer were not present, or was set very |ong
by the sending IS, an End System woul d have been redirected into a

Bl ack Hol e from which none of its Data PDUs woul d ever energe. The

I ength of the Holding Tinmer on Redirects specifies, in essence, the

I ength of time black holes are permtted to exist.

On the other hand, setting the Holding Tinmer on Route Redirects very
short to minimze the effect of black holes has other undesirable
consequences. First, for each PDU that causes a redirect, an addition-
al PDU beside the original Data PDU nust be conposed and transmtted;
this increases overhead. Second, each tinme a "working" redirect’s

Hol ding Timer expires, the redirected End Systemw |l revert to a
poorer route for at |east one PDU
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Al2 Exanpl e of Holding Tiner for Configuration |Information

A simlar type of problemcan occur with respect to Configuration in-
formation. If the Holding Tine of a | SH PDU (see clause 7.2.2) is set
very long, and the only Intermedi ate System (whi ch has been sendi ng
this Configuration Information) on the subnetwork becones unavail -
abl e, a subnetwork-w de black hole can form During this tinme, End
Systens on the subnetwork may not be able to communicate with each

ot her because they presune that a Internediate Systemis operating
which will forward their Data PDUs to destination ESs on the | ocal
subnetwork and return RD PDUs. Once the Holding Tinme expires, the ESs

will realize that no IS is available and will take their only
recourse, which is to send their traffic directly on the | ocal sub-
net wor k.

G ven the types of problens that can occur, it is inportant that
responsibility for incorrect information can be unanbi guously as-
signed to the source of the information. For this reason all Hol ding
Timers are calculated by the source of the Configuration or Route
Redirection informati on and conmuni cated explicitly to each recipient
in the appropriate PDU

A 2 Refresh and ti meout of Redirection information

The protocol allows End Systens to refresh redirection infornmation
without first allowing the holding time to expire and being redirect-
ed by a Internediate Systemfor a second (or subsequent) tinme. Such
schenmes are preval ent in connectionless subnetworks and are often
called "reverse path information”, "previous hop cache" or sonething
simlar.

Refreshing the redirection information has obvi ous performance bene-
fits, but can be dangerous if not handled in a very conservative
fashion. In order for a redirection to be safely refreshed, all of
the follow ng conditions nmust hol d:

1. The source address of the received PDU nust be exactly the sane
as the destination address specified in a prior RD PDU (this
defines a "match” on the redirection information). Mking
assunpti ons about the equival ence of abbrevi ated addresses,
group addresses, or simlar "special" addresses is dangerous
since routing for these addresses cannot be assuned to be
t he sane.

2. The Quality of Service parameters of the received PDU nust be
exactly the sane as the QoS paraneters specified in the matching
(by destination address) redirection entry.Again, there is no
guarantee that PDUs with different QoS paraneters will be routed
the same way. It is quite possible that the redirected path is
even a black hole for certain values of the QS paraneters (the
security field is a good exanple).
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3. The "previous hop" of the received Data PDU nust match the "next
hop" stored in the redirection information. Specifically, the
SN_Sour ce_Address of the SN_UN TDATA. I ndi cati on which received the
PDU nust nmatch exactly the SN Destination_Address specified in the
redirect to be used for sending traffic via the SN_UN TDATA. Request
primtive. This conparison ensures that redirects are refreshed only
when the reverse traffic is being received fromthe sanme IS (or
destination ES) as the forward traffic is being sent through (or
to). This check make certain that redirects are not refreshed for
just on the basis of traffic being received fromthe destination
It is quite possible that the traffic is sinply indicating that the
forward path in use is not working!

Note that these conditions still allowrefresh in the nost useful and
conmon cases where either the destination is another ES on the same
subnetwork as the source ES, or the redirectionis to a IS whichis
passing traffic to/fromthe destination in both directions (i.e. the
path is synmetric).

A 3 System Initialization Considerations

This protocol is designed to make the exchange of information as free
as possible from dependenci es between the two types of systens.
therefore, it is not possible for an End Systemto request all Inter-
nmedi ate Systens on a subnetwork to report their configuration, nor is
it possible for an Internediate Systemto request all End Systens on
a subnetwork to report their configuration

In certain operating environments a constraint may be inposed than an
ES, upon beconi ng operational, nust discover the existence of an IS
as soon as possible.The converse relationship also holds if it is
necessary for an IS to discover the existence of End Systenms as soon
as possible. In both cases the availability of this information is
normal |y determ ned by the Configuration Tinmer of the systemfor

whi ch the know edge is desired. there is therefore a tradeoff between
the overhead associated with perform ng the Report and Record Confi -
guration functions and the tinely availability of the configuration

i nformati on. Decreasing the Configuration Tinmer increases the avail a-
bility at the expense of an increase in overhead.

The followi ng solution is reconmended for addressing the constraint
descri bed above. Wen the Record Configuration function is invoked in
either an End Systemor an Internmedi ate System the function wll
determine if the received configuration information was previously
unknown. I f this is the case, then the Report Configuration function
may be invoked before the expiration of the systemi s Configuration
Timer. The Hell o PDU generated by the Report Configuration function
is then sent only to the Network Entity whose configuration was pre-
vi ously unknown. Thus when an ES or IS first becones operational it

i medi ately reports its configuration. As soon as systenms of the oth-
er type discover the new network entity, they will make their own

| SO N4053 [ Page 40]



RFC 995 Decenber 1986

configuration known to this entity.

The additional overhead incurred by this solution is mniml. Al so,
since the discovery of new configurations is made tinely by this ap-
proach the Configuration Tinmer period can be increased in order to
decrease the overhead of the configuration functions, provided that
other factors not discussed here are accounted for by the longer tine
period. One caveat is that the first Hello PDU generated by a system
may be lost during transm ssion. To solve this probl emone or nore
addi tional PDUs may be transmitted at short time intervals during
this initialization period.

Note that this solution may be inplemented in ISs only, in ESs only,
or in both Internediate and End Systens. This decision is purely a |o-
cal matter and may be alterabl e through System Managenent.

A 4 Optim zations for Flushing Redirects

An ES will attenpt to forward NPDUs through an IS to which it has
been redirected until the Holding Tinmer specified in the RD PDU has
expired, even if that IS is no |onger reachable. Under certain cir-
cunstances, it is possible to do better and recogni ze the exi stence
of a black hole sooner. In particular, if the ES expects to hear |SH
PDUs fromthe IS to which it has been redirected, and the Holding Ti-
mer for that 1S expires, all know edge of the IS may be forgotten by
the ES. This includes any redirects, which nmay be flushed (see the
Flush O d Redirect function) even though their tineouts have not ex-
pired.
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