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Abstract

Thi s docunent describes the Milticast Address-Set C ai m (MASC)
protocol which can be used for inter-domain nulticast address set

all ocation. MASC is used by a node (typically a router) to claimand
all ocate one or nore address prefixes to that node’'s domain. Wile a
domai n does not necessarily need to allocate an address set for hosts
in that donain to be able to allocate group addresses, allocating an
address set to the domain does ensure that inter-domain group-
specific distribution trees will be locally-rooted, and that traffic
will be sent outside the domain only when and where externa

recei vers exist.
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1.

1.

1.

1.

2.

| nt roducti on

Thi s docunent describes MASC, a protocol for inter-domain nulticast
address set allocation. The MASC protocol (a Layer-3 protocol in the
mul ti cast address allocation architecture [ MALLOC]) is used by a node
(typically a router) to claimand all ocate one or nore address
prefixes to that node’'s domain. Each prefix has an associ at ed
lifetime, and is chosen out of a larger prefix with a lifetinme at

| east as long, in a manner such that prefixes are aggregatable. At
any time, each MASC node (a Prefix Coordinator in [ MALLOC]) wi |l
typically advertise several prefixes with different lifetines and
scopes, allowing Multicast Address Allocation Servers (MAAS' s) in
that donain or child MASC donai ns to choose appropriate addresses for
their clients.

The set of prefixes ("address set") associated with a donain is
injected into an inter-donain routing protocol (e.g., BGP4+ [ MBGP]),
where it can be used by an inter-domain nulticast tree construction
protocol (e.g., BGW [BGW]) to construct inter-domain group-shared
trees.

Note that a domain does not need to allocate an address set for the
hosts in that domain to be able to allocate group addresses, nor does
al l ocating necessarily guarantee that hosts in other domains will not
use an address in the set (since, for exanple, hosts are not forced
to contact a MAAS before using a group address). Allocating an
address set to a domai n does, however, ensure that inter-domain
group-specific nmulticast distribution trees for any group in the
address set will be locally-rooted, and that traffic will be sent
outsi de the given domain only when and where external receivers

exi st.

Ter ni nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Constants used by this protocol are shown as [ NAME_OF_ CONSTANT], and
sunmari zed in Section 6.

Definitions
Thi s specification uses a nunber of terns that may not be famliar to

the reader. This section defines sone of these and refers to other
docunents for definitions of others.
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MAAS (Ml ticast Address Allocation Server)
A host providing nmulticast address allocation services to end
users (e.g. via MADCAP [ MADCAP]) .

MASC server
A node runni ng MASC

Peer
O her MASC speakers a node directly conmmuni cates with.

Mul ti cast
IP Multicast, as defined for IPv4 in [RFC1112] and for IPv6 in
[ RFC2460] .

Mul ti cast Address
An I P rmulticast address or group address, as defined in [ RFCL112]
and [RFC2373]. An identifier for a group of nodes.

2. Requirenents for Inter-Domain Address Allocation

The key design requirenments for the inter-domain address allocation
nmechani sm ar e:

o Efficient address space utilization when space is scare, which
naturally inplies that address allocations be based on the actual
address usage patterns, and therefore that it be dynanic.

0 Address aggregation, that inplies that the address allocation
nmechani sm be hi erarchi cal

0 Mnimze flux in the allocated address sets (e.g. the address sets
shoul d be reused when possible).

0 Robustness, by using decentralized nechanisns.

The tinmeliness in obtaining an address set is not a major design
constraint as this is taken care of at a |lower |evel [MALLOC].

3. Overall Architecture

The Multicast Address Set Caim (MASC) protocol is used by MASC
domains to claimand all ocate address sets for use by Milticast
Address Al location Servers (MAASs) within each dormain. Typically one
or nore border routers of each donain that requires nulticast address
space of its own would run MASC. Throughout this docunent, the term
"MASC domai n" refers to a domain that has at |east one node running
MASC;, typically these domains will be Autononous Systens (AS's). A
MASC node (on behalf of its donamin) chooses an address set to claim
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Rad

sends a claimto other MASC dormains in the network, and waits while
listening for any colliding clainms. If there is a collision, the
losing clainer gives up the colliding claimand clains a different
address set.

After a sufficiently long collision-free waiting period, the address
set chosen by a MASC node is considered allocated to that node’s
domain. Three things may then happen:

a) The allocated prefix can then be injected as a "multicast route"
into the inter-donmain routing protocol (e.g., BGP4+ [MBGP]) as
"G RIB" Network Layer Reachability Information (NLRI'), where it
may be used by an inter-domain nulticast routing protocol (e.g.,
BGW [BGW]) to construct group-shared trees. To reduce the size
and slow the growth of the GRI B, MASC nodes may perform Cl DR-1i ke
aggregation [CIDR] of the rmulticast NLRI information. This
notivates the need for an algorithmto select prefixes for domains
in such a way as to ensure good aggregation in addition to
achi evi ng good address space utilization.

b) The node’'s domain may assign to itself a sub-prefix which can be
used by MAASs within the domain.

c) Sub-prefixes nay be allocated to child domains, if any.
CaimcCollide vs. Query-Response Rational e

We choose a claimcollide mechanisminstead of a query-response
mechani smfor the follow ng reasons. |In a query-response nmechani sm
replicas of the MASC node woul d be needed in parent MASC donains in
order to nmake their responses be robust to failures. This brings
about the associated probl em of synchronization of the replicas and
possi bly additional fragmentation of the address space. 1In addition,
even in this nechanism address collisions would still need to be
handl ed. W believe the proposed claimcollide nmechanismis sinpler
and nore robust than a query-response nmechani sm

MASC Topol ogy

The domai n hierarchy used by MASC i s congruent to the sonewhat

hi erarchical structure of the inter-donain topol ogy, e.g., backbones
connected to regionals, regionals connected to nmetropolitan

providers, etc. As in BGP, MASC connections are locally configured.
A MASC domain that is a custonmer of other MASC domains will have one
or nore of those provider domains as its parent. For exanple, a MASC
domain that is a regional provider will choose one (or nore) of its
backbone provider domains as its parent(s). Children are configured
with their parent MASC domain, and parents are configured with their

osl avov, et al. Experi nment al [ Page 6]



RFC 2909 The MASC Pr ot ocol Sept ember 2000

children domains. At the top, a nunber of Top-Level Donains are
connected in a (sparse) nmesh and share the global nulticast address
space. To inprove the robustness, a pair of children of the sane
parent domai n MAY be configured as siblings with regard to that

par ent .

Figure 1 illustrates a sanple topology. Double-line |inks denote

i ntra-domain TCP peering sessions, and single-line |links denote

i nter-donmain TCP connections. Tl and T2 are Top-Level Domains (e.g.,
backbone provi ders), containing MASC speakers Tla and T2a,
respectively. P3 and P4 are regi onal donmins, containing (P3a, P3b),
and (P4a, P4b) respectively. P3 has a single customer (or "child"),
C5, containing (Csa, Cbb, C5¢c). P4 has three children, C5, C6, C7,
contai ning (Cbha, C5b, C5¢), (C6a, C6b), and (Cra) respectively.

Tla----------- T2a

I I

| |
P3a====P3b P4a====P4b
I I I I
I | rr o r
I |/ A S
I | / |/ I \
C5a====C5b C6a====C6b---------- Cra
\\ /]
\\//
C5c¢c

Figure 1: Exanple MASC Topol ogy

Al'l MASC conmmuni cations use TCP. Each MASC node is connected to and
comuni cates directly with other MASC nodes. The local node acts in

exactly one of the following four roles with respect to each renote
not e:

| NTERNAL_PEER

The | ocal and renpte nodes are both in the sane MASC donmi n. For
exanmpl e, P4b is an | NTERNAL_PEER of P4a.

CHI LD

A custoner rel ationship exists whereby the | ocal node nay obtain
address space fromthe renote node. For exanple, C6a is a CH LD
inits session with P4a.
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PARENT
A provider relationship exists whereby the renpte node nmay obtain
address space fromthe | ocal node. For exanple, T2a is a PARENT
inits session with P4a. Wether space is actually requested is
up to the inplenentation and | ocal policy configuration.

SI BLI NG
No custoner-provider relationship exists. For exanple, T2a is a
SIBLINGin its session with Tla (Top-Level Dormai n SIBLI NG
peering). Also, Cob is a SIBLINGin its session with C7ra with
regard to their common parent P4.

A node’s nessage will be propagated to its parent, all siblings with
the same parent, and its children. Since a domain need not have a
direct peering session with every sibling, a MASC domai n nust
propagate nessages froma child donain to other children, can
propagat e nessages froma parent domain to other siblings, and, if a
Top-Level Domain, it nust propagate nessages froma sibling to other
siblings, otherwi se may propagate nmessages froma sibling domain to
its parent and ot her siblings.

4.1. Managed vs Local ly-Allocated Space

Each domai n has a "Managed" Address Set, and a "Local |l y-All ocated"
Address Set. The "managed" space includes all address space which a
domai n has successfully claimed via MASC. The "locally-allocated"
space, on the other hand, includes all address space whi ch MAASs

i nside the domain may use. Thus, the locally-allocated space is a
subset of the nanaged space, and refers to the portion which a donain
all ocates for its own use.

For | eaf domains (ones with no children), these two sets are
identical, since all clained space is allocated for |ocal use. A
parent domain, on the other hand, "manages" all address space which
it has clainmed via MASC, while sub-prefixes can be allocated to
itself and to its children.

4.2. Prefix Lifetine

Each prefix has an associated lifetinme. |If a domain wants to use a
prefix longer than its lifetime, that domain nust "renew' the prefix
BEFORE its lifetine expires (see Section 5.2). |If the lifetine

cannot be extended, then the domain should either retry later to
extend, or should choose and cl ai m anot her prefix.

Radosl avov, et al. Experi nment al [ Page 8]



RFC 2909 The MASC Pr ot ocol Sept ember 2000

After a prefix's lifetinme expires, MASC nodes in the domain that own
that prefix must stop using that prefix. The corresponding entry
fromthe G Rl B database nust be renoved, and all infornmation
associated with the expired prefix nay be deleted fromthe MASC
node’ s | ocal nenory.

4.3. Active vs. Deprecated Prefixes

Each prefix advertised by a parent to its children can be either

"active" or "deprecated". A "deprecated" prefix is a prefix that the
parent wi shes to discontinue to use after its lifetine expires. The
"active" prefixes only are candidates for size expansion or lifetinme

extension. Usually, this information will be used by a child as a
hint to know which of the parent’s prefixes mght have their lifetine
ext ended.

4.4, Milti-Parent Sibling-to-Sibling and Internal Peering

Two si bling nodes that have nore than one commobn parent will create
and use between them a nunber of transport-I|evel connections, one per
each comon parent. The information associated with a parent will be

sent over the connection that corresponds to the sane parent.
Internal peers do not need to open nultiple connections between them
a single connection is used for all information.

4.5. Adnministrativel y-Scoped Address Allocation

MASC can al so be used for sub-allocating prefixes of addresses within
an adm ni strative scope zone [ SCOPE], but only if the scope is
"divisible" (as described in [ MALLOC] and [ MZAP]). A MASC node can

| earn what scopes it resides within by listening to MZAP [ MZAP]
nessages.

A "Zone TLD' is a donmmin which has no parent domain within the scope
zone. Zone TLDs act as TLDs for the prefix associated with the
scope. Figure 2 gives an exanple, where a scope boundary around
domai ns P3 and C5 has been added to Figure 1. Domain P3 is a Zone
TLD, since its only parent (T1l) is outside the boundary. Hence, P3
can cl aimspace directly out of the prefix associated with the scope
itself. Domain C5, on the other hand, has a parent within the scope
(narely, P3), and hence is not a Zone TLD
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5.

5.

Tla----------- T2a
| |
............ I....... I
P3a====P3b . P4a
| | /
| | /
| |/
| | /
Cs5a====C5hb
W\ /)
\W\//
C5c¢c

Adm n Scope Zone

Figure 2: Scope Zone Exanple

It is assunmed that the role of a node (as discussed in Section 4)
wWith respect to a given peering session is the sane for every scope
in which both ends are contained. A peering session that crosses a
scope boundary (such as the session between Cob and P4a in Figure 2)
i s ignored when propagating nmessages that pertain to the given scope.
That is, such nessages are not sent across such sessions.

Protocol Details
d ai m ng Space

Wien a MASC node, on behalf of a MASC domain, needs nore address
space, it decides locally the size and the value of the address
prefix(es) it will claimfromone of its parents. For exanple, the
deci sion m ght be based on the know edge this node has about its
parent’s address set, its siblings’ clains and allocations, its own
address set, the claimmessages fromits siblings, and/or the demand
pattern of its children and the | ocal domain. A sanple algorithmis
given in Appendi x A

A MASC node which is not in a top-level domain can initiate a claim
toward a parent MASC dormain if and only if it currently has an
establ i shed connection with at |east one node in that parent domain.

After the prefix address and size are decided, the claimproceeds as
foll ows:
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a) The claimis scheduled to be sent after a randomdelay in the
interval (0, [INITIATE_CLAI M DELAY]). |If a claimoriginated by a
node fromthe sane MASC domain is received, and that claim
elimnates the need for the local claim the local claimis
cancel ed and no further action is taken.

b) The claimis sent to one of the parents (if the donain is not a
top-1evel domain), all known siblings with the sane parent, and

all internal peers. A CaimTiner is then started at
[ WAI TI NG_PERI OD], and the MASC node starts listening for colliding
cl ai ms.

c) If acolliding claimis received while the ClaimTiner is running,
that claimis conmpared with the locally initiated claimusing the
function described in Section 5.1.1. |If the local claimis the
| oser, a new prefix nmust be chosen to claim and the loser claims
C aimTimer nust be canceled. The |loser claimcan be either
explicitly withdrawn, or can be left to expire wthout taking
further actions. |If the winning claimwas originated by a node
fromthe sane MASC domain, no new claimwill be initiated. If the
local claimis the winner, no actions need to be taken.

d) If the CaimTiner expires, the clained prefix becones associ at ed
with the clainer’s domain, i.e. it is considered allocated to that
domai n and the follow ng actions can be perforned:

0 Advertise the prefix to its parent, and to all siblings with
the sanme parent, by sending a PREFI X IN USE claimto them

0 Inject the prefix into the GRIB of the inter-domain routing
pr ot ocol .

0 Send a PREFI X MANAGED nessage to all children and i nternal
peers, inform ng themthat they may issue clains within the
managed space. A sub-prefix may then be clainmed for |oca
usage (see Section 12.2).

Each MASC node receives all clains fromits siblings and children. A
recei ved cl ai m must be eval uated against all clains saved in the

| ocal cache using the function described in Section 5.1.1. The

out put of the function will define the further processing of that
claim (see Section 11).
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5.1.1. daim Conparison Function
Each cl ai m nessage i ncl udes:

o0 a "type", being one of: PREFIX_IN USE, CLAI M DEN ED,
CLAI M_TO EXPAND, or NEW CLAIM (PREFI X_MANAGED and W THDRAW ar e
not considered as clainms that have to be conpared)

0 timestanp when the claimwas initiated
0 the clainmed prefix and lifetine
o MASC ldentifier of the node that originated the claim

When two clains are conpared, first the type is conpared based on the
foll ow ng precedence:

PREFI X_I N_USE > CLAI M DENI ED > CLAI M_TO EXPAND > NEW CLAI M

If the type is the sane, then the tinmestanps are used to conpare the
claims. In practice, two clainms will have the sane type if the type
is either NEWCLAI M (ordinary collision) or PREFI X_ I N USE (signal for
a clash). When the tinestanps are conpared, the claimwth the
smallest, i.e. earliest timestanp wins. |If the tinmestanps are the
sane, then the claimwith the smallest Origin Node Identifier wns.

5.2. Renewing an Existing Caim

The procedure for extending the lifetinme of prefixes already in use
is the same as clai nmng new space (see Section 5.1), except that the
claimtype nmust be CLAIM TO EXPAND, while the Address and the Mask of
the claim (see Section 7.3) nust be the sanme as the already allocated
prefix. If the ClaimTimer expires and there is no collision, the
desired lifetime is assuned.

5.3. Expanding an Existing Prefix

The procedure for extending the lifetinme of prefixes already in use
is the same as clai nmng new space (see Section 5.1), except that the
claimtype nmust be CLAIM TO EXPAND, while the Address and the Mask of
the claim (see Section 7.3) nust be set to the desired values. |If
the CaimTinmer expires and there is no collision, the desired |arger
prefix is associated with the | ocal donain.
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5.4. Releasing Al ocated Space

If the Iifetime of a prefix allocated to the | ocal domain expires and
t he dormai n does not need to reuse it, all resources associated with
this prefix are deleted and no further actions are taken. |If the
lifetinme of the prefix has not expired, and if no subranges of that
prefix have being allocated for |ocal usage or by sonme of the

chil dren domai ns, the space may be rel eased by sending a w thdraw
nmessage to the parent domain, all known siblings with the sane
parent, and all internal peers.

6. Constants
MASC uses the follow ng constants:

[ PORT_NUMBER]
2587. The TCP port nunber used to listen for incomng MASC
connections, as assigned by | ANA

[ WAI TI NG_PERI OD]
The anount of tinme (in seconds) that nust pass between a NEW CLAIM
(or CLAI M TO EXPAND), and a PREFI X I N USE for the sanme prefix
This nmust be | ong enough to reasonably span any single inter-
domain network partition. Default: 172800 seconds (i.e. 48
hours) .

[ 1 NI TI ATE_CLAI M_DELAY]
The anount of tinme (in seconds) a MASC node nust wait before
initiating a new claimor a claimfor space expansion. This mnust
be a randomvalue in the interval (0, [IN TI ATE_CLAI M DELAY]).
Default value for [IN TI ATE_CLAI M DELAY]: 600 seconds (i.e. 10
m nut es) .

[ TLD_I D]
The Parent Domain ldentifier used by a Top-Level Domain (which has
no parent). Muist be O.

[ HOLDTI ME]
The anount of tinme (in seconds) that nust pass without any
nmessages received froma renote node before considering the
connection is down. Default: 240 seconds (i.e. 4 mnutes).
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7.

7.

Message Formats
This section describes nmessage formats used by MASC

Messages are sent over a reliable transport protocol connection. A
nmessage is processed only after it is entirely received. The maxi num
nmessage size is 4096 octets. Al inplenentations are required to
support this maxi num nmessage size.

1. Message Header For mat

Each nessage has a fixed-size (4-octets) header. There may or may
not be a data portion follow ng the header, depending on the nessage
type. The layout of these fields is shown bel ow

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type | Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2

Lengt h:
This 2-octet unsigned integer indicates the total length of the
nmessage, including the header, in octets. Thus, e.g., it allows

one to locate in the transport-level streamthe start of the next
nessage. The value of the Length field nust always be at |east 4
and no greater than 4096, and may be further constrained,
dependi ng on the nessage type. No "paddi ng" of extra data after
the nessage is allowed, so the Length field nust have the small est
val ue required given the rest of the nessage.

Type:
This 1-octet unsigned integer indicates the type code of the
nessage. The follow ng type codes are defined:

- OPEN

- UPDATE
NOTI FI CATI ON
- KEEPALI VE

A WNPEF
1

Reser ved:
This 1l-octet field is reserved. MJST be set to zero by the sender,
and MJST be ignored by the receiver.
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7.2. OPEN Message For mat

After a transport protocol connection is established, the first
nmessage sent by each side is an OPEN nessage. |f the OPEN nessage is
accept abl e, a KEEPALI VE nessage confirmnming the OPEN i s sent back

Once the OPEN is confirmed, UPDATE, KEEPALIVE, and NOTI FI CATI ON
nmessages may be exchanged.

The m nimum | ength of the OPEN nessage is 20 octets (including
nmessage header). In addition to the fixed-size MASC header, the OPEN
nmessage contains the followng fields:

0 1 2 3
01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S

| Ver si on | Rl Addr Fam | Rol | Hol d Ti e
i T i i e S I ih s o S S ™
| Sender Domain Identifier (variabl e | ength) |

i T i i e S I ih s o S S ™
| Sender MASC Node Identifier (variable |ength) |
i T i i e S I ih s o S S ™
| Parent’s Dormain ldentifier (variable |ength) |
i T i i e S I ih s o S S ™

+ (Optional Paraneters) |
il s T T S S S S S i N T i ST S S S S S e e L T 2
Ver si on:
This 1-octet unsigned integer indicates the protocol version
nunber of the nessage. The current MASC version nunber is 1.

R bit:
This 1-bit field is reserved. MJST be set to zero by the sender,
and MJST be ignored by the receiver.

Addr Fam
This 5-bit field is the | ANA-assigned address fanily nunber of the
encoded prefix [IANA]. These include (anbng others):

Nunber Descri ption
1 I[P (1P version 4)
2 I Pv6 (I P version 6)
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My Role (Rol):
This 2-bit field indicates the proposed relationship of the
sendi ng systemto the receiving system

00 = I NTERNAL_PEER (sent from one internal peer to another)
01 = CHI LD (sent froma child to its parent)
10 = SIBLING (sent fromone sibling to another)
11 = PARENT (sent froma parent to its child)
Hol d Ti me:

This 2-octet unsigned integer indicates the nunber of seconds that
t he sender proposes for the value of the Hold Tinmer. Upon receipt
of an OPEN nessage, a MASC speaker MUST cal cul ate the val ue of the
Hold Timer by using the smaller of its configured Hold Tinme for
that peer and the Hold Tinme received in the OPEN nessage. The
Hol d Time MJUST be either zero or at |east three seconds. An

i mpl ementati on may reject connections on the basis of the Hold
Time. The cal cul ated val ue indicates the nmaxi mum nunber of
seconds that may el apse between the recei pt of successive
KEEPALI VE and/ or UPDATE nessages by the sender. RECOMVENDED val ue
is [HOLDTI ME] seconds.

Sender Domain Identifier
A globally unique identifier. |Its length is determ ned based on
the Address Fanmily, and should be treated as an unsi gned integer
(e.g. a 4-octet integer for IPv4, or a 16-octet integer for |Pv6),
but nust be at least 4 octets long. It should be set to the
Aut ononous System nunber of the sender, but the network unicast
prefix address is al so acceptabl e.

Sender MASC Node Identifier
This field s length and format are sane as the Sender Donain
Identifier field, and indicates the MASC Node Identifier of the
sender. A given MASC speaker sets the value of its MASC Node
Identifier to a globally-unique value assigned to that MASC
speaker (e.g., an IPv4 or |Pv6 address). The value of the MASC
Node ldentifier is determ ned on startup and is the sane for every
MASC sessi on opened.

Parent’s Domain ldentifier
This field s length and format are same as the Sender Donain
Identifier field, and is set to the Domain lIdentifier of the
sender’s parent (e.g. the parent’s Autononobus System nunber, or
network prefix address), or is set to [TLD ID] if the sender is a
TLD. Used only when Rol is INTERNAL_PEER or SIBLING otherwi se is
ignored. This field is used to determ ne the comon parents
bet ween si blings, to associate each sibling-to-sibling connection
with a particular parent, and to discover TLD-rel ated
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7.

configuration problens anong internal peers. |If a non-TLD node
does not know yet the Domain ID of any of its parents, it can use
its own Domain IDin the OPEN nessages to its internal peers.

Opti onal Paraneters:
This field may contain a list of optional parameters, where each
paraneter is encoded as a <Paraneter Length, Paraneter Type,
Parameter Value> triplet. The conmbined |ength of all optional
paraneters can be derived fromthe Length field in the nessage
header .

0 1

0123456789012345
B T i T i S S e ok S

| Parm Length | Parm Type | Paraneter Val ue (variable)
B T i T i S S e ok S

Parameter Length is a one octet field that contains the [ ength of
the Paraneter Value field in octets. Parameter Type is a one
octet field that unanbi guously identifies individual paraneters.
Parameter Value is a variable length field that is interpreted
according to the value of the Parameter Type field. Unrecognized
opti onal paranmeters MJST be silently ignored.

Thi s docunent does not define any optional paraneters.
UPDATE Message For mat

UPDATE messages are used to transfer C ainf Collision/PrefixManaged
i nformati on between MASC speakers. The UPDATE nessage al ways

i ncludes the fixed-size MASC header, and one or nore attributes as
descri bed below. The mnimumlength of the UPDATE nessage is 40
octets (including the nessage header).

Each attribute is of the form

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Length | Type | Reserved |
il s T T S S S S S i N T i ST S S S S S e e L T 2

| Data ... |
T o i T S o T s T S e e i S S i St S S S

Al'l attributes are 4-octets aligned.
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Lengt h:
The Length is the Iength of the entire attribute, including the
l ength, type, and data fields. |If other attributes are nested

within the data field, the length includes the size of all such
nested attributes.

Type:
This 1-octet unsigned integer indicates the type code of the
attribute. The followi ng type codes are defined:

0 = PREFI X_IN_USE (prefix is being used by the origin)
1 = CLAIMDEN ED (the claimis refused (probably by the
origin s parent domain))
2 = CLAIM.TO EXPAND (origin is trying to expand the size of
an existing prefix)
3 = NEWCLAIM (originis trying to claima new prefix)
4 = PREFI X_MANAGED (parent is informng child of space
avai |l abl e)
5 = WTHDRAW (origin is withdrawing a previous clainm
Types 128-255 are reserved for "optional" attributes. If a
required attribute is unrecogni zed, a NOTI FI CATI ON wi t h UPDATE
Error Code and Unrecogni zed Required Attribute subcode will be

sent. Unrecogni zed optional attributes are sinply ignored.
Reser ved:

This 1l-octet field is reserved. MJST be set to zero by the

sender, and MJST be ignored by the receiver.

Types 0-3 are collectively called "CLAIMs". The nessage fornat bel ow
descri bes the encoding of a CLAIM PREFI X MANAGED and W THDRAW
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0 1 2 3
01234567890123456789012345678901
i T i i e S I ih s o S S ™

| Reservedl | D] Addr Fam | Rol | Reserved2

i T i i e S I ih s o S S ™
| Cl ai m Ti mest anp |
i T i i e S I ih s o S S ™
| ClaimlLifetine |
i T i i e S I ih s o S S ™
| Cl aim Hol dti me |
i T i i e S I ih s o S S ™
| Oigin Domain ldentifier (variable |ength)
i T i i e S I ih s o S S ™
| Oigin Node ldentifier (variable length) |
i T i i e S I ih s o S S ™
| Address (vari abl e | ength) |
i T i i e S I ih s o S S ™
| Mask (variabl e I ength)

i S I i s ST T S R o
\
L.

I
+
_ I
(Optional Paraneters) |
I
i i S I S I i S S S S il s ot i S

Reservedl:
This 1l-octet field is reserved. MJST be set to zero by the
sender, and MJST be ignored by the receiver.

D bit:
DEPRECATED PREFI X bit. If set, indicates that the advertised
address prefix is Deprecated, otherwise the prefix is Active (see
Section 4.3).

Addr Fam
This 5-bit field is the | ANA-assigned address fanily nunber of the
encoded prefix [| ANA].

Rol :
This 2-bit field indicates the relationship/role of the Oigin of
the message to the node sending that nessage:

00 = INTERNAL (originated by the sender’s donain)

01 = CHILD (originated by a child of the sender’s donain)

10 = SIBLING (originated by a sibling of the sender’s domai n)

11 = PARENT (originated by a parent of the sender’s domain)
Reserved2:

This 2-octet field is reserved. MJST be set to zero by the
sender, and MJST be ignored by the receiver.
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Cl ai m Ti nest anp:
The tinmestanp of the claimwhen it was originated. The tinestanp
is expressed in nunmber of seconds since mdnight (0 hour), January
1, 1970, G eenw ch.

ClaimLifetine:
The time in seconds between the CaimTinmestanp, and the tinme at
whi ch the prefix will becone free.

Cl ai m Hol dti ne:
The time in seconds between the CaimTinmestanp, and the tinme at
whi ch the clai mshould be deleted fromthe | ocal cache. For
PREFI X_I N_USE and PREFI X_MANAGED clainms it should be equal to
ClaimLifetime; for CLAIM TO EXPAND, NEW CLAIM and CLAI M DENI ED
it should be equal to [WAI TI NG _PERI OD] .

Oigin Domain Identifier:

The dormain identifier of the claimoriginator. Its length and
format definition are sane as the Sender Donmin ldentifier (see
Section 7.2).

Oigin Node ldentifier:
The MASC Node ID of the claimoriginator. |Its length and format
definition are same as the Sender MASC Node Identifier (see
Section 7.2).

Addr ess:
The address associated with the given prefix to be encoded. The
length is deternmi ned based on the Address Famly (e.g. 4 octets
for IPv4, 16 for |Pv6)

Mask:
The mask associated with the given prefix. The length is the sane
as the Address field and is deternm ned based on the Address
Fam ly. The field contains the full bitmask

Opti onal Paraneters:
This field may contain a list of optional parameters, where each
paraneter is encoded using sane format as the optional paraneters
of an OPEN nessage (see Section 7.2). Unrecogni zed opti onal
paraneters MJST be silently ignored. This docunment does not
define any optional paraneters.
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7.4. KEEPALI VE Message For mat

MASC does not use any transport protocol -based keep-alive nmechani sm
to determne if peers are reachable. |Instead, KEEPALIVE nmessages are
exchanged between peers often enough as not to cause the Hold Timer
to expire. A reasonable maxi mumtinme between the | ast KEEPALI VE or
UPDATE message sent, and the tinme at which a KEEPALI VE nessage is
sent, would be one third of the Hold Tinme interval. KEEPALIVE
nmessages MJUST NOT be sent nore frequently than one per second. An

i npl erentati on MAY adjust the rate at which it sends KEEPALI VE
nmessages as a function of the Hold Tine interval.

If the negotiated Hold Time interval is zero, then periodi c KEEPALI VE
nmessages MJUST NOT be sent.

A KEEPALI VE nessage consists of only a nessage header, and has a
I ength of 4 octets.

7.5. NOTI FI CATI ON Message For mat

A NOTI FI CATI ON nessage is sent when an error condition is detected.
Dependi ng on the error condition, the MASC connection mnight or rnust
be closed i Mmedi ately after sending the nessage. |If the sender of

t he NOTI FI CATI ON deci des that the connection is to be closed, it wll
indicate this by zeroing the Obit in the NOTIFI CATI ON message (see
bel ow) .

In addition to the fixed-size MASC header, the NOTIFI CATI ON nessage
contains the follow ng fields:

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
|d Error code | Error subcode | Dat a |
I I i s S I S S +
I I
il s T T S S S S S i N T i ST S S S S S e e L T 2
Obit:
Open-bit. If zero, it indicates that the sender will close the
connection. If "1, it indicates that the sender has chosen to

keep the connection open
Error Code:

This 7-bit unsigned integer indicates the type of NOTIFI CATI ON.
The follow ng Error Codes have been defi ned:
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Error Code Synbol i ¢ Nane Ref er ence
1 Message Header Error Section 8.1
2 OPEN Message Error Section 8.2
3 UPDATE Message Error Section 8.3
4 Hol d Ti mer Expired Section 8.4
5 Finite State Machine Error Section 8.5
6 NOTI FI CATI ON Message Error Section 8.6
7 Cease Section 8.7

Error subcode:
This 1-octet unsigned integer
about the nature of the repor

provi des nore specific information
ted error. Each Error Code may have

one or nmore Error Subcodes associated with it. |If no appropriate
Error Subcode is defined, then a zero (Unspecific) value is used
for the Error Subcode field, and the O bit nust be zero (i.e. the
connection will be closed). The notation used in the error
description belowis: MC = Miust C ose connection = Obit is zero;
CC = Can Cl ose connection = O-bit might be zero.
Message Header Error subcodes:

0 - Unspecific (MO

1 - Bad Message Length (MO

2 - Bad Message Type (CO

OPEN Message Error subcodes:

0 - Unspecific (MO

1 - Unsupported Version Nunber (MO

2 - Bad Peer Domain ID (MO

3 - Bad Peer MASC Node ID (MO

6 - Unacceptable Hold Tine (MO

7 - Invalid Parent Configuration (MO

8 - Inconsistent Role (MO

9 - Bad Parent Domain ID (MO

10 - No Comon Parent (MO

13 - Unrecogni zed Address Fanily (MO
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UPDATE Message Error subcodes:

0 - Unspecific (MO
1 - Malfornmed Attribute List (MO
2 - Unrecogni zed Required Attribute (CO
5 - Attribute Length Error (MO
10 - Invalid Address field (CO
11 - Invalid Mask field (CO
12 - Non- Conti guous Mask (CO
13 - Unrecogni zed Address Fanily (MO
14 - Claim Type Error (CO
15 - Oigin Domain ID Error (CO
16 - Oigin Node ID Error (CO
17 - daimlLifetinme Too Short (CO
18 - daimlLifetine Too Long (CO
19 - daimTinestanp Too A d (CO
20 - ClaimTinmestanp Too New (CO
21 - CaimPrefix Size Too Smal | (CO
22 - ClaimPrefix Size Too Large (CO
23 - Illegal Origin Role Error (CO
24 - No Appropriate Parent Prefix (CO
25 - No Appropriate Child Prefix (CO
26 - No Appropriate Internal Prefix (CO
27 - No Appropriate Sibling Prefix (CO
28 - ClaimHoldtinme Too Short (CO
29 - CaimHoldtime Too Long (CO

Hol d Ti mer Expired subcodes (the Obit is always zero):
0 - Unspecific (MO
Finite State Machine Error subcodes:
0 - Unspecific (MO
1 - Open/d ose MASC Connection FSM Error (M)
2 - Unexpected Message Type FSM Error (M)
Cease subcodes (the Obit is always zero):
0 - Unspecific (MO
NOTI FI CATI ON subcodes (the O bit is always zero):
0 - Unspecific (MO
Dat a:
This variable-length field is used to diagnose the reason for the

NOTI FI CATION. The contents of the Data field depend upon the
Error Code and Error Subcode. See Section 8 for npre details.
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Note that the length of the Data field can be determ ned fromthe
nessage Length field by the fornmul a:

Message Length = 6 + Data Length

The m ni mum | ength of the NOTIFI CATI ON nessage is 6 octets
(i ncludi ng nmessage header).

8. MASC Error Handling

Thi s section describes actions to be taken when errors are detected
whi | e processi ng MASC nmessages. MASC Error Handling is simlar to
that of BGP [ BGP].

Wien any of the conditions described here are detected, a
NOTI FI CATI ON nessage with the indicated Error Code, Error Subcode,
and Data fields is sent. |In addition, the MASC connection night be
closed. If no Error Subcode is specified, then a zero (Unspecific)
nmust be used.

The phrase "the MASC connection is closed" neans that the transport
protocol connection has been closed and that all resources for that
MASC connection have been deal |l ocat ed.

Unl ess specified explicitly, the Data field of the NOTIFI CATI ON
nmessage i s enpty.

8.1. Message Header Error Handling

Al'l errors detected while processing the Message Header are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code Message Header
Error. The Error Subcode el aborates on the specific nature of the
error. The Data field contains the erroneous Message (including the
nmessage header).

If the Length field of the message header is |less than 4 or greater
than 4096, or if the length of an OPEN nessage is |less than the

m ni mum | ength of the OPEN nessage, or if the length of an UPDATE
nmessage is |l ess than the minimumlength of the UPDATE nessage, or if
the length of a KEEPALIVE nessage is not equal to 4, then the Error
Subcode is set to Bad Message Length.

If the Type field of the message header is not recognized, then the
Error Subcode is set to Bad Message Type.
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8.2. OPEN Message Error Handling

Al'l errors detected while processing the OPEN nessage are indicated
by sendi ng the NOTI FI CATI ON nmessage with Error Code OPEN Message
Error. The Error Subcode el aborates on the specific nature of the
error. The Data field contains the erroneous OPEN Message (excl uding
the Message Header), unless stated otherw se.

If the version nunber contained in the Version field of the received
OPEN nessage is not supported, then the Error Subcode is set to
Unsupported Version Nunber. The Data field is a 1-octet unsigned

i nteger, which indicates the |argest locally supported version nunber
| ess than the version the renote MASC node bid (as indicated in the
recei ved OPEN nessage).

If the Sender Domain Identifier field of the OPEN nessage is
unacceptabl e, then the Error Subcode is set to Bad Peer Domain ID.
The determ nati on of acceptable Domain IDs is outside the scope of
this protocol.

If the Sender MASC Node Identifier field of the OPEN nessage is
unacceptabl e, then the Error Subcode is set to Bad Peer MASC Node |ID
The determ nati on of acceptable Node IDs is outside the scope of this
pr ot ocol .

If the Hold Tinme field of the OPEN nessage i s unacceptable, then the
Error Subcode MJUST be set to Unacceptable Hold Tine. An

i mpl enentati on MJUST reject Hold Tine values of one or two seconds.
An i nmpl ementati on MAY reject any proposed Hold Tinme. An

i npl erent ati on whi ch accepts a Hold Tine MJST use the negoti at ed

val ue for the Hold Tine.

If the renpte system s proposed Role is | NTERNAL_PEER, and either
(but not both) the local systemor the renote systenis Parent Donain
IDis [TLD_ID], then the Error Subcode is set to Invalid Parent
Configuration. The Data field nust be filled with all the |oca
systenmi s Parent Donain |Ds.

If the renpte system s proposed Role conflicts with its expected role
(based on the local systenis configured Role), then the Error Subcode
is set to Inconsistent Role. The Data field is 1-octet |ong, and
contains the local system s configured Role.

If the renpte systemis Parent Domain ID is unacceptable, then the
Error Subcode is set to Bad Parent Dormain ID, and the Data field is
filled with the erroneous Parent Donain ID. The deternination of
acceptabl e Parent Donain ID is outside the scope of this protocol

Radosl avov, et al. Experi nent al [ Page 25]



RFC 2909 The MASC Pr ot ocol Sept ember 2000

If the renpte systemis supposed to be a sibling, but it does not
have a commopn parent with the | ocal system (based on the Parent
Donmain ID information in the OPEN nessage), the Error Subcode is set
to No Cormon Parent, and the Data field is filled with all Parent
Donain I Ds of the |Iocal MASC domai n.

If the Address Famly is unrecognized, then the Error Subcode is set
to Unrecogni zed Address Famly.

8.3. UPDATE Message Error Handling

Al'l errors detected while processing the UPDATE nessage are indicated
by sendi ng the NOTI FI CATI ON nessage with Error Code UPDATE Message
Error. The error subcode el aborates on the specific nature of the
error. The Data field contains the erroneous UPDATE Message
(including the attribute header, but excluding the Message Header),
unl ess stated otherw se.

I f any recogni zed attribute has an Attribute Length that conflicts
with the expected length (based on the attribute type code), then the
Error Subcode is set to Attribute Length Error.

If any of the mandatory well-known attributes are not recognized,
then the Error Subcode is set to Unrecognized Required Attribute.

If the Address field includes an invalid address (except 0), then the
Error Subcode is set to Invalid Address.

If the Mask field includes an invalid mask (for exanple, starting
with 0), then the Error Subcode is set to Invalid Mask

If the Mask field includes a non-contiguous bitmask, and that MASC
server does not support, or is not configured to use non-contiguous
masks, then the Error Subcode is set to Non-Contiguous Mask.

If the Address Famly is unrecognized, then the Error Subcode is set
to Unrecogni zed Address Famly.

If the Oigin Role/C aimType conbination is not one of the
follow ng, then the Error Subcode is set to Claim Type Error.
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Oigin Caim
Rol e Type

cS PREFI X_IN_USE  (0)
P CLAMDENED (1)

|
|

| CS CLAI M_TO_EXPAND ( 2)
| CS NEW CLAI M (3)
| P PREFIX_MANAGED (4)
ICSP W THDRAW (5)

If there is a reason to believe that the Oigin Domain IDis invalid,
then the Error Subcode is set to Oigin Domain ID Error. The sane
applies for Oigin Node ID (the corresponding error is Oigin Node ID
Error).

If a node (usually a parent receiving a claimfroma child) decides
that the aimLifetime is too short (for exanple, |ess than 172800,
i.e. 48 hours), it MAY send an UPDATE Message Error wi th subcode
ClaimLifetime Too Short.

If a node (usually a parent receiving a claimfroma child) decides
that the ClaimLifetine is too long (for exanple, nore than
15,768,000, i.e. half year), then it MAY send an UPDATE Message Error
with subcode ClaimlLifetinme Too Long. Note that usually a parent
MASC node shoul d send first CLAI M DEN ED col Iision nmessages with
ClaimLifetime field filled with the | ongest acceptable lifetinme. |If
the child refuses to claimwi th shorter lifetime, then ClaimLifetine
Too Long shoul d be sent.

If a node (usually a parent receiving a claimfroma child) decides
that the ClaimTinestanp is too small, i.e. too old (for exanple, if
a node is self-confident that its clock is quite accurate), then it
MUST send an UPDATE Message Error with subcode C ai m Ti nestanp Too
aOd. daimTinmestanp Too New is defined sinmlarly.

If a node (usually a parent receiving a claimfroma child) decides
that the prefix size inplied by the Mask field is too small (for
exanpl e, smaller than 16 addresses), then it MAY send an UPDATE
Message Error with subcode CaimPrefix Size Too Smal |

If a node (usually a parent receiving a claimfroma child) decides
that the prefix size inplied by the Mask field is too large, then it
MAY send an UPDATE Message Error with subcode ClaimPrefix Size Too
Large. Note that usually a parent MASC node should send first
CLAI M DENI ED col l'i si on nessages for sonme subrange of the child s

| arge clained address range. |If the child refuses to shrink the
claimsize, then CaimPrefix Size Too Large should be sent.
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If the recei ved UPDATE nessage’ s conputed Updated Origin Role is
illegal (see Table 1 in Section 11.1), then the Error Subcode is set
to lllegal Oigin Role Error.

If the recei ved UPDATE nessage needs to be associated with a parent’s
prefix, but the association is not successful, then the Error Subcode
is set to No Appropriate Parent Prefix. The No Appropriate Child
Prefix, No Appropriate Internal Prefix, and No Appropriate Sibling
Prefix Error Subcodes are defined simlarly.

If a node decides that the ClaimHoldtime is too short (for exanple,
just few seconds), it MAY send an UPDATE Message Error with subcode
Clai m Hol dti me Too Short.

If a node decides that the ClaimHoldtinme is too long (for exanple,
nmore than 15,768,000, i.e. half year), then it SHOULD send an UPDATE
Message Error with subcode O aimHoldtime Too Long.

If any other error is encountered when processing attributes, then
the Error Subcode is set to Malfornmed Attribute List, and the erratic
attribute is included in the data field.

8.4. Hold Tinmer Expired Error Handling

If a system does not receive successi ve KEEPALI VE and/ or UPDATE

and/ or NOTI FI CATI ON nessages within the period specified in the Hold
Time field of the OPEN nessage, then the NOTIFI CATI ON nessage with
Hol d Timer Expired Error Code nust be sent and the MASC connecti on
cl osed.

8.5. Finite State Machine Error Handling

Any error detected by the MASC Finite State Machine (e.g., receipt of
an unexpected event) is indicated by sending the NOTIFI CATI ON nessage
with Error Code Finite State Machine Error. The Error Subcode

el aborates on the specific nature of the error.

8.6. NOTI FI CATI ON Message Error Handling

I f a node sends a NOTI FI CATI ON nessage, and there is an error in that
nmessage, and the O bit of that nessage is not zero, a NOTI FI CATI ON
with Obit zeroed, Error Code of NOTIFI CATION Error, and subcode
Unspecific nust be sent. In addition, the Data field nust include
the erratic NOTI FI CATI ON nessage. However, if the erratic

NOTI FI CATI ON nessage had the O bit zeroed, then any error, such as an
unr ecogni zed Error Code or Error Subcode, should be noticed, |ogged
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locally, and brought to the attention of the adm nistrator of the
renote node. The neans to do this, however, lies outside the scope
of this docunent.

8.7. Cease

In absence of any fatal errors (that are indicated in this section),
a MASC node nay choose at any given tinme to close its MASC connecti on
by sendi ng the NOTI FI CATI ON nmessage with Error Code Cease. However,

t he Cease NOTI FI CATI ON nessage must not be used when a fatal error

i ndicated by this section does exist.

8.8. Connection Collision Detection

If a pair of MASC speakers try sinultaneously to establish a TCP
connection to each other, then two parallel connections between this
pair of speakers mght well be forned. We refer to this situation as
connection collision. Cearly, one of these connections mnmust be
closed. Note that if the nodes were siblings, and each of those
connections was associated with a different parent, then we do not
consider this situation as collision (see Section 4.4).

Based on the value of the MASC Node Identifier a convention is
established for detecting which MASC connection is to be preserved
when a connection collision does occur. The convention is to conpare
the MASC Node ldentifiers of the renpte nodes involved in the
collision and to retain only the connection initiated by the MASC
speaker with the higher-val ued MASC Node |dentifier

Upon recei pt of an OPEN nessage, the local system nust exanine all of
its connections that are in the QpenConfirmstate. A MASC speaker
may al so exam ne connections in an OpenSent state if it knows the
MASC Node Identifier of the renpte node by neans outside of the
protocol. |If anpbng these connections there is a connection to a
renote MASC speaker whose MASC Node ldentifier equals the one in the
OPEN nessage, and, in case of a sibling-to-sibling connection, the
Parent Domain ID of that connection equals the one in the OPEN
nmessage, then the local systemperfornms the foll owi ng connection
collision resolution procedure:

1. The MASC Node Identifier of the local systemis conpared to the
MASC Node ldentifier of the renote system (as specified in the
OPEN nessage). Conparing MASC Node ldentifiers is done by
treating them as unsigned integers (e.g. 4-octets long for |Pv4
and 16-octets long for |1Pv6).
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2. If the value of the local MASC Node ldentifier is I ess than the
renote one, the local system closes MASC connection that already
exists (the one that is already in the OpenConfirmstate), and
accepts the MASC connection initiated by the renote system

3. O herwi se, the local systemcloses the newmy created MASC
connection (the one associated with the newy recei ved OPEN
nessage), and continues to use the existing one (the one that is
already in the QpenConfirm state).

A connection collision with an existing MASC connection that is in
t he Established state causes unconditional closing of the newy
created connection. Note that a connection collision cannot be
detected with connections that are in Idle, or Connect, or Active
states (see Section 10).

Cl osing the MASC connection (that results fromthe collision
resol ution procedure) is acconplished by sending the NOTIFI CATI ON
nmessage with the Error Code Cease.

MASC Ver si on Negoti ati on

MASC speakers may negotiate the version of the protocol by making
multiple attenpts to open a MASC connection, starting with the

hi ghest version nunber each supports. |f an open attenpt fails with
an Error Code OPEN Message Error, and an Error Subcode Unsupported
Ver si on Number, then the MASC speaker has avail able the version
nunber it tried, the version nunber the renote node tried, the
versi on nunber passed by the renpte node in the NOTIFI CATI ON nessage,
and the version nunbers that it supports. |[If the two MASC speakers
do support one or nore conmon versions, then this will allow themto
rapi dly determ ne the highest common version. In order to support
MASC version negotiation, future versions of MASC nust retain the
format of the OPEN and NOTI FI CATI ON nessages.

MASC Finite State Machine
This section specifies MASC operation in terns of a Finite State
Machine (FSM. The FSM and the operations are peer peering session.
Following is a brief summary and overview of MASC operations by state
as determned by this FSM

Initially the peering session is in the Idle state.
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10.1. Open/ C ose MASC Connection FSM

I dl e state:
In this state MASC refuses all inconming MASC connections fromthe
peer. No resources are allocated to the renpte node. In response

to the Start event (initiated by either systemor operator) the

| ocal systeminitializes all MASC resources, starts the
ConnectRetry timer, initiates a transport connection to the renote
node, while listening for a connection that nay be initiated by
the rempte MASC node, and changes its state to Connect. The exact
val ue of the ConnectRetry tiner is a local natter, but should be
sufficiently large to allow TCP initialization

If a MASC speaker detects an error, it shuts down the connection
and changes its state to Idle. Getting out of the Idle state
requires generation of the Start event. |f such an event is
generated autonmatically, then persistent MASC errors may result in
persistent flapping of the speaker. To avoid such a condition it
is recoomended that Start events should not be generated

i Mmedi ately for a node that was previously transitioned to Idle
due to an error. For a node that was previously transitioned to
Idle due to an error, the tinme between consecutive generation of
Start events, if such events are generated automatically, shal
exponentially increase. The value of the initial tiner shall be 60
seconds. The tinme shall be doubled for each consecutive retry, but
shall not be |onger than 24 hours.

Any other event received in the Idle state is ignored.
Connect state:

In this state MASC is waiting for the transport protocol
connection to be conpl et ed.

If the transport protocol connection succeeds, the |ocal system
clears the ConnectRetry timer, conpletes initialization, sends an
OPEN nessage to the renote node, and changes its state to
OpenSent. |If the transport protocol connect fails (e.qg.

retransm ssion tineout), the local systemrestarts the
ConnectRetry timer, continues to listen for a connection that may
be initiated by the renote MASC node, and changes its state to
Active state.
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In response to the ConnectRetry tiner expired event, the |ocal
systemrestarts the ConnectRetry tiner, initiates a transport
connection to the other MASC node, continues to listen for a

connection that may be initiated by the renote MASC node, and
stays in the Connect state.

The Start event is ignored in the Connect state.

In response to any other event (initiated by either system or
operator), the |local systemrel eases all MASC resources associ ated
with this connection and changes its state to Idle.

Active state:

In this state MASCis trying to acquire a renote node by listening
for a transport protocol connection initiated by the renote node.

If the transport protocol connection succeeds, the |ocal system
clears the ConnectRetry timer, conpletes initialization, sends an
OPEN nessage to the renote node, sets its Hold Tiner to a | arge
val ue, and changes its state to OpenSent. A Hold Tiner val ue of
[ HOLDTI ME] seconds is suggest ed.

In response to the ConnectRetry tiner expired event, the |ocal
systemrestarts the ConnectRetry tiner, initiates a transport
connection to other MASC node, continues to listen for a
connection that may be initiated by the renote MASC node, and
changes its state to Connect.

If the | ocal systemdetects that a renpte node is trying to
establish a MASC connection to it, and the | P address of the
renote node is not an expected one, the |local systemrestarts the
ConnectRetry timer, rejects the attenpted connection, continues to
listen for a connection that may be initiated by the renote MASC
node, and stays in the Active state.

The Start event is ignored in the Active state.
In response to any other event (initiated by either system or
operator), the |local systemrel eases all MASC resources associ ated
with this connection and changes its state to Idle.

OpenSent state:
In this state MASC waits for an OPEN nessage fromthe renpte node.
When an OPEN nessage is received, all fields are checked for

correctness. |If the MASC nessage header checking or OPEN nessage
checking detects an error (see Section 8.2), or a connection
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collision (see Section 8.8) the |Iocal system sends a NOTI FI CATI ON
nessage and, if the connection is to be closed, it changes its
state to ldle.

If the locally configured role is SIBLING and there is no parent
domain with Domain ID equal to the Parent Donain ID in the OPEN
nmessage, the |local system sends a NOTI FI CATI ON Open Message FError
with Error Subcode set to No Common Parent, the connection nust be
closed, and the state of the l|ocal system nust be changed to Idle.

If there are no errors in the OPEN nessage, MASC sends a KEEPALI VE
nessage and sets a KeepAlive tinmer. The Hold Tiner, which was
originally set to a large value (see above), is replaced with the

negotiated Hold Tinme value (see Section 7.2). |If the negotiated
Hold Tinme value is zero, then the Hold Tine tinmer and KeepAlive
tinmers are not started. |If the value of the MASC Domain ID field

is the sane as the local MASC Domain ID, and if the Role field of
the OPEN nessage is set to | NTERNAL_PEER, then the connection is
an "internal" connection; otherwise, it is "external". Finally,

the state is changed to QpenConfirm

If a disconnect notification is received fromthe underlying
transport protocol, the local systemcloses the MASC connection
restarts the ConnectRetry timer, while continue listening for
connection that may be initiated by the renote MASC node, and goes
into the Active state.

If the Hold Timer expires, the local system sends a NOTI FI CATI ON
nessage with error code Hold Tinmer Expired and changes its state
to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends a NOTIFI CATI ON nessage with Error
Code Cease and changes its state to Ildle.

The Start event is ignored in the OpenSent state.

In response to any ot her event the |ocal system sends a
NOTI FI CATI ON nessage with Error Code Finite State Machi ne Error
and Error Subcode Open/C ose MASC Connection FSM Error, and
changes its state to Idle.

Whenever MASC changes its state from QpenSent to Idle, it closes

the MASC (and transport-I|evel) connection and rel eases al
resources associated with that connection.
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OpenConfirm state:
In this state MASC waits for a KEEPALIVE or NOTI FI CATI ON nessage.

If the I ocal systemreceives a KEEPALI VE nessage, it changes its
state to Established.

If the Hold Timer expires before a KEEPALI VE nessage i s received,
the [ ocal system sends a NOTI FI CATI ON nessage with error code Hold
Ti mer Expired and changes its state to Idle.

If the I ocal systemreceives a NOTIFI CATI ON nessage with the O bit
zeroed, it changes its state to Idle.

If the KeepAlive tiner expires, the |local system sends a KEEPALI VE
nmessage and restarts its KeepAlive tiner.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

In response to the Stop event (initiated by either system or
operator) the local system sends a NOTIFI CATI ON nessage with Error
Code Cease and changes its state to Ildle.

The Start event is ignored in the QpenConfirmstate.
In response to any ot her event the |ocal system sends a
NOTI FI CATI ON nessage with Error Code Finite State Machi ne Error
and Error Subcode Unspecific, and changes its state to Idle.
VWhenever MASC changes its state from QpenConfirmto ldle, it
cl oses the MASC (and transport-|evel) connection and rel eases al
resources associated with that connection.

Est abl i shed state:

In the Established state MASC can exchange UPDATE, NOTI FI CATI ON,
and KEEPALI VE nessages with the renpte node.

If the I ocal systemreceives an UPDATE, or KEEPALIVE nessage, or
NOTI FI CATI ON nessage with O bit set, it restarts its Hold Tiner,
if the negotiated Hold Tinme value is non-zero.

If the I ocal systemreceives a NOTIFlI CATI ON nessage, with the O
bit zeroed, it changes its state to Ildle.
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If the I ocal systemreceives an UPDATE nessage and the UPDATE
nessage error handling procedure (see Section 8.3) detects an
error, the local system sends a NOTI FI CATI ON nessage and, if the
O bit was zeroed, changes its state to Idle.

If a disconnect notification is received fromthe underlying
transport protocol, the |ocal systemchanges its state to Idle.

If the Hold Tinmer expires, the local system sends a NOTI FI CATI ON
nessage with Error Code Hold Tinmer Expired and changes its state
to Idle.

If the KeepAlive tiner expires, the |local system sends a KEEPALI VE
nmessage and restarts its KeepAlive tiner.

Each time the | ocal system sends a KEEPALI VE or UPDATE nessage, it
restarts its KeepAlive tinmer, unless the negotiated Hold Tine
value is zero

In response to the Stop event (initiated by either system or
operator), the |local system sends a NOTIFlI CATI ON nessage with
Error Code Cease and changes its state to Idle.

The Start event is ignored in the Established state.

After entering the Established state, if the | ocal system has
UPDATE nessages that are to be sent to the renpte node, they nust
be sent immediately (see Section 11.8).

In response to any other event, the |ocal system sends a
NOTI FI CATI ON nessage with Error Code Finite State Machi ne Error
with the O bit zeroed and Error Subcode Unspecific, and changes
its state to ldle.

Whenever MASC changes its state from Established to Idle, it

cl oses the MASC (and transport-|evel) connection, rel eases al
resources associated with that connection, and deletes all state
derived fromthat connection

UPDATE Message Processing

The UPDATE nessage are accepted only when the systemis in the
Est abl i shed state.

In the text below, a MASC donain is considered a child of itself with
regard to the clainms that are related to the address space with | ocal
usage purpose (i.e. to be used by the MAASs within that domain). For
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exanmple, a NEWCLAIMinitiated by a MASC node to obtain nore space
for local usage froma prefix managed by that domain will have field
Rol e = CHI LD.

If an UPDATE is to be propagated further, it should not be sent back
to the node that UPDATE was received from unless there is an
indication that the connection to that node was down and then
restored.

If the I ocal systemreceives an UPDATE nessage, and there is no
indication for error, it checks whether to accept or reject the
nmessage, and if it is not rejected, the UPDATE is processed based on
its type.

| f an UPDATE nessage nust be associated with a parent domain, then
there nmust be a PREFI X MANAGED by sonme parent domain for a prefix
that covers the prefix of the particul ar UPDATE.

1. Accept/Reject an UPDATE

The Origin Role field is first compared against the | ocal systenis
configured Role, according to Table 1, to determine the relationship
of the origin to the local system where Locally-Configured Role is
the local configuration with regard to the peer-forwarder of the
message. A result of "---" npeans that receiving such an UPDATE is
illegal and should generate a NOTI FI CATION. Any other result is the
val ue to use as the "Updated" Oigin Role when propagating the UPDATE
to others. This is analogous to updating a netric upon receiving a
route, based on the netric of the |ink

Local | y- Confi gured Rol e

Oigin

Rol e || INTERNAL_ PEER | CHILD | SIBLING | PARENT
ety o e ——————— ey pj—jp—j————— e —p——
| NTERNAL || I NTERNAL_PEER | PARENT | SIBLING | CH LD
CH LD || CHILD | SIBLING| ---
SIBLING || SIBLING | --- | SIBLING | CHILD
PARENT || PARENT | --- | PARENT | ---

Table 1: Updated Origin Role Conputation

After the Oigin Role is updated, the follow ng additional processing
needs to be applied:

o If the output fromthe Updated Oigin Role Conputation is SlIBLING
but the Origin Donmain IDis the sane as the | ocal MASC donain, the
Updated Origin Role is changed to INTERNAL. This is necessary in
case a MASC node receives froma parent or sibling its own UPDATEs
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after reboot, or if because of internal partitioning, the
| NTERNAL_PEERs ar e exchangi ng UPDATEs vi a ot her MASC domai ns
(either parent or sibling(s)).

o If both Locally-Configured Role, and Oigin Role are equal to
PARENT, and the Oigin Domain IDis the same as the |ocal MASC
domai n, the Updated Origin Role is changed to I NTERNAL. This is
necessary to allow a parent to receive its own UPDATEs through its
own children, although the parent m ght drop those UPDATEs if it
has a reason not to believe its children.

o If both Locally-Configured Role, and Oigin Role are equal to
PARENT, and the Oigin Domain IDis the same as the renote MASC
domai n, and the UPDATE type is CLAIMDEN ED, the Updated Origin
Role is changed to INTERNAL. This is necessary to allow a parent
to receive the CLAAMDEN ED it has originated through the child

whose claimwas denied. |f the Origin Donain IDis not sane as
the remote MASC dommin, but is same as sone of the other MASC
chil dren domai ns, the Updated Origin Role still should be changed

to I NTERNAL, although the parent mght drop this UPDATE if it has
a reason not to believe a third party child.

If the Updated Origin Role is INTERNAL, but the Oigin Domain ID
differs fromthe local Domain I D, a NOTIFI CATI ON of <UPDATE Message

Error, Illegal Oigin Role> nust be sent back, and the claimis
rej ected.

If ClaimTinmestanp and Cl ai m Hol dtine indicate that the claimhas
expired (e.g. Tinestanp + aimHoldtinme <= CurrentTine), the UPDATE
is silently dropped and no further actions are taken.

Each new arrival UPDATE is conpared with all clainms in the |ocal
cache. The following fields are conpared, and if all of themare the
same, the nmessage is silently rejected and no further actions are

t aken:

0 Role, Dbit, Type

0 Addr Fam

o CaimTinestanp

o CaimlLifetine

o ClaimHoldtine

0 Oigin Domain ldentifier
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11.

11.

11.

11.

0 Oigin Node ldentifier
o Address
o Mask

Further processing of an UPDATE is based on its type and the Updated
Origin Role.

2. PREFI X_I N_USE Message Processing
2.1. PREFI X_I N_USE by PARENT

The claimis rejected, and a NOTI FI CATI ON of <UPDATE Message Error,
IIlegal Oigin Role> should be sent back

2.2. PREFIX_IN_USE by SIBLING

If the claimcannot be associated with any parent’s PREFI X MANAGED
the claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Parent Prefix> nust be sent back and no further actions
shoul d be taken.

If the claimcollides with some of the |ocal domain' s pending clains,
the local clainms nust not be considered further, and the dai m Ti mer
of each of them nust be canceled. If the received PREFI X_|I N _USE cl ai m
clashes with and wi ns over sone of the local domain's allocated
prefixes, resolve the clash according to Section 12.4. Finally, the

cl ai m must be propagated further to all | NTERNAL_PEERs, all MASC
nodes fromthe correspondi ng parent MASC domain and all known
siblings with the same parent domain.

2.3. PREFI X_IN_USE by CHILD

If the claimis prefix is not a subrange of any of the | ocal donain’s
PREFI X_MANACED, the claimis dropped, a NOTIFI CATI ON of <UPDATE
Message Error, No Appropriate Parent Prefix> nmust be sent back and no
further actions should be taken. Oherwi se, the claimnust be
propagated further to all | NTERNAL_PEERs and all MASC chil dren

domai ns.

2.4. PREFI X_I N_USE by | NTERNAL_PEER
| f the MASC node decides that the | ocal domain does not need that

prefix any nore, it may be withdrawn, otherwi se, the claimis
processed as PREFI X_MANAGED.
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3. CLAI M_DENI ED Message Processing
3.1. CLAIMDEN ED by CHI LD or SIBLING

The nmessage is rejected, and a NOTI FI CATI ON of <UPDATE Message Error,
Illegal Oigin Role> should be sent back.

3.2. CLAI M DEN ED by | NTERNAL_PEER
Propagate to all I NTERNAL_PEERs and all MASC chil dren nodes.
3.3. CLAI M DEN ED by PARENT

If the Oigin Domain IDis not sane as the |ocal domain ID, and the
UPDATE cannot be associated with any parent domain, the nmessage is
dropped, a NOTI FI CATI ON of <UPDATE Message Error, No Appropriate
Parent Prefix> nust be sent back and no further actions should be

t aken.

If the Oigin Domain IDis not sane as the |ocal domain ID, and the
UPDATE can be associated with a parent dommin, the nessage is
propagated to all nodes fromthat parent domain, all | NTERNAL_PEERs,
and all known SIBLINGs with regard to that parent.

If the Oigin Domain IDis sane as the |local domain ID, and there is
no correspondi ng pending claimoriginated by the | ocal MASC domnai n
(i.e. a NEWCLAI Mor CLAIMTO EXPAND wi th same AddrFam Origin Dorain
I D, CaimTinmestanp, Address and Mask), a NOTI FI CATI ON of <UPDATE
Message Error, No Appropriate Internal Prefix> nust be sent back and
no further actions should be taken. Otherw se, the matching NEWCLAI M
or CLAIM TO EXPAND s C ai m Ti mer nust be cancel ed and the cl ai m nust
not be considered further. Finally, the received CLAI M DEN ED nust be
propagated to all | NTERNAL _PEERs, all MASC nodes fromthe

correspondi ng parent MASC domain, and all known SIBLING with regard
to that parent.

4. CLAI M_TO _EXPAND Message Processing
4.1. CLAI M TO EXPAND by PARENT

The claimis rejected, and a NOTI Fl CATI ON of <UPDATE Message Error,
Illegal Oigin Role> should be sent back.
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4.2. CLAI M TO EXPAND by SIBLI NG

If the claimcannot be associated with any parent’s PREFI X MANAGED
the claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Parent Prefix> nust be sent back and no further actions
shoul d be taken.

If there is no overlapping PREFI X I N _USE by the sane MASC domain, the
claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Sibling Prefix> nust be sent back and no further actions
shoul d be taken.

If the claimcollides with and wins over sone of the local domain's
pendi ng cl ainms, the |oser clainms nust not be considered further, and
the ClaimTinmer of the each of them nust be canceled. Also, the
received cl ai mnmust be propagated further to all | NTERNAL_ PEERs, al
MASC nodes fromthe correspondi ng parent MASC dormain and all known
siblings with the same parent domain.

4.3. CLAI M TO EXPAND by CHI LD

If the claimcannot be associated with any of the | ocal donain’s
PREFI X_MANACED, the claimis dropped, a NOTIFI CATI ON of <UPDATE
Message Error, No Appropriate Parent Prefix> nmust be sent back and no
further actions should be taken.

If there is no overlapping PREFI X I N USE by the sane MASC domain, the
claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Child Prefix> nust be sent back and no further actions
shoul d be taken.

O herwi se, the claimhas to be propagated to all | NTERNAL_PEERs. |If
the lifetime of the claimis longer than the lifetine of the
correspondi ng prefix managed by the local domain, or if there is an
admini stratively configured reason to prevent the child from
succeedi ng allocating the clainmed prefix, a CLAIMDEN ED nust be sent
to all MASC children nodes that have sane Domain ID as Origin Donmain
IDin the received nmessage. The CLAI M DEN ED nust be the same as the
received claim except Rol =I NTERNAL, and ClaimLifetinme should be set
to the maximumal lowed lifetime. Oherw se, propagate the claimto
all children as well.

4.4. CLAI M TO EXPAND by | NTERNAL_PEER

If the claimcannot be associated with any parent’s PREFI X MANAGED
the claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Parent Prefix> nust be sent back and no further action
shoul d be taken.
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If there is no overlapping PREFI X_I N USE by the | ocal MASC domai n,
the claimis dropped, a NOTIFI CATI ON of <UPDATE Message Error, No
Appropriate Internal Prefix> nmust be sent back and no further actions
shoul d be taken.

I f the MASC node decides that the |ocal domain does not need that
pending claimany nore, it MAY be withdrawn. O herw se, the claim
must be propagated to all | NTERNAL_PEERs and all MASC nodes fromthe
correspondi ng parent MASC donmai n.

5. NEW.CLAI M Message Processing

If the clainmis Address field is O (i.e. a hint by a child to a parent
to obtain nore space), the claimshould be propagated only anobng the
nodes that belong to the child Oigin Donain and the parent domain.

O herwi se, process |ike CLAIM TO EXPAND, except that no check for
overl appi ng PREFI X | N USE needs to be perforned.

6. PREFI X MANAGED Message Processi ng.

6.1. PREFI X MANAGED by PARENT

If the Oigin Domain I D matches one of the parents’ domain ID s, the
prefix is recorded, and can be used by the address allocation
algorithm for allocating subranges. Also, the nessage is propagated
to all MASC nodes of the correspondi ng parent domain, all

| NTERNAL_PEERs, and SIBLINGs with same parent.

6.2. PREFI X MANAGED by CHI LD or SIBLI NG

The nmessage is rejected, and a NOTI FI CATI ON of <UPDATE Message Error,
Illegal Oigin Role> should be sent back.

6.3. PREFI X_MANAGED by | NTERNAL_PEER

The prefix is recorded as allocated to the |ocal domain, propagated
to all I NTERNAL_PEERs, and can be used for (all itens apply):

a) address ranges/prefixes advertisenents to all MASC children and
| ocal domain’ s MAASs;

b) injection into GRIB;

c) further expansion by the address allocation algorithm (see
Appendi x A);
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7. W THDRAW Message Processi ng
7.1. WTHDRAW by CHI LD

If the W THDRAW cannot be associated with any of the child domain's
PREFI X_IN_USE (i.e. no child s PREFI X_I N USE covers W THDRAW s
range), or if the WTHDRAW does not match any of the child domain' s
NEW CLAI M or CLAI M TO EXPAND (i.e. there is no child s claimwth
same Address, Mask and Tinmestanp), the nessage is dropped, a

NOTI FI CATI ON of <UPDATE Message Error, No Appropriate Child Prefix>
nmust be sent back and no further actions should be taken. O herw se,
propagate to all | NTERNAL_PEERs and chil dren.

7.2. W THDRAW by SI BLI NG

If the W THDRAW cannot be associated with any of the siblings’

PREFI X_IN_USE (i.e. no sibling s PREFI X_I N _USE covers W THDRAW s
range), or if the WTHDRAW does not match any of the sibling domain’'s
NEW CLAI M or CLAI M. TO EXPAND (i.e. there is no sibling's claimwth
same Address, Mask and Ti mestanp), the nessage is dropped, a

NOTI FI CATI ON of <UPDATE Message Error, No Appropriate Sibling Prefix>
nmust be sent back and no further actions should be taken. O herw se,
propagate to all | NTERNAL_PEERs, all MASC nodes fromthe sane parent
MASC domain and all known siblings with the same parent domain.

7.3. W THDRAW by | NTERNAL

If the W THDRAW cannot be associated with any of the local domain's
PREFI X_| N_USE or PREFI X_MANACED (i.e. no local domain's prefix covers
W THDRAW s range), or if the W THDRAW does not match any of the | ocal
domain’s NEW CLAI M or CLAI M TO EXPAND (i.e. there is no |ocal
domain’s claimwi th sane Address, Mask and Ti nmestanp) the nessage is
dropped, a NOTI FI CATI ON of <UPDATE Message Error, No Appropriate
Internal Prefix> nust be sent back and no further actions should be

t aken.

O herwi se, propagate to all | NTERNAL_PEERs, all MASC nodes of the
correspondi ng parent domain of that prefix, all known siblings with
that parent domain, and all children. |If the WTHDRAW can be
associated with some of |ocal domain’s PREFI X | N _USE or

PREFI X_MANACGED, stop advertising the WTHDRAW Trange to the MAASs and
wi thdraw that range fromthe G R B database. In the special case
when there is an indication that the WTHDRAW has been ori gi nated by
the | ocal domain because of a clash, and the range specified in

W THDRAW i s a subrange of the |ocal PREFI X MANAGED, and the Claim
Hol dtine of WTHDRAW s shorter than the C ai m Hol dti me of
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PREFI X_MANACGED, the W THDRAW s range should not be w thdrawn fromthe
GRB If the WTHDRAW mat ches a | ocal donmin’s NEW CLAI M or
CLAI M_TO_EXPAND, cancel the matching clainms CaimTiner.

7.4. W THDRAW by PARENT

I f the W THDRAW cannot be associated with any parent domain, a
NOTI FI CATI ON of <UPDATE Message Error, No Appropriate Parent Prefix>
must be sent back and no further actions should be taken.

O herwi se, propagate to all | NTERNAL_PEERs and all known siblings
with the sane parent domain. Al so, originate a WTHDRAW nessage for
each intersection of a locally owed PREFI X_MANAGED/ PREFI X_I N_USE and
the received WTHDRAW The locally originated WTHDRAW nessage’ s
ClaimHol dtine should be at |least equal to the ClaimHoldtine in the
W THDRAW nessage received fromthe parent; the Origin Node ID should
be the same as the particul ar PREFI X _MANAGED/ PREFI X_| N_USE.

8. UPDATE Message Ordering
To sinplify consistency and sanity check inplenentations, if there is
nore than one UPDATE nessage that needs to be send to a peer (for

exanpl e, after a connection (re)establishnent), sone of the UPDATEs
must be sent before others.

The rules that always apply are:

0 PREFI X I N USE nust al ways be sent BEFORE CLAI M TO_EXPAND,
NEW CLAI M and W THDRAW by the same MASC donai n

o W THDRAW nust al ways be sent AFTER PREFI X_| N_USE, CLAI M TO_EXPAND,
NEW CLAI M and PREFI X MANAGED by the same MASC donain

Any further ordering is defined bel ow by the roles of the sender and
t he receiver.

8.1. Parent to Child

Messages are sent in the follow ng order:

1) Parent’s PREFI X MANAGED and W THDRAWS.

2) Al children’s PREFI X_I N _USE, CLAI M TO EXPAND, and NEW CLAI Ns.
CLAIMs fromthird party children that are hints for nore space

(i.e. address = 0) should not be propagated; if propagated, the
child should drop them
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3) Parent initiated CLAIMDEN ED and children initiated W THDRAVS.
CLAI M DENIED regarding third party children’s clainms/hints with
address = 0 should not be propagated; if propagated, the child
shoul d drop them

8.2. Child to Parent
Messages are sent in the follow ng order:
1) Parent’s PREFI X MANAGED and W THDRAWS.

2) Al PREFIX_IN USE, CLAI M TO EXPAND, and NEW CLAI MSs from t hat
parent’s space, initiated by that child and all its siblings.

3) Parent’s initiated CLAIM DEN ED, and all W THDRAWSs that can be
associated with that parent’s space and are initiated by the | ocal
domain or all known siblings with that parent.

8.3. Sibling to Sibling

Messages are sent in the follow ng order:

1) Al common parent’s PREFI X MANAGED and W THDRAWS.

2) PREFI X_|I N_USE, CLAI M TO EXPAND, and NEW CLAI Ms, initiated by
si bl i ngs.

3) CLAIMDEN EDs initiated by comobn parent, and W THDRAW initi ated
by local domain and all known siblings with that parent.

8.4. Internal to Internal

Messages are sent in the follow ng order:

1) Al parents’ PREFI X_ MANAGED and W THDRAW.

2) Local domain’s and all siblings’ PREFI X I N USE, CLAI M TO EXPAND,
and NEW CLAIMs. CLAIMs fromsiblings that are hints for nore
space (i.e. address = 0) should not be propagated; if propagated,

the recipient should drop them

3) CLAIMDENIEDs initiated by all parents, and W THDRAW initiated by
| ocal domain and all known siblings.

4) Al children’s PREFIX_IN_USE, CLAI M TO EXPAND, and NEW CLAI Ms.

5) Al local dormain initiated CLAI M DEN ED regardi ng children clains
and all children initiated W THDRAWS.
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Qper ati onal Consi derations
1. Bootup Qperations

To learn about its parent domains’ |IDs and prefixes, a MASC node
SHOULD try to establish connections to its PARENT nodes before
initiating a connection to a SIBLING node. To avoid |earning about
its own PREFI X_MANAGED fromits children or siblings, a MASC node
SHOULD try to establish connections to its PARENT nodes and

| NTERNAL_PEER nodes before initiating a connection to a CH LD or

S| BLI NG node.

2. Leaf and Non-Ieaf MASC Domai n Qperation

A non-leaf MASC domain (i.e. a domain that has children domains)
shoul d advertise its PREFI X MANAGED addresses to its children, and
shoul d claimfromthat space the sub-ranges that would be advertised
to the internal MAASs (the claimwait tinme SHOULD be equal to
[WAITING_ PERIOD]). A MASC node that belongs to a non-leaf MASC
domai n shoul d perform dual functions by being a child of itself with
regard to the claimng and nanagenent of the sub-ranges for |ocal
usage. A leaf MASC domai n shoul d advertise all PREFI X _MANAGED
addresses to its MAASs wi thout explicitly claimng themfor interna
usage. A MASC node can assune that it belongs to a |leaf domain if it
sinmply does not have any UPDATEs by children domains. |f an UPDATE
by a child is received, the domain MJUST switch from"leaf" to "non-
leaf" node, and if it needs nore addresses for internal usage, it
MUST claimthem fromthat domain's PREFI X_MANAGED. After the |ast
UPDATE originated by a child expires, the domain can switch back to
"l eaf" node.

3. d ock Skew Wor kar ound

Each UPDATE has "Claim Ti nestanp” field that is set to the absolute
time of the MASC node that originated that UPDATE. The tinmestanp is
used for two purposes: to resolve collisions, and to define how | ong
an UPDATE shoul d be kept in the | ocal cache of other MASC nodes. A
skew in the clock could result in unfair collision decision such that
the clains originated by nodes that have their clock behind the rea
time will always win; however, because collisions are presumably
rare, this will not be an issue. Skew in the clock however mi ght
result in expiring an UPDATE earlier than it really should be
expired, and a node m ght assunme too early that the expired

UPDATE/ prefix is free for allocation. To conpensate for the clock
skew, an UPDATE nessage shoul d be kept |onger than the anobunt of tine
specified in the CaimHoldtinme. For exanple, keeping UPDATEs for an
addi tional 24 hours will conpensate for clock skew for up to 24

hour s.
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12.4. d ash Resol ving Mechani sm

If a MASC node receives a PREFI X _IN USE claimoriginated by a sibling
and the claimoverlaps with sone of the | ocal prefixes, the clash
nmust be resolved. Two MASC dommi ns shoul d not manage overl appi ng
address ranges, unless the domai ns have an ancestor-descendant (e.g.
parent-child) relationship in the MASC hierarchy. Al so, two MASC
domai ns shoul d not have | ocally-allocated overl appi ng address ranges.
The cl ashed address ranges shoul d not be advertised to the MAASs and
allocated to nmulticast applications/sessions. |f a clashed address
has being allocated to an application, the application should be
informed to stop using that address and switch to a new one.

The G RI B dat abase nust be consistent, such that it does not have
anbi guous entries. "Anbiguous GRIB entries" are those entries that
m ght cause the nulticast routing protocol to | oop or |ose
connectivity. In MASC the W THDRAW nessage is used to solve this
problem When a clashing PREFI X IN USE is received, it is conpared
(using the function describe in Section 5.1.1) against all prefixes
allocated to the Iocal domain. |If the local PREFIX_ IN USE is the

wi nner, no further actions are taken. |If the local PREFIX_IN USE is
the loser, the clashing address range nust be withdrawn by initiating
a W THDRAW nessage. The nessage nmust have Role = I NTERNAL, Oigin
Node ID and Origin Domain I D nust be the sane as the correspondi ng

| ocal PREFI X_| N_USE nessage, while CaimTinestanp, ClaimLifetine,
Clai m Hol dti me, Address and Mask nust be the same as the received

wi nning PREFI X_IN USE. The initiated W THDRAW nessage nust be
processed as described in Section 11.7.

If a cached WTHDRAW ti nmes out and the | ocal MASC domai n owns an
over | appi ng PREFI X_MANAGED or PREFI X_I N_USE, the overl apping prefix
ranges can be injected back into the GRI B database. Simlarly, the
address ranges that were not advertised to the |local domain' s MAASs
due to the WTHDRAW can now be advertised again.

In addition to the automatic resolving of clashes, a MASC

i npl emrent ati on shoul d support manual resolving of clashes. For
exanmple, after a clash is detected, the network adm nistrator should
be inforned that a clash has occurred. The specific nanual
nmechani sns are outside the scope of this protocol

A MASC node must be configured to operate using either manual or
automati ¢ clash resol uti on nechani sns.
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5. Changi ng Network Providers

If a MASC domai n changes a network provider, such that the old

provi der cannot be used to provide connectivity, any traffic for
sessions that are in progress and use that MASC donain as the root of
mul ticast distribution trees will not be able to reach that domain.

If the new network provider is willing to carry the traffic for the
ol d sessions rooted at the custonmer domain, then it nust propagate
the custoner’s old prefixes through the GRIB. However, at |east one
MASC node in the custonmer domain nust maintain a TCP connection to
one of the old network provider’'s MASC nodes. Thus, it can continue
to "defend" the custoner’s prefixes, and should continue until the
old prefixes lifetinmes expire.

If the new network provider is not willing to propagate the old
prefixes, then the customer should renove its prefixes fromthe G
RIB. If BGW is in use, the old network provider's domain will

automatically beconme the Root Dormain for the custoner’s old groups
due to the lack of a nore specific group route. MASC nodes in the
custoner domain MAY still connect with the old provider’'s MASC nodes
to defend their allocation

6. Debuggi ng
6.1. Prefix-to-Domain Lookup

Use ntrace [ MTRACE] to find the BGW/ MASC root domain for a group
address chosen fromthat prefix.

6.2. Donmin-to-Prefix Lookup

We can find the address space allocated to a particular MASC domai n
by directly querying one of the MASC servers within that donain, by
observing the state in parents, siblings, or children MASC donai ns,
or by observing the GRIB information originated by that domain.
From those three nethods, the first nethod can provide the nost
detailed information. Finding the address of one of the MASC nodes
within a particular domain is outside the scope of MASC

MASC St or age
In general, MASC will be run by a border routers, which, in genera
do not have stable storage. |In this case, MASC nust use the Layer 2

prot ocol / mechani sm (e.g., ([AAP]) as described in [ MALLOC] to store
the inportant information (the prefixes allocated by the |ocal
domain) in the domain s MAASs who shoul d have stable storage. |If the
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MASC speaker has |ocal storage, it should use it instead of the Layer
2 protocol/mechanism Clains that are in progress do not have to be
saved by using the Layer 2 protocol/mechani sm

Security Considerations

| Psec [I PSEC] can be used to address security concerns between two
MASC peering nodes. However, because of the store-and-forward nature
of the UPDATE nessages, it is possible that if a non-trustworthy MASC
node can connect to sonme point of the MASC topol ogy, then this node
can undetectably inject malicious UPDATEs that may disturb the nornal
operation of other MASC nodes. To address this problem each MASC
node shoul d allow peering only with trustworthy nodes.

After a reboot, a MASC node/domain can restore its state fromits
nei ghbors (internal peers, parents, siblings, children). Typically,
the state received froma parent or internal peer will be
trustworthy, but a node nay choose to drop its own UPDATEs that were
recei ved through a sibling or a child.

A m sbehavi ng node may attenpt a Denial of Service attack by sending
a large nunber of colliding messages that would prevent any of its
siblings fromallocating nore addresses. A single m s-behaving node
can easily be identified by all of its siblings, and all of its
UPDATEs can be ignored. A Denial of Service attack that uses

mul tiple origin addresses can be prevented if a third-party UPDATE
(e.g. by a non-directly connected sibling) is accepted only if it is
sent via the comon parent domain, and the MASC nodes in the parent
domai n accept children UPDATEs only if they come via an internal
peer, or cone directly froma child node that is sanme as the Oigin
Node | D.

| ANA Consi der ati ons

Thi s docunent defines several nunber spaces (MASC nessage types, MASC
OPEN nessage optional paraneters types, MASC UPDATE nessage attribute
types, MASC UPDATE nessage optional paraneters types, and MASC
NOTI FI CATI ON nessage error codes and subcodes). For all of these
nunber spaces, certain values are defined in this specification. New
val ues nay only be defined by I ETF Consensus, as described in [|ANA-
CONSI DERATIONS]. Basically, this neans that they are defined by RFCs
approved by the | ESG
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17. APPENDI X A: Sanple Al gorithns

DI SCLAI MER: This section describes sonme prelininary suggestions by
various people for algorithms which could be used with MASC

17.1. daimSize and Prefix Selection Al gorithm

This section covers the algorithnms used by a MASC node (on behal f of
a MASC domain) to satisfy the demand for nulticast addresses. The
al | ocat ed addresses shoul d be aggregatabl e, the address utilization
shoul d be reasonably high, and the allocation |atency to the MAASs
shoul d be shorter than [WAI TI NG_PERI OD] whenever possible.

17.1.1. Prefix Expansion

For ease of inplenentation and troubl eshooting, MASC shoul d use
conti guous masks to specify the address ranges, i.e. prefixes.
(Research indicates that sufficiently good results can be achi eved
usi ng contiguous masks only.) The chosen prefixes should be as
expandabl e as possible. The nmethod used to choose the children sub-
prefixes fromthe parent’s prefix is the so called Reverse Bit
Ordering (idea by Dave Thaler; inspired by Kanpai [ KAMPAI]). For
example, if the parent’s prefix wdth is four bits, the addresses of
the sub-prefixes are chosen in the follow ng order

Par ent : XXX X
Child A 0000
Child B: 1000
Child C 0100
Child D 1100

If sonme of the children need to expand their sub-prefix, they try to
doubl e the correspondi ng sub-prefix starting fromthe right:

Child A 000x
Child A 00xx
Child D 110x
Child D 11xx
and so on.

However, because the address ordering is very strict, to reduce the
probability for collision, when a new sub-prefix has to be chosen

t he choi ce should be random anong all candidates with the sane
potential for expandability. For exanple, if the free sub-prefixes
are 01xx, 10xx, 110x, then the new prefix to claimshould be chosen
with probability of 50%for 01xx and 50% for 10xx for exanpl e.
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1.2. Reducing Allocation Latency

To reduce the allocation | atency, a MASC node uses pre-allocation.

It constantly nonitors the demand for addresses fromits children (or
MAASs), and predicts what woul d be the address usage after

[WAITING PERIOD]. Only if the available addresses will be used up
within [ WAITI NG_PERI OD], a MASC node cl ai ns nore addresses in
advance.

1.3. Address Space Uilization

Because every prefix size is a power of two, if a node tries to
allocate just a single prefix, the utilization at that node (i.e. at
that node’s domain) can be as low as 50% To inprove the
utilization, a MASC node can have nore than one prefix allocated at a
time (typically, each of themwth different size). By using a pre-
all ocation and allocating several prefixes of different size (see

bel ow), a MASC node should try to keep its address utilization in the
range 70-90%

1.4. Prefix Selection After |Increase of Demand

To additionally reduce the allocation |atency by reducing the
probability for collision, and to i nprove the aggregability of the
al | ocat ed addresses, a MASC node carefully chooses the prefixes to
claim The first prefix is chosen at random anong all reasonably
expandabl e candidates. |If a node chooses to allocate another,
smal l er prefix, then, instead of doubling the size of the first one
whi ch m ght reduce significantly the address utilization, a second
"nei ghbor" prefix is chosen. For exanple, if prefix 224.0/16 was
al ready allocated, and the MASC domai n needs 256 nore addresses, the
second prefix to claimw |l be 224.1.0/24. 1f the domain needs nore
addresses, the second prefix will eventually grow to 224.1/16, and
then both prefixes can be autonmatically aggregated into 224. 0/ 15.
Only if 224.0.1/24 could not be allocated, a MASC node wi |l choose
anot her prefix (eventually random anong the unused prefixes).

If the nunber of allocated prefixes increases above sone threshol d,
and none of them can be extended when nore addresses are needed,
then, to reduce the anmobunt of state, a MASC node should claima new

| arger prefix and should stop re-claimng the ol der non-expandabl e
prefixes. Research results show that up to three prefixes per MASC
domain is a reasonable threshold, such that the address utilization
can be in the range 70-90% and at the sanme tinme the prefix flux wll
be reasonably | ow.
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1.5. Prefix Selection After Decrease of Demand

If the denand for addresses decreases, such that its address space is
under-utilized, a MASC node inplicitly returns the unused prefixes
after their lifetimes expire, or re-clains sone smaller sub-prefixes.
For example, if prefix 224.0/15 is 50% used by the MAASs and/ or
children MASC domai ns, and the overall utilization is such that
approxi mately 27216 (64K) addresses shoul d be returned, a MASC node
shoul d stop reclainmng 224.0/ 15 and should start reclaimnng either
224.0/ 16 or 224.1/16 (whichever sub-prefix utilization is higher).

1.6. Lifetime Extension Al gorithm

I f the demand for addresses did not decrease, then a MASC node re-
clainms the prefixes it has allocated before their lifetinme expires.
Each prefix (or sub-prefix if the demand has decreased) should be
re-clainmed every 48 hours.

APPENDI X B: Strawran Depl oynent

At the nonment of witing, 225.0.0.0-225.255.255.255 is tenporarily
all ocated to MALLOC. Presunably this block of addresses will be used
for experinmental deploynent and testing.

If MASC were wi dely deployed on the Internet, we m ght expect nunbers
simlar to the foll ow ng:

o Initially will have approximately 128 Top-Level Domai ns

0 Assune initially approximately 8192 | evel -2 MASC donai ns; on
average, a TLD will have approxi mately 64 chil dren domai ns.

0 MASC managed gl obal addresses:

The followi ng (large) ranges are not allocated yet (2"N represents
the size of the contiguous mask prefixes):

225.0.0.0 - 231. 255. 255. 255
234.0.0.0 - 238. 255. 255. 255

Tot al : 12*2724 addr esses

2"26 + 2725 + 2724
2h25 + 2725 + 2724

Initially, the range 228.0.0.0 - 231.255.255. 255 (4*2"24 = 2726 =
64M could be used by MASC as the gl obal addresses pool. The rest
(8*2724) should be reserved. Part of it could be added later to
MASC, or can be used to enlarge the pool of administratively
scoped addresses (currently 239. X. X. X), or the pool for static

al l ocation (233. X X X)
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o If the multicast addresses are evenly distributed, each TLD woul d
have a maxi mum of 2719 (512K) addresses, while each |evel -2 MASC
domai n woul d have 8192 addresses.

o Initial claimsize: 256 addresses/ MASC donai n

0 Could use soft and hard thresholds to specify the maxi nrum anount
of clai med+al | ocated addresses per domain. For exanple, trigger a
war ni ng nessage if clai med+al | ocated addresses by a domain is >=
1. 0*average_assunmed_per_domain (a strawran default soft
threshol d):

* if a TLD clai mtall ocati on >= 512K
* if a second | evel MASC domain cl ai mral |l ocati on >= 8K

The hard threshold (for exanple, 2.0*average_assumed_per_donai n)
can be enforced by sending an explicit DEN ED nessage.

The TLDs thresholds (with regard to the clains by the second | evel
MASC donmins) is a private matter and is a part of the particular

TLD policy: the thresholds could be per custoner, and the warnings
to the adm nistrators could be a signal that it is tine to change

t he policy.

o Initial claimlifetime is of the order of 30 days. Prefix
lifetinme is periodically (every 48 hours) reclainmed/ extended,
unless the prefix is under-utilized (see APPENDI X A). Because the
al l ocation is demand-driven, the allocated prefix lifetime will be
automatically extended if the MAASs need | onger prefix lifetinme
(e.g. 3-6 nonths).

0o A level-2 MASC domain could have children (i.e. level-3) MASC
domai ns.

o If alevel-2 or level-3 MASC dormai n uses | ess than 128 addresses,
a Layer 2 protocol/nmechanism (e.g. AAP) should be run anong that
domain and its parent MASC donai n.

19. Authors’ Addresses
Pavl i n Radosl avov
Conput er Sci ence Depart nent
Uni versity of Southern Californial/lSl
Los Angel es, CA 90089
USA

EMai | : pavlin@atari na. usc. edu

Radosl avov, et al. Experi nent al [ Page 52]



RFC 2909 The MASC Pr ot ocol Sept ember 2000

Deborah Estrin

Conput er Sci ence Depart nent

Uni versity of Southern Californial/lSl
Los Angel es, CA 90089

USA

EMail: estrin@si.edu

Ranesh Govi ndan

Uni versity of Southern Californial/lSl
4676 Adnmiralty Way

Mari na Del Rey, CA 90292

USA

EMai | : govi ndan@ si . edu

Mar k Handl ey

AT&T Center for Internet Research at |1SCI (ACIRI)
1947 Center St., Suite 600

Ber kel ey, CA 94704

USA

EMail: mh@ciri.org

Sati sh Kumar

Conput er Sci ence Depart nent

Uni versity of Southern Californial/lSl
Los Angel es, CA 90089

USA

EMai | : kkunar @isc. edu
Davi d Thal er

M cr osoft

One M crosoft \Way
Rednond, WA 98052
USA

EMai | : dt hal er @n crosoft.com

Radosl avov, et al. Experi nment al [ Page 53]



RFC 2909

20. References

[ AAP]

[ API ]

[ BGW]

[ BGP]

[ Cl DR]

[ 1 ANA]

[ 1 ANA- CONSI DERATI ONS]

[ 1 PSEC]

[ KAVPAI |

[ MADCAP]

[ MALLOC]

[ MBGP]

Radosl avov, et al.

The MASC Pr ot ocol Sept ember 2000

Handl ey, M and S. Hanna, "Multicast Address
Al'l ocation Protocol (AAP)", Work in Progress.

Fi nl ayson, R, "An Abstract APl for Muilticast
Address Allocation", RFC 2771, February 2000.

Thaler, D., Estrin, D. and D. Meyer, "Border
Gat eway Multicast Protocol (BGw): Protocol
Specification", Wrk in Progress.

Rekhter, Y. and T. Li, "A Border Gateway
Protocol 4 (BGP-4)", RFC 1771, March 1995.

Rekhter, Y. and C. Topol cic, "Exchanging
Routing Informati on Across Provider Boundaries
in the CIDR Environnent", RFC 1520, Septenber
1993.

Reynol ds, J. and J. Postel, "Assigned Nunbers",
STD 2, RFC 1700, October 1994.

Al vestrand, H and T. Narten, "QGuidelines for
Witing an | ANA Consi derations Section in
RFCs", BCP 26, RFC 2434, Cctober 1998.

Kent, S. and R Atkinson, "Security
Architecture for the Internet Protocol", RFC
2401, Novenber 1998.

Tsuchiya, P., "Efficient and Fl exible
Hi erarchi cal Address Assignnment", |NET92, June
1992, pp. 441--450.

Hanna, S., Patel, B. and M Shah, "Milti cast
Address Dynamic Client Allocation Protocol
(MADCAP) ", RFC 2730, Decenber 1999.

Thaler, D., Handley, M and D. Estrin, "The
Internet Multicast Address Allocation
Architecture", RFC 2908, Septenber 2000.

Bates, T., Chandra, R, Katz, D. and Y.

Rekhter, "Miltiprotocol Extensions for BGP-4",
RFC 2283, Septenber 1997.

Experi nment al [ Page 54]



RFC 2909

[ MIRACE]

[ MZAP]

[ RFC1112]

[ RFC2119]

[ RFC2373]

[ RFC2460]

[ SCOPE]

Radosl avov,

et al.

The MASC Pr ot ocol Sept ember 2000

Fenner, W, and S. Casner, "A ‘traceroute’
facility for IP Multicast”, Wrk in Progress.

Handl ey, M Thaler, D. and R Kernode
"Ml ti cast-Scope Zone Announcenent Protoco
(MZAP) ", RFC 2776, February 2000.

Deering, S., "Host Extensions for IP
Mul ticasting”, STD 5, RFC 1112, August 1989.

Bradner, S., "Key words for use in RFCs to
| ndi cate Requi renment Level s", BCP 14, RFC 2119,
March 1997.

H nden, R and S. Deering, "IP Version 6
Addressing Architecture", RFC 2373, July 1998.

Deering, S. and R Hi nden, "Internet Protocol,
Version 6 (1Pv6) Specification", RFC 2460,
Decenber 1998.

Meyer, D., "Administratively Scoped IP
Mul ticast", RFC 2365, July 1998.

Experi nent al [ Page 55]



RFC 2909 The MASC Pr ot ocol Sept ember 2000

21.

Ful I Copyright Statenent
Copyright (C) The Internet Society (2000). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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