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Abstract

The Large-Scal e Multicast Applications (LSMA) working group was
chartered to produce docunents ained at a consensus based devel opnent
of the Internet protocols to support |arge scale nmulticast
applications including real-tinme distributed sinulation. This neno
defines services that LSMA has found to be required, and aspects of
the Internet protocols that LSMA has found to need further

devel opnent in order to neet these requirenents.

1. The Large Milticast Environment

The Large-Scal e Multicast Applications working group (LSMA) was
formed to create a consensus based requirenment for Internet Protocols
to support Distributed Interactive Sinulation (DI'S) [DI S94], its
successor the High Level Architecture for simnulation (HLA) [DWVSQ096],
and rel ated applications. The applications are characterized by the
need to distribute a real-time applications over a shared wi de area
network in a scal abl e manner such that nunbers of hosts froma fewto
tens of thousands are able to interchange state data with sufficient
reliability and tinmeliness to sustain a three dinensional virtual

vi sual environnment containing | arge nunbers of noving objects. The
networ k supporting such an system necessarily will be capable of
mul ti cast [ EEE95a, | EEE95b] .
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Distributed Interactive Sinulation is the nane of a famly of
protocols used to exchange informati on about a virtual environment
anong hosts in a distributed systemthat are sinulating the behavior
of objects in that environment. The objects are capable of physical
i nteractions and can sense each other by visual and other neans
(infrared, etc.). DS was developed by the U S. Departnent of

Def ense (DoD) to inplement systens for military training, rehearsal
and ot her purposes. Mrre information on DI'S can be found in [ SSMI6] .

The feature of distributed simulation that drives network
requirenments is that it is intended to work with output to and input
from hunans across distributed sinmulators in real time. This places
tight limts on | atency between hosts. |t also nmeans that any
practical network will require nmulticasting to inplenent the required
distribution of all data to all participating sinulators. Large

di stributed sinulation configurations are expected to group hosts on
mul ti cast groups based on sharing the sane sensor inputs in the
virtual environnment. This can nmean a need for thousands of nulticast
groups where objects may nove between groups in |arge nunbers at high
rates. Because the nunber of sinmulators is known in advance and
their maxi mum out put rate in packets per second and bits per second
is specified, the overall total data rate (the sumof all nulticast
groups) is bounded. However the required data rate in any particul ar
group cannot be predicted, and nmay change quite rapidly during the

si mul ati on.

DS real tinme flow consists of packets of |ength around 2000 bits at
rates from.2 packets per second per simulator to 15 packets per
second per sinulator. This information is intentionally redundant and
is normally transmitted with a best effort transport protocol (UDP).
In sone cases it also is conpressed. Required accuracy both of

| atency and of physical sinulation varies with the intended purpose
but generally nust be at |east sufficient to satisfy human
perception. For exanple, in tightly coupled simulations such as high
performance aircraft nmaxi num acceptable latency is 100 nilliseconds
between any two hosts. At relatively rare intervals events (e.qg.
collisions) may occur which require reliable transm ssion of sone
data, on a unicast basis, to any other host in the system

The U. S. DoD has a goal to build distributed sinulation systenms with
up to 100, 000 sinul ated objects, many of them conputer generated
forces that run with mnimal human intervention, acting as opposing
force or simulating friendly forces that are not available to
participate. DoD would like to carry out such simulations using a
shared WAN. Beyond DoD many people see a likelihood that distributed
simul ation capabilities may be conmercialized as entertai nment. The
scope of such an entertainment systemis hard to predict but

concei vably could be larger than the DoD goal of 100, 000.
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The Hi gh Level Architecture (HLA) is a DoD devel opnent beyond DI S
that ains at bringing DIS and other forns of distributed simulation
into a unifying system paradigm Froma distributed systens
standpoint HLA is considerably nore sophisticated than DI'S. For
exanpl e attributes of distributed objects may be controll ed by
different sinmulators. Fromthe standpoint of the supporting network
the primary difference between HLA and DIS is that HLA does not cal
for redundant transmi ssion of object attributes; instead it specifies
a "Run Tinme Infrastructure" (RTI) that is responsible to transmt
data reliably, and may choose to do so by various neans including
redundant transmi ssion using best effort protocols. It is reasonable
to say that any network that can neet the needs of DI'S can support
HLA by DI S-1ike redundant transm ssion, however this approach ignores
the possibility that under HLA some m xture of redundant and reliable
transm ssion can nmake significantly better use of network resources
than is possible using DIS. Wiile HLA, like DS, does not specify
use of a multicasting network, it has simlar requirements for nmany-
to-many transm ssion of object attributes at rates in excess of one
updat e per object per second that cannot be net wi thout multicasting.
Further, HLA calls for transmni ssion of semantically organi zed data
(for exanple, groups of objects with similar capabilities such as
tanks or aircraft) in this many-to-nany context.

One solution that has been enployed to deal with these challenges is
to aggregate the contents of many multicast groups into a single

mul ticast transmni ssion [ PuWwh95, CSTH95]. Termed "dual - nrode" or "bi-
level" multicast, this approach takes advantage of the fact that

al though the anount of traffic in any particular nulticast group can
vary greatly, the aggregate of all transmi ssions is bounded. If the
traffic is all aggregated into one |large flow, an underlying ATM
network can create nmulticast SVCs with acceptable QoS to support the
requirement. It al so bounds the network control problem of group
joins, in that the joins take place anong dedi cated coll ections of
routers and across the dedicated SVCs, rather than contending with

ot her LSMAs that may be sharing the same network. But it does this at
the cost of adding to the network a new, nonstandard aggregation
element that is a hybrid of the Internet and ATM protocols. W
address bel ow the requirenent to achieve such a result using a purely
| P network with aggregated reservation via RSVP.

The defense distributed sinulation conmunity has created a nunber of
mul ti cast-capabl e networks for various sinulated exercises, ranging
fromtens to hundreds of simulated objects distributed across nunbers
of sites ranging fromtwo to twenty. As the nunber of objects has

i ncreased they have found that building nulticasting networks
potentially supporting thousands of sinultaneous multicast groups
with large group change rates is a hard problem This defense problem
is the precursor of simlar problens that can be expected in
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comerci al networks. Therefore the follow ng sections describe the
services required and the shortconings that have been found in using
today’'s Internet protocols in providing these services, with the
intention of informng the ETF to enable it to produce protocols
that neet the needs in these areas.

2. Distributed Simulation (DI'S and HLA) network service requirenents.

a. real-tinme packet delivery, with | ow packet [oss (less than 2%,
predi ctable | atency on the order of a few hundred mlliseconds, after
buffering to account for jitter (variation of |atency) such that |ess
than 2% of packets fail to arrive within the specified latency, in a
shared network

b. multicasting with thousands of multicast groups that can support
join latencies of |ess than one second, at rates of hundreds of joins
per second

c. multicasting using a many-to-many paradigmin which 90% or nore of
the group nenbers act as receivers and senders within any given
mul ti cast group

d. support for resource reservation; because of the inpracticality of
over - provi sioning the WAN and the LAN for |arge distributed
simulations, it is inportant to be able to reserve an overal
capacity that can be dynamically allocated anong the multicast groups

e. support for a mixture of best-effort and reliable |owlatency
mul ticast transport, where best-effort predoninates in the nixture,
and the participants in the reliable multicast may be distributed
across any portion of the network

f. support for secure networking, in the form of per-packet
encryption and authentication needed for classified mlitary
si mul ati ons

3. Internet Protocol Suite facilities needed and not yet available for
| arge-scale distributed sinmulation in shared networks: These derive
fromthe need for real-tinme nulticast with established quality of
service in a shared network. (Inplenmentation questions are not
included in this discussion. For exanple, it is not clear that
i npl ementations of IP rmulticast exist that will support the required
scal e of nmulticast group changes for LSMA, but that appears to be a
qguestion of inplementation, not a limtation of IP nulticast.)
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3.1 Large-scal e resource reservation in shared networks

The Resource reSerVation Protocol (RSVP) is ainmed at providing setup
and flow based information for managi ng i nformation flows at pre-
conmtted performance levels. This capability is generally seen as
needed in real-tinme systens such as the HLA RTI. Concerns have been
rai sed about the scalability of RSVP, and al so about its ability to
support highly dynamic flow control changes. 1In terns of existing
RTI capabilities, the requirenent in LSMA is for rapid change of
group menbership, not for rapid change of group reservations. This
is because in existing RTIs the aggregate requirenment for all groups
in alarge scale distributed sinulation is static. However the
current RSVP draft standard for LSMA does not support aggregation of
reservation resources for groups of flows and therefore does not neet
the needs of existing RTIs. Moreover, there is at |east one RTI
devel opnent underway that intends to use individual, dynamc
reservations for |arge nunbers of groups, and therefore will require
a dynami c resource reservation capability that scales to thousands of
mul ti cast groups.

Further, RSVP provides support only for communicating specifications
of the required information flows between sinmulators and the network,
and within the network. Distributing routing information anong the
routers within the network is a different function altogether,
performed by routing protocols such as Milticast Open Shortest Path
First (MOSPF). In order to provide effective resource reservation in
a large shared network function, it nmay be necessary to have a
routi ng protocol that determ nes paths through the network within the
context of a quality of service requirenent. An exanple is the
proposed Quality O Service Path First (QOSPF) routing protocol

[ ZSSC97]. Unfortunately the requirenent for resource-sensitive
routing will be difficult to define before LSMA networks are depl oyed
wi th RSVP.

3.2 IP multicast that is capable of taking advantage of all comon
link layer protocols (in particular, ATM

Mul ti cast takes advantage of the efficiency obtained when the
network can recogni ze and replicate information packets that are
destined to a group of locations. Under these circunstances, the
network can take on the job of providing duplicate copies to al
destinations, thereby greatly reducing the anpunt of information
flowing into and through the network.

When | P nulticast operates over Ethernet, IP nulticast packets are
transmtted once and received by all receivers using Ethernet-I|ayer
nmul ti cast addressing, avoiding replication of packets. However,

wi th wi de-area Asynchronous Transfer Mdde (ATM, the ability to take
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3.

3

advantage of data link layer nulticast capability is not yet
avai |l abl e beyond a single Logical IP Subnet (LIS). This appears to
be due to the fact that (1) the switching nodels of IP and ATM are
sufficiently different that this capability will require a rather
compl ex solution, and (2) there has been no clear application
requirement for IP nmulticast over ATM nmul ticast that provides for
packet replication across multiple LIS. Distributed sinulation is
an application with such a requirenent.

Hybrid transm ssion of best-effort and reliable nulticast

In general the Internet protocol suite uses the Transmi ssion Contro
Protocol (TCP) for reliable end-to-end transport, and the User

Dat agr am Protocol (UDP) for best-effort end-to-end transport,
including all nulticast transport services. The design of TCP is
only capabl e of unicast transni ssion.

Recently the | ETF has seen proposals for several reliable nulticast
transport protocols (see [Mont97] for a sumary). A general issue
with reliable transport for nulticast is the congestion problem
associ ated with delivery acknow edgnents, which has nade real -tine
reliable nmulticast transport infeasible to date. O the roughly 15
attenpts to develop a reliable nulticast transport, all have shown
to have sonme problemrelating to positive recei pt acknow edgnents
(ACK) or negative acknow edgnents (NAK). In any event, its seens
clear that there is not likely to be a single solution for reliable
mul ti cast, but rather a nunber of solutions tailored to different
appl i cati on domai ns. Approaches involving distributed | oggi ng seem
to hold particular pronmise for the distributed sinulation
appl i cati on.

In the DI S/HLA environnmnent, five different transm ssion needs can be
i dentified:

(1) best-effort lowlatency nulticast of object attributes that often
change continuously, for exanple position of nobile objects;

(2) lowlatency reliable nulticast of object attributes that do not
change continuously but may change at arbitrary tines during the
simul ation, for exanple object appearance (An inportant
characteristic of this category is that only the |atest val ue of
any attribute is needed by the receiver.);

(3) lowlatency, reliable unicast of occasional data among arbitrary
menbers of the multicast group (This form of transm ssion was
specified for DIS "collisions"; it is not in the current HLA
specification but nmight profitably be included there. The
requirenment is for occasional transaction-like exchange of data
between two arbitrary hosts in the multicast group, with a | ow
| at ency that makes TCP connection inpractical.);
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(4) reliable but not necessarily real-tine nulticast distribution of
supporting bul k data such as terrai n databases and obj ect
enumer ati ons; and

(5) reliable unicast of control information between individual RTI
conmponents (this requirenent is nmet by TCP).

Al'l of these transni ssions take place within the sanme | arge-scal e

mul ti casting environment. The value of integrating categories (1) and
(2) into a single selectively reliable protocol was proposed by Cohen
[ Cohe94]. Pullen and Laviano inplenmented this concept [PulLa95] and
denmonstrated it within the HLA framework [ PLMB7] as the Sel ectively

Rel i abl e Transmi ssion Protocol (SRTP) for categories (1) through (3).
Category (4) could be supported by a reliable nulticast protocol such
as the commercial multicast FTP offering from Starburst [ MRTVWO7],
however adequate congestion control has not been denpnstrated in any
such protocol. There has been sonme di scussion of using the Real -Tine
Stream ng Protocol, RTSP, for this purpose, however as the databases
must be transmitted reliably and RTSP uses a best-effort nodel, it
does not appear to be applicable.

In summary, it is clear that a hybrid of best-effort and reliable
mul ti cast (not necessarily all in the sane protocol) is needed to
support DI'S and HLA, and that the lowlatency, reliable part of this
hybrid is not available in the Internet protocol suite.

3.4 Network managenent for distributed sinulation systens

Coordi nated, integrated network managenent is one of the nore
difficult aspects of a large distributed sinulation exercise. The
net wor kK nmanagenent techni ques that have been used successfully to
support the growmh of the Internet for the past several years could
be expanded to fill this need. The technique is based on a primtive
call ed a Managenent |nformation Base (M B) being polled periodically
at very low data rates. The receiver of the poll is called an Agent
and is collocated with the renpte process being nonitored. The agent
is sinple so as to not absorb very many resources. The requesting
process is called a Manager, and is typically |ocated el sewhere on a
separate workstation. The Manager conmmunicates to all of the agents
in a given domain using the Sinple Network Managenent Protocol
(SNWP). It appears that SNMWP is well adapted to the purpose of

di stributed sinulation managenent, in addition to managi ng the
underlying simulation network resources. Creating a standard
distributed sinmulation MB format woul d make it possible for the
simul ati on comunity to make use of the collection of powerful, off-
t he-shel f network managenent tools that have been created around
SNIVP.
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3.5 A session protocol to start, pause, and stop a distributed
sirmul ati on exerci se

Coordinating start, stop, and pause of large distributed exercises is
a conplex and difficult task. The Session Initiation Protocol (SIP)
recently proposed by the Multiparty Miltimedia Session Contro
(MWJSI C) working group serves a sinilar purpose for managi ng | arge
scal e nmul ti medi a conferences. As proposed, SIP appears to offer
sufficient extensibility to be used for exercise session control, if
standardi zed by the | ETF.

3.6 An integrated security architecture

It appears that this requirement will be net by |IPv6 deploynment. A
shortcom ng of the current Internet Protocol (1Pv4) inplenentation is
the lack of integrated security. The new | Pv6 protocol requires

i npl ementers to follow an integrated security architecture that
provides the required integrity, authenticity, and confidentiality
for use of the Internet by comunities with stringent security
demands, such as the financial comunity. The possibility that the

| Pv6 security architecture may neet mlitary needs, when conbi ned
either with mlitary cryptography or government-certified conmerci al
cryptography, nerits further study.

3.7 Low Il atency nulticast nam ng service

Nane-t o- address mapping in the Internet is perforned by the Donain
Nane Service (DNS). DNS has a distributed architecture tuned to the
needs of unicast networking with reliable transm ssion (TCP) that is
not consi dered problematic if its latency is on the order of a second
or nore. The requirement of distributed sinulation for agile novenent
anmong mnul ticast groups inplies a need for name-to-nulticast-address
mappi ng with | atency of under one second for the name resol ution and
group join conbined. This problemhas been circunvented in mlitary
simul ations by using group |IP addresses rather than nanes. Wile
mlitary simulations nay be satisfied to communi cate using a known
mappi ng fromgrid squares to nulticast groups, growth of distributed
sinmul ation into comercial entertainment cannot be based on such a
sinple capability. The players in distributed entertai nment
sinmulations will want to be organized synbolically by virtual world
and role. Alowlatency nmulticast naming service will be required.

3.8 Inter-Domain Multicast Routing for LSMA
Wiile military LSMAs typically take place within a single
adm ni strative domain, future entertai nnent LSMAs can be expected to

i nvol ve heavy inter-domain nulticast traffic so that players can be
supported by nmultiple service providers. Standardized protocols able
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to support |large nunbers of multicast flows across domain boundaries
will be needed for this purpose. Current work to create a Border

Gat eway Multicast Protocol (BAGW) shows promise of nmeeting this need.
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4. Security Considerations

Security issues are discussed in section 3.6.
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6. Full Copyright Statenent
Copyright (C) The Internet Society (1999). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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