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Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

1. Introduction

This RFC describes nmethods to preserve | P address space by not

all ocating globally unique |IP addresses to hosts private to an
enterprise while still permtting full network |ayer connectivity
between all hosts inside an enterprise as well as between all public
hosts of different enterprises. The authors hope, that using these
nmet hods, significant savings can be nade on allocating |IP address
space.

For the purposes of this nenp, an enterprise is an entity

aut ononously operating a network using TCP/IP and in particul ar
determ ni ng the addressing plan and address assignnents within that
net wor k.

2. Motivation

Wth the proliferation of TCP/IP technol ogy worl dw de, including
outside the Internet itself, an increasing nunber of non-connected
enterprises use this technology and its addressing capabilities for
sole intra-enterprise comunications, wthout any intention to ever
directly connect to other enterprises or the Internet itself.

The current practice is to assign globally unique addresses to al
hosts that use TCP/IP. There is a growing concern that the finite IP
address space ni ght becone exhausted. Therefore, the guidelines for
assigning I P address space have been tightened in recent years [1].
These rules are often nore conservative than enterprises would |ike,
in order to inplenment and operate their networks.
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Hosts within enterprises that use IP can be partitioned into three
categori es:

- hosts that do not require access to hosts in other enterprises
or the Internet at |arge;

- hosts that need access to a linmted set of outside services
(e.g., E-mail, FTP, netnews, renote |ogin) which can be handl ed
by application | ayer gateways;

- hosts that need network | ayer access outside the enterprise
(provided via I P connectivity);

- hosts within the first category nmay use | P addresses that are
unanbi guous within an enterprise, but nay be anbi guous between
enterprises.

For many hosts in the second category an unrestricted external access
(provided via I P connectivity) may be unnecessary and even
undesirable for privacy/security reasons. Just like hosts within the
first category, such hosts may use | P addresses that are unanbi guous
within an enterprise, but may be anbi guous between enterprises.

Only hosts in the last category require | P addresses that are
gl obal I y unanbi guous.

Many applications require connectivity only within one enterprise and
do not even need external connectivity for the majority of interna
hosts. In larger enterprises it is often easy to identify a
substantial nunber of hosts using TCP/IP that do not need network

| ayer connectivity outside the enterprise.

Sone exanpl es, where external connectivity mnmight not be required,
are:

- Alarge airport which has its arrival/departure displays
i ndividually addressable via TCP/IP. It is very unlikely that
these displays need to be directly accessible from ot her
net wor ks.

- Large organisations |ike banks and retail chains are switching
to TCP/IP for their internal comunication. Large nunbers of
| ocal workstations |ike cash registers, npbney nachi nes, and
equi pnment at clerical positions rarely need to have such
connectivity.
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- For security reasons, many enterprises use application |ayer
gateways (e.g., firewalls) to connect their internal network to
the Internet. The internal network usually does not have direct
access to the Internet, thus only one or nore firewall hosts are
visible fromthe Internet. 1In this case, the internal network
can use non-uni gue | P nunbers.

- If two enterprises conmunicate over their own private link
usually only a very limted set of hosts is nutually reachabl e
fromthe other enterprise over this Iink. Only those hosts need
gl obal Iy uni que | P nunbers.

- Interfaces of routers on an internal network usually do not
need to be directly accessible fromoutside the enterprise.

3. Private Address Space

The I nternet Assigned Nunbers Authority (I ANA) has reserved the
following three blocks of the IP address space for private networks:

10.0.0.0 - 10. 255. 255, 255
172.16.0.0 - 172. 31. 255. 255
192.168.0.0 - 192. 168. 255. 255
W will refer to the first block as "24-bit bl ock", the second as

"20-bit block, and to the third as "16-bit" block. Note that the
first block is nothing but a single class A network nunber, while the
second block is a set of 16 contiguous class B network nunbers, and
third block is a set of 255 contiguous class C network nunbers.

An enterprise that decides to use | P addresses out of the address
space defined in this docunment can do so w thout any coordi nation
with 1ANA or an Internet registry. The address space can thus be
used by nmany enterprises. Addresses within this private address
space will only be unique within the enterpri se.

As before, any enterprise that needs globally uni que address space is
required to obtain such addresses froman Internet registry. An
enterprise that requests I P addresses for its external connectivity
wi Il never be assigned addresses fromthe bl ocks defined above.

In order to use private address space, an enterprise needs to
determ ne which hosts do not need to have network | ayer connectivity
outside the enterprise in the foreseeable future. Such hosts will be
called private hosts, and will use the private address space defined
above. Private hosts can comunicate with all other hosts inside the
enterprise, both public and private. However, they cannot have IP
connectivity to any external host. Wile not having external network
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| ayer connectivity private hosts can still have access to externa
services via application |ayer relays.

Al'l other hosts will be called public and will use globally unique
address space assigned by an Internet Registry. Public hosts can
conmuni cate with other hosts inside the enterprise both public and
private and can have | P connectivity to external public hosts.
Public hosts do not have connectivity to private hosts of other
enterprises.

Moving a host fromprivate to public or vice versa involves a change
of | P address.

Because private addresses have no gl obal neaning, routing information
about private networks shall not be propagated on inter-enterprise

i nks, and packets with private source or destination addresses
shoul d not be forwarded across such links. Routers in networks not
usi ng private address space, especially those of Internet service
providers, are expected to be configured to reject (filter out)
routing information about private networks. |[|f such a router
receives such information the rejection shall not be treated as a
routi ng protocol error

I ndirect references to such addresses should be contained within the
enterprise. Prom nent exanples of such references are DNS Resource
Records and other information referring to internal private
addresses. In particular, Internet service providers should take
nmeasures to prevent such | eakage.

4. Advant ages and Di sadvantages of Using Private Address Space

The obvi ous advantage of using private address space for the |nternet
at large is to conserve the globally unique address space by not
using it where global uniqueness is not required.

Enterpri ses thensel ves al so enjoy a nunber of benefits fromtheir
usage of private address space: They gain a lot of flexibility in
net wor k desi gn by having nore address space at their disposal than
they could obtain fromthe globally unique pool. This enables
operationally and adm nistratively conveni ent addressi ng schenes as
wel | as easier growh paths.

For a variety of reasons the Internet has already encountered
situations where an enterprise that has not between connected to the
Internet had used I P address space for its hosts without getting this
space assigned fromthe ANA. In sone cases this address space had
been already assigned to other enterprises. Wen such an enterprise
| ater connects to the Internet, it could potentially create very
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serious problens, as |IP routing cannot provide correct operations in
presence of ambi guous addressing. Using private address space

provi des a safe choice for such enterprises, avoiding clashes once
outsi de connectivity i s needed.

One could argue that the potential need for renunbering represents a
significant drawback of using the addresses out of the bl ock
allocated for private internets. However, we need to observe that
the need is only "potential", since many hosts nmay never nove into
the third category, and an enterprise may never decide to

i nterconnect (at IP level) with another enterprise.

But even if renunbering has to happen, we have to observe that with
Cl assless Inter-Domain Routing (CIDR) an enterprise that is connected
to the Internet may be encouraged to renunber its public hosts, as it
changes its Network Service Providers. Thus renunbering is likely to
happen nore often in the future, regardl ess of whether an enterprise
does or does not use the addresses out of the block allocated for
private networks. Tools to facilitate renunbering (e.g., DHCP) would
certainly make it | ess of a concern.

Al so observe that the clear division of public and private hosts and
the resulting need to renunber makes uncontroll ed outside
connectivity nore difficult, so to sonme extend the need to renunber
coul d be viewed as an advant age.

5. Operational Considerations

A recommended strategy is to design the private part of the network
first and use private address space for all internal links. Then
pl an public subnets at the |ocations needed and design the externa
connectivity.

This design is not fixed permanently. |If a nunber of hosts require
to change status later this can be acconplished by renunbering only
the hosts involved and installing another physical subnet if
required.

If a suitable subnetting scheme can be designed and i s supported by
t he equi pment concerned, it is advisable to use the 24-bit bl ock of
private address space and nmake an addressing plan with a good growth
path. |f subnetting is a problem the 16-bit class C bl ock, which
consi sts of 255 contiguous class C network nunbers, can be used.

Using nultiple IP (sub)nets on the same physical nedi um has many
pitfalls. W recommend to avoid it unless the operational problens
are well understood and it is proven that all equi prment supports this

properly.
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Movi ng a single host between private and public status will involve a
change of address and in npbst cases physical connectivity. In

| ocati ons where such changes can be foreseen (nachine roons etc.) it
may be advisable to configure separate physical nedia for public and

private subnets to facilitate such changes.

Changi ng the status of all hosts on a whole (sub)network can be done
easily and without disruption for the enterprise network as a whol e.
Consequently it is advisable to group hosts whose connectivity needs
m ght undergo simlar changes in the future on their own subnets.

It is strongly recommended that routers which connect enterprises to
external networks are set up with appropriate packet and routing
filters at both ends of the link in order to prevent packet and
routing information | eakage. An enterprise should also filter any
private networks frominbound routing information in order to protect
itself from anmbi guous routing situations which can occur if routes to
the private address space point outside the enterprise.

Groups of organi sations which foresee a big need for nutua
conmuni cati on can consider formng an enterprise by designing a
comon addressi ng pl an supported by the necessary organi sati onal
arrangenents |ike a registry.

If two sites of the sane enterprise need to be connected using an
external service provider, they can consider using an I P tunnel to
prevent packet |eaks formthe private network.

A possi bl e approach to avoid leaking of DNS RRs is to run two
naneservers, one external server authoritative for all globally

uni que | P addresses of the enterprise and one internal naneserver
authoritative for all | P addresses of the enterprise, both public and
private. |In order to ensure consistency both these servers should be
configured fromthe sane data of which the external nanmeserver only
receives a filtered version

The resolvers on all internal hosts, both public and private, query
only the internal nameserver. The external server resolves queries
fromresol vers outside the enterprise and is |inked into the gl oba
DNS. The internal server forwards all queries for information
outside the enterprise to the external naneserver, so all interna
hosts can access the global DNS. This ensures that information about
private hosts does not reach resolvers and nanmeservers outside the
enterprise.
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7. Security Considerations

Whil e using private address space can inprove security, it is not a
substitute for dedicated security measures.

8. Concl usion

Wth the described schene many | arge enterprises will need only a
relatively small bl ock of addresses fromthe globally unique IP
address space. The Internet at |large benefits through conservation
of gl obally unique address space which will effectively |Iengthen the
lifetinme of the IP address space. The enterprises benefit fromthe
increased flexibility provided by a relatively |arge private address
space.
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