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A MORE FAULT TOLERANT APPROACH TO ADDRESS RESOLUTI ON FOR
A MULTI - LAN SYSTEM OF ETHERNETS

STATUS OF THI S MEMO

This nenp di scusses an extension to a Bridge Protocol to detect and
di scl ose changes i n nei ghbouring host address paraneters in a Milti-
LAN system of Ethernets. The problemis one which is appearing nore
and nore regularly as the interconnected systens grow | arger on
Canpuses and in Comrercial Institutions. This RFC suggests a

prot ocol enhancenent for the Internet conmunity, and requests

di scussi on and suggestions for inprovenments. Distribution of this
meno is unlimted.

ABSTRACT

Executing a protocol P, a sending host S decides, through P s routing
mechanism that it wants to transmt to a target host T |ocated
somewhere on a connected piece of 10Miit Ethernet cable which
confornms to | EEE 802.3. To actually transnit the Ethernet packet, a
48 bit Ethernet/hardware address must be generated. The addresses
assigned to hosts within protocol P are not always conpatible with
the correspondi ng Et hernet address (being different address space
byte orderings or values). A protocol is presented which allows
dynami c distribution of the information required to build tables that
translate a host’s address in protocol P s address space into a 48
bit Ethernet address. An extension is incorporated to allow such a
protocol to be flexible enough to exist in a Transparent Bridge, or
generic Host. The capability of the Bridge to detect host reboot
conditions in a nulti-LAN environment is al so discussed, enphasising

particularly the effect on channel bandwi dth. To illustrate the
operation of the protocol mechanisns, the Internet Protocol (IP) is
used as a benchmark [6], [8]. Part 1 presents an introduction to
Address Resol ution, whilst Part 2 discusses a reboot detection
process.

DEFI NI TI ONS:

CATENET: a group of IP networks |inked together
I P : Internet Protocol

Parr [ Page 1]



RFC 1029 Fault Tol erant ARP for Multi-LANs May 1988

PART 1
| NTRODUCTI ON

In the Ethernet, while all packets are broadcast, the hardware
interface selects only those with either the explicit hardware
broadcast address or the individual hardware address of this
interface. Packets which do not have one of these two addresses are
rejected by the interface and do not get passed to the host software.
This saves a great deal of otherwi se wasted effort by the host

sof tware having to exam ne packets and reject them |If the interface
har dwar e sel ected packets to pass to the host software by means of

t he protocol address, there would be no need for any translation from
protocol to Ethernet address. Although it is very inportant to

m ninize the nunber of packets which each host nust exani ne, so
reduci ng especially needl ess inspections, use of the hardware
broadcast address should be confined to those situations where it is
uni quely beneficial. Perhaps if one were designing a new | ocal
network one could elininate the need for an address translation, but
in the real world of existing networks it fills a very inportant
purpose. A rare use of the broadcast hardware address, which avoids
putting any processing |oad on the other hosts of the Ethernet, is
where hosts obtain the infornmation they need to use the specific and
i ndi vi dual hardware addresses to exchange nost of their packets.

REASONI NG BEHI ND ADDRESS RESOLUTI ON

The process of converting fromthe | ogical host address to the

physi cal Ethernet address has been ternmed ADDRESS RESOLUTI ON, and has
pronpted research into a nethod which can be easily interfaced,
whil st at the same tinme renmining portable.

The Ethernet requires 48 bit addresses on the physical cable [11] due
to the fact that the manufacturers of the LAN interface controllers
assign a unique 48 bit address during production. O course, Network
Managers do not want to be bothered using this address to identify
the destination at the higher-level. Rather, they would prefer to
assign their logical nanmes to the hosts within their supervision, and
all ow sone | ower |evel protocol to performa resolving operation.

Most of these |ogical protocol addresses are not 48 bits |ong, nor do
they necessarily have any relationship to the 48 bit address space.

For exampl e, |IP addresses have a 32 bit address space [6], thus
giving rise to the need to distribute dynanically the correspondences
bet ween a <PROTOCOLTYPE, PROTOCCOL- ADDRESS> pair, and a 48 bit Ethernet
addr ess.
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EXAMPLE ARP OPERATI ON

Here is a review of the operation of ARP as defined in RFC- 826 [5].
Let hosts X and Y exist on the same Ethernet cable. They have

physi cal Ethernet addresses EA(X), and EA(Y), and DoD I nter net
addresses I PA(X), and IPA(Y). Let the Ethernet type of Internet be
ET(IP). Host X begins an application, and sooner or |later w shes to
conmuni cate an I nternet packet to host Y. Host X has know edge of
the Internet address of Y, i.e., (IPA(Y)), and infornms the | ower
level that it wishes to talk to IPA(Y). The lower-Ilevel subsequently
consults the ARP Module (ARM to convert <ET(IP),IPA(Y)> into a 48
bit Ethernet address but because X has not talked to Y previously, it
does not have this information in its Translation Cache (TC). It

di scards (or queues) the Internet packet, and creates a new Address
Resol uti on packet with:

PACKET FI ELD VALUE ASSI GNED
HRDTYP ETHERNET
PROTYP ET(1 P)

HRDLEN length (EA(X))
PROTLEN length (I PA(X))
ARPOPC REQUEST

SOURCE HWR EA( X)

SOURCE PROT | PA( X)

TARGET HWR don’t know
TARGET PROT | PA(Y)

It then broadcasts this packet to all hosts on the connecting cable.
Host Y picks up this packet and determines that it understands the
hardware type (Ethernet), that it speaks the indicated protocol
(I'nternet), and that the packet is for it, that is, TARGET PROTOCCL
ADDRESS = I PA(Y). Replacing any previous entry, it enters the
information that <ET(I1P),IPA(X) translates to EA(X). It then learns
that this is an ARREQ packet, so it swaps fields, placing EA(Y) in
the new sender Ethernet address field SOURCE HARDWARE ADDRESS, EA( X)
as TARGET HARDWARE ADDRESS, | PA(X) as TARGET PROTOCOL ADDRESS, | PA(Y)
as SOURCE PROTOCOL ADDRESS, and sets the opcode to REPLY. The packet
is then sent with direct routing address information to EA(X). Thus,
Y now knows how to send to X, but X still doesn’t know EA(Y).

Par r [ Page 3]



RFC 1029 Fault Tol erant ARP for Multi-LANs May 1988

When X receives the ARREP packet fromyY, it gets the address
information into its translation cache ET(I1P), | PA(Y)>-->EA(Y),
notices that it is a REPLY, and discards the packet (i.e., disposes
of the dynam c packet buffer). However, if the original |nternet
Modul e packet had been queued, it could have been accessed and given
the full addressing information fromthe translation cache.
Alternatively, had it been discarded, the higher |evel would have
succeeded on a subsequent attenpt, and the Internet packet would be
transmtted i nedi ately.

OBTAI Nl NG GREATER NETWORKI NG RANGE

There are many benefits to be gained in dividing a | arge nul tiuser
network into snmaller, nore nanageabl e networks. These include : Data
Security; Overall Network Reliability; Performance Enhancenent; not
to mention the nost obvious: Geater Networking Range. In sone

net work technol ogi es, cable length may be stipulated not to exceed a
certain range due to electrical limtations. By installing a Bridge,
this restriction is effectively elimnated. An inportant
consideration is the effect the induced Bridge delays will have on
the protocol tineouts in operation on each LAN Subnet. Careful

anal ysi s of upper bounds on tinmeouts would have to be nade in order
to gain full benefit fromthe increased range. |In the case of

Et hernet the follow ng system paraneters exist [11], [12]:

- the bus bandwidth is 10Mit/s

- the maxi num node-to-node cable length is 1500 m

- the maxi mum point-to-point link cable Iength is 1000 m

- the maxi num nunber of repeaters between two nodes is two

- the worst case end-to-end bus propagation delay is 22.5 us

- the jamtinme after collision is 32bit

- the mnimuminterfrane tinme is 9.6 us

- the slot size is 512 bit = 51.2 us
Once a decision has being taken to subnet, the resulting subLANs may
be connected by including a Bridge to Iink themtogether and
providing a protocol which nakes the collection of subnets appear as
a single network. The basic idea of the Bridge providing 'repeater’
facilities would not suffice in this application. Mreover, the

Bri dge woul d have to have further "intelligence’ to enable it to
sel ect those packets which are destined for renpote networks based on
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the protocol address of the target host. Thereby preventing it from
forwardi ng packets needlessly that will not be accepted. |If this
procedure was not adhered to, the channel bandwi dth on the renote

net wor ks woul d be inundated with packets, causing local valid traffic
to backoff and the efficiency of the respective networks to rapidly
decr ease.

One probl em fundanmental to the operation of the Bridge is how it

di scovers on which LAN a particular host is interfaced. |If there are
only two LANs in the system each will have a dedi cated cache at the
Bridge, and when a packet is received at the particular interface,
the source host’s address paraneters are entered in the respective
LAN cache. However, when we consider a Milti-LAN environnment, the
procedure becones nore conplicated.

FIGURE 1. A MJILTI - LAN TOPOLOGY

In the normal set-up, whenever B3 or B4 woul d receive a packet on E4,
they woul d both update the caches on their E4 interface. In
addition, a nethod nmust be provided to pernit B4 to distinguish

bet ween packets arriving on E4 fromEl, E2, E3, and those which
actually originated on E4.
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This is so that packets can be categorized as being of renote or

| ocal source and processed accordingly. The nost obvious solution is
for each Bridge to act as an AGENT and plug in its address as the
source of any packets it cascades to a renpte network, instead of the
packet being cascaded with its original source address. At Bridge
boot, it may issue a broadcast request for all |ocally connected
hosts/devices to return their |ocal network protocol addresses. On
subsequent receipt of this information, the Bridge could then update
the cache for each of its interfaces so that it would now have a base
fromwhich to performfuture operations.

The alternative to this automatic procedure is to permt manual
intervention in the Bridge software which could be activated by the
networ k manager in order to key in the addresses of the hosts
connected to each LAN interface.

Thus, having provided a neans for the Bridge to obtain the original
state of the LAN addresses when it boots, how then does the Bridge

di stinguish the arrival of a new host on the locally connected system
fromtransm ssions which were sent froma renote source and cascaded
by an adjacent Bridge? Two approaches are currently under
consideration to solve this problem nanely Explicit Subnets, and
Transparent Subnets [4], [7], [9], [14].

In the Explicit Subnet approach, the I ocation of the host in the
systemis inportant. The address of the host in the protocol suite
will reflect which subnet the host is interfaced to. Consequently
the protocol address space is divided into a three |level hierarchy of
<net wor k, subnet, host> Wthin the Internet there are five addressing
divisions in operation [10], classes A, B, C, D, and E. Casses D
and E relate to an addressing technique that will be used for
managenent of nulti-casting groups and will not be di scussed here.
Wth such a structure, it is possible to provide an address nask at
each interface so that received packets may have their source address
fields exam ned and conpared with the address mask of this LAN. 1In
so doing, the conponent which is being verified is actually the
subnet address. |f the nmasking operation is successful the source
must exist on this LAN, otherwise it nust be renpte.

Wth the Transparent schene, the first tine a newy booted host

"speaks’ it will be |ooking for addressing information (probably
usi ng BOOTSTRAP [1], RARP [2] or ARP [5]). Accordingly, the Bridge
will detect these respective requests and be in a position to perform

operations on the address paraneters. The current approach in
Transparent Subnetting is that before any such requests can be
cascaded by the Bridge to an adjacent LAN, that Bridge will place its
i nterface address paraneters into the source address fields, thus
acting as the ACENT. Therefore, this Bridge will ’see’ either
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packets arriving fromthe renote Bridge address, or |ocal packets.
By virtue of the RARP/ ARP operation, which hosts performwhen they
first come up, any hi-level packets received on to the network not
havi ng the bridge address, and not having a mapping in the cache for
that LAN, can be considered as being renote.

Currently, there is a nove toward the Transparent subnet proposal
originally described by Postel [7]. This has been due mainly to
practical problens of inconpatible inplenentations fromdifferent
vendors, and the restrictions that the Explicit address space pl ace
on the adaptability of the systemto change (class C addresses are
not flexible enough for the Explicit schene). It is also the opinion
of the Author of this paper that the Agent technique adopted by the
Bri dges coul d have shortcomings in a dynam c environment which woul d
be detrinental to its operation; for exanple, where the bridges

t hensel ves relocate or crash, or in the managenent of the "Agent For

Who" cache at the bridge. Insofar as Loop Resol ution and
SelfStabilization after failure are Bridge problens that need to be
addressed, it is strongly felt their satisfactory solution will be

supported by elimnation of the Agent technique [13].
BRI DGE OPERATI ONS

Referring to figure 1, assunme that at sone stage during its
processing [ E1IH3] w shes to comunicate with [E2H19]. [E1H3] obtains
know edge of the Internet address of [E2H19] fromits translation
cache, but will not require the know edge that [E2H19] exists on a
conpletely different subnet. [E1H3] calls its Internet Mdule to
transmt the packet. As detailed, the usual procedure of passing
control toits ARMis perfornmed in an attenpt to obtain a
translation. |If we assune that [E1H3], and [E2H19] have not tal ked
before, the ARMin [E1IH3] will not be able to resolve the addresses
on the first attenpt.

In such a case, an ARREQ packet is assenbled and broadcast to al
hosts on the network [El]. The packet traverses the cable and is
eventual |y picked up by the (Bl) Bridge Address Resol ution Mdul e
(BARM), whereupon it determ nes whether or not it should intervene in
the request. |If the target is determ ned as renote (i.e., having no
match in the | ocal cache), the BARM examines its @ obal Transl ation
Cache (GIC) to determine if it has an entry for <protocol,[E2H19] >.
Shoul d a mappi hg be obtained at the Bridge, there is no need for the
broadcast REQUEST packet to be cascaded on to the renote network
[E2]. It is therefore assunmed that the entries in the GIC refl ect
the nost current addressing information. A match thus obtained, the
ori gi nal ARREQ packet buffer is adapted as required and returned
directly to [ELH3] via the Bridges hardware interface |FEL.
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On the other hand, should the Bridges’ GIC have no infornmation on
[ E2H19], the BARM woul d have to performthe follow ng steps:
1. drop the current ARREQ from [ E1H3],
2. create its own ARREQ using the Bridge source addresses
and copy the target _internet_addr fromthe origina

[ EIH3] ARREQ packet,

3. broadcast the ARREQ on network E2 via network interface
| FE2, and go into a timeout awaiting a REPLY.

Should this tinmeout period expire, a nunber of retries will be
perm tted under control of the BARM Alternatively, if a REPLY is
received within the timeout interval, then the BARMw || update its

GIC. The ARM of [EL1H3] next will attenpt to transmt anot her ARREQ
but this time a mapping will be obtained at the BARM S GIC, and the
appropriate REPLY will be returned.

Part 1 has described the state of the art of the behavi our of Address
Resol ution. Part 2 now extends the study to the nore serious problem
of rebooting hosts in a nmulti-LAN system of Ethernets, and the

ef fects such changes have on the integrity of state information held
in ARP caches and routing tables.

PART 2
THE CAPTURE OF REBOOTS

Because Address Resol ution packets are broadcast, all hosts on the
connecting cabl e including the Transparent Bridge will pick themup
and determ ne what they are. Referring to figure 1, it may well be
the case that a host on El wishes to conmunicate with a fell ow host
on the sane physical ether. Hence, if Hx wishes to talk to Hw on the

same ether, but has not done so previously, it will broadcast an
Addr ess Resol ution packet in the normal fashion. The Bridge wll
al so 'see’ the packet as it passes by, and will act as described

above, unless that is, there is sone nethod of preventing it doing
so; there is no point in the Bridge invoking its ARM and wasting
processing time if the problemis going to be resolved locally.

It may occur however, that HL wants to conmunicate with H5. |f
however, H5 has not tal ked with anyone before (i.e., it has been
"dormant"), HL will issue an ARREQ The Bridge will not know that H5

is local because it won't have been entered in the | ocal address
cache from previ ous conversations. To avoid broadcasting an ARREQ to
all networks/subnets, one way around this problemis to set up the
contents of the local cache at Bridge startup tine. Therefore, the
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Bridge will already know not to intervene. Thus, if the Bridge (with
2 nets) finds that a particular |IP destination address is not in the
| ocal cache of interface 1, it would have to examine its GIC and scan
it for a mapping. Should no mapping be obtained at interface 2, one
of two possibilities exist:

1. the target host doesn't exist locally

2. the caches are corrupt (the eventuality of this should
be negligible!)

If it is assuned that each of the translation caches contains have
the nost recent addressing information regarding its own domain of
the network then, in this exanple, if the Bridge does not get a
mappi ng at the GIC it woul d appear that the host nust exist renotely
fromEl, and E2.

Such a concl usion woul d ignore cases in which a host unplugs froma
particul ar hardware interface and plugs into another hardware
interface, or where |ogical nanmes are reassigned to different

i nterfaces due to host user change. Either of these events could
happen had the host being accessed on E2, which would nean that a
REBOOT has taken pl ace.

Antici pating these possiblities |ocal caches are essential. In
normal operation, the Bridge will process and forward | P packets
received fromone network, and destined for another. |[If the Bridge

picks up an ARREQ, it will first look for a mapping in its GIC before
di scarding the original ARREQ and transmitting its own to the renote
network. |In any case, the Bridge will always exanm ne the | ocal cache
entries at the receiving interface, so that it nmay determine if the
target address is local or renote. Wen the Bridge first scans the

| ocal cache, it does so with the source |IP address as the key. [If no
mapping is retrieved, it then scans the GIC with the sanme key.

Shoul d a mappi hg now be obtained, it remains for the Bridge to insert
the source IP into the |ocal cache, where it has either been
previously deleted or corrupted.

However, if the source IP exists in the respective |ocal cache, the
validity of the source Ethernet address should also be verified by
exam ning the respective entry in the GIC. A scan of the GICis then

perfornmed with <protocol, source_prot_addr> as the key. |f a napping
is retrieved, the respective <et_addr> shoul d be checked agai nst the
source Ethernet address in the packet header. |f the addresses do

not match, then we have uncovered a Hardware Reboot condition (i.e.,
a change in Ethernet ID). On the other hand, should the scan of the
GIC with <protocol, source_prot_addr> fail to obtain a mapping, then
the Bridge would scan the GTC with the current Ethernet address in
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the packet header. |If this obtains a mapping, then a Protocol Reboot
condition (i.e., change in |ogical ID) has been detected.

In the next section, the inplications of these forns of ’'Reboot’ are
di scussed.

REBOOT SCENARI O

I n normal operation, packets will uneventfully traverse each subnet
either as conplete Internet packets, broadcast ARREQ s, or direct
ARREFP's. The Bridge attached to each subnet will ’'hear’, and ’see

all packets as they travel past its connected interfaces. Because of
the exi stence of the |ocal caches at each interface, the Bridge can
deci de whether or not to intervene. In general circunstances, each
host on the Catenet will have a transl ation cache contai ni ng

<pr ot ocol , source_prot _addr, source_et_addr> entries for all packets it
has observed. Most of these entries will have been due to processing
ARREQ packets, which were broadcast, and by receiving REPLY packets.
In accordance with the foregoing , the Bridge will have a cache
attached to each subnet interface containing entries for protocol

addr esses.

Wthin the Bridge's G obal Translation Cache (GIC) will be entries of
all <protocol, source_prot_addr, source_hrd_addr> triplets relating to
val i d hosts whi ch have been recognised. If we assune that we have
just connected up a Catenet such as that illustrated in figure 1
then at power-up no stations will have know edge about their

nei ghbours. |If the Bridges are to remain transparent, the
transl ati on caches at each host will be totally enpty. The only
addressing details that will be in existence will be the protocol
addresses stored in the |ocal caches of the Bridges.

The hosts subsequently begin to run applications and will want to
comuni cate with one another. The first ARREQ i s broadcast on the
respective subnet and all hosts, including the Bridge' s interface to
the subnet, will pick it up and store the details. |If, for exanple,
Hx issues an ARREQ for Hg, the Bridge will not intervene since there
is no need (providing no reboot has occurred at Hg). However, if Hx
wi shes to talk with Hz, Bl will determine that the target IP in the
respecti ve ARREQ does not exist in the local cache of IFEL, so it

will examine the GIC, with the <protocol,target_prot_addr> of Hw as

t he key.

It is assuned that there will be a timeout nmechanismin operation at
the source of any packet. In addition, the Bridge may al so place the

target address in a 'search list’ of currently sought hosts, so as to
prevent ARREQs from different sources being cascaded for the sane
target. Under these conditions, Hx may re-issue its original ARREQ
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but will be ignored until the host Hw has replied to the ARREQ
transnitted by the Bridge.

NORVAL RUNNI NG STATE

Assumi ng that a few ARP' s have been issued, |P packets will start
traversing the Catenet with full addressing information. Again, the
Bridges will 'see’ all the packets. |If we extend the situation one
step further, and assune that several conversations have taken place
across the Catenet, there will be entries in the translation caches
of the hosts concerned, regarding the

<protocol,target _prot_addr,target _hrd_addr> triplets of those hosts
wi th which the conversations took place. The Bridges also, will have
details in their GIC s for packets which they cascaded.

If a host is relocated, any connections initiated by that host wll
still work, provided that its own translation cache is cleared when
it does physically nove. However, any connections subsequently
initiated to it by other hosts on the Catenet will have no particul ar
reason to know to discard their old translation for that host.
Ideally, 48 bit Ethernet addresses will be unique and fixed for al
tinme.

RECOGNI TI ON OF THESE REBOOT CONDI TlI ONS

Wth reference to figure 1, assune that for sonme reason a fault
occurs on the hardware interface of <ElHe>.  The result of this is
that a newinterface is installed with a newly acquired hardware
address. Wen <ElHe> is powered up, the previous contents of its
transl ation cache are cleared and it has no recollection of local, or
renote host addresses. Accordingly, <ElHe> begins to issue ARREQ s
to hosts it requires. Wenever <ElHe> transmits its first ARREQ it
could be termed a ' HELLO PACKET', since everyone on the subnet can

pi ck up the packet, and store the relevant infornmation in their
transl ati on caches. Wthin hosts, a nmapping will be found on the old
<prot ocol , source_prot_addr> pair, and the current <et_addr> of the
packet header will replace whatever is entered in the translation
cache.

At this point it would be easy for each host with an entry to
recogni se the Hardware Reboot situation and informthe subnet with a
respective broadcast reboot packet. But allow ng such a procedure
woul d be extremy inefficient on the broadcast nedium and woul d
drastically outweigh any inprovenments in performance which m ght be
obtained in the long term |In any case, given the fact that the
ARREQ i s broadcast, all stations on the subnet will recognise the
reboot. The inportant point to consider is the effect such a reboot
wi || have on subsequent conversations which are initiated renotely.
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Can redundant transm ssions be thwarted before they tie up processing
time on hosts en-route to the rebooted target? How these
difficulties are resolved is critical to the |evel of perfornmance
obtained in a Catenet configuration. Since it is not optimal for
hosts to informthe systemof a reboot, it is left to the Bridge.
Whenever the Bridge receives a packet, be it IP, or ARP, it exam nes
the source address paraneters in the packet header, in the hope of
detecting any inconpatibilities between themand the entries inits
caches. There are three distinct possibilities, nanely, a difference
in the 48 bit hardware address only, a difference in the protocol
address, and two conpletely new addresses. |f an inconpatibility is
di scovered, a "REBOOT" packet is constructed and issued on all renote
i nterfaces containing the appropiate infornmation, allow ng Bridges to
update their GIC s and generic hosts their ARP caches.

The structure of the Reboot packet is as depicted in figure 2

0 1 2 3
01234567890123456789012345678901
T I T i o ST S S S I mi s o S S S S
| PACKET OPCODE | REB OPC SOURCE |
T T S i T S S Ut ST N T S i S S ai o S S S S
| HARDWARE ADDRESS |
T T S T S S e T S S S e s S S
| SOURCE PROTOCOL ADDRESS |
T T S T S S e T S S S e s S S
| MULTI CAST TARGET HARDWARE |
T T S T S S e T S S S e s S S
| ADDRESS | MULTI CAST TARGET |
T T S T S e T 2 S S ks S S
| PROTOCOL |

I S T e

--------- > NEXT FOLLOAS A VARI ANT FI ELD ON REBOOI OPCCDE

T S S T S T o S S S e S s sl st S S S S
| OL D SOURCE HARDWARE |
T T T S S T S S S s ks sl s S S S SRt

| ADDRESS |
I i S S i T e S Sas

R

T S S T i S S S i Sl SU SRS
| OLD SOURCE PROTOCOL ADDRESS |
T S S i S R N S S S S i s S SR SRS

FI GURE 2. REBOOT PACKET
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The followi ng definitions apply:

PACKET FI ELD VALUE
OPCODE REBOOT
REBOOT OPCCDE HARDWARE
REBOOT OPCCDE PROTOCCL

The format is then as foll ows:

48 bit broadcast Ethernet address for the destination,

48 bit Ethernet address of source Bridge,

16 bit Protocol type = PACKET OPCODE - REBOOT.
For conpl eteness and error checking it may be an advantage to have a
field which specifies the length of addresses in the Ethernet and

prot ocol address spaces. Thus, the Reboot packet structure contains
the foll ow ng:

FI ELD FI ELD SI ZE DESCRI PTI ON

HRDLEN 4 bit byte Il ength of Ethernet address
PROTLEN 4 bit byte length of Protocol address
SOURCE

PROTOCOL

ADDRESS 32 bit current protocol address of host
TARCET

PROTOCOL

ADDRESS 32 bit broadcast target protocol address
REBOOT

OPCODE 4 bit will be either PROTOCOL or HARDWARE
if PROTOCCL 32 bit ol d protocol address

el se HARDWARE 48 bit ol d hardware address
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As shown, dependi ng on the REBOOT- OPCODE, the structure will continue
with either the 48 bit old hardware address or the 32 bit old
protocol address. The choice of a variant packet structure is for
reasons of curtailing the size of the packet to the fields that are
truely necessary in each situation. Fromthis Reboot packet
structure, the process of generating such a packet can be consi der ed.
When the Bridge algorithmdetects a reboot, it should create a reboot
packet structure containing the rel evant addressing information and
subsequently nulticast it on the interface(s) which access(es) the
renote subnet(s). The decision as to which interface(s) is/are

| ocal, and which is/are renote, can be resolved automatically
whenever a packet is received. Wth respect to this packet transfer
the receive interface at the Bridge becones local, and all others are
tagged as renote.

Thus, hosts on the subnet renote fromthe reboot are inforned of the
situation imediately as it is detected by the Bridge. 1In the
Catenet configuration illustrated in fig 1, this will have the effect
of updating the Translation Cache within each host, whenever it
receives the packet. |If for exanple, <E4Hw> reboots under hardware,
B3 will detect this occurance. There is no reason for the subnets
El, E2, E3 to be aware of this episode. In normal operation, B3 wll
recogni se the reboot fromthe first ARREQ i ssued from <E4Hw>. Wth
this reboot detection facility, B3 will be in a position to inform
the hosts on El, E2, and E3. B3 can then create and issue the Reboot
packet via its interface with E3. Wen B3 picks it up, it wll
update its own caches and subsequently cascade the packet onto E2,
where it will be passed on to E1 via Bl.

ARGUMENTS FOR REBOOT PACKETS

It is envisaged that introduci ng Reboot packets, will serve to
enhance the bandwi dth achi evable within a Catenet system Probl ens
of addressing ’'dead’ hosts will no longer exist in a correctly
functioning configuration. Translation Caches will have on hand the

nost recent addressing information avail able, which should al so serve
to enhance the performance of the routing strategy in operation.
Mul ti pl e, redundant processing of packets destined for 'dead hosts

will be avoided. Wighing this against the processing involved wth
a single nmulticast of Reboot packets, it is expected that the latter
will be is the nbst economically viable in relation to the long-term

traffic presented to the system
CONCLUSI ON
It appears that reboots are beconing increasingly cormbn on internet

networks. Many sites use Personal Conputers (PC) as termnals and
the typical way to finish a sessionis to switch themoff! Wth the
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i ncreasing popularity of nultitasking Operating Systens on these
types of machines, problenms are nore likely to occur, particularly
when the PCs are diskless, or participating in a distributed file
system of sone kind. G ven the inportance of correct addressing in
comuni cati ons networks running Ethernet, it is anticipated the
reboot mechani sm described will serve to inprove the correctness and
validity of the protocol/network address nappi ngs which nay be stored
in the translation caches. To this degree, sinulation is expected to
show that the volunme of invalid traffic will decrease, to the benefit
of hosts, Bridges and servers alike. Likewi se, ratification of the
routing policy is anticipated and since redundant/obsol ete packets
will be thwarted, the efficient utilization of avail able channe
bandwi dth across the catenet is also expected to inprove. Thus,

ef fectively increasing Catenet throughput for ’'valid packets, and

t herefore enhancing the | evel of service provided to the end users.

It is obvious that the proposed schene inplies the alteration of the
packet processing code in Bridges/ Gateways. The point to renmenber is
the increased favour with which larger, nore conplex Milti-LAN
systens of Ethernets are being received. The recent adaption of
extra tel ephone cables to serve as the transnission nedia for the

Et hernet can only result in installation costs being reduced, therein
maki ng the Ethernet nore attractive within large corporate buil dings,
etc. It is sensible to suggest that the probability of host address
re-assignment shall increase in proportion to the nunber of physical
systens attached, conponent failure rate (for whatever reason),

rel ocation of resources, and the size and turnover of the workforce
(i.e., people noving fromone roomto another). Simulation
experinments are currently being devel oped to anal yse the resultant
traffic patterns under this schene, and it is hoped to highlight

t hreshol ds where adoption of the scheme becones a necessity.

In addition, the Author is currently extending the boundaries of this
problemto enconpass the reboot, or relocation of Bridges thenselves.
Involved with this are the phenonena of |oop resolution, |oad sharing
and duplicate packet suppression. It is envisaged that a Self-
Stabilizationg Bridge Protocol will result that will be nore "light-
wei ght" than those adhering to the Spanning Tree Al gorithm
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