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1. Abstract

Many organi zations use a firewall conmputer that acts as a security
gateway between the public Internet and their private, interna

"intranet’. In this docunent, we discuss the issues surrounding the
traversal of IP nmulticast traffic across a firewall, and describe
possi ble ways in which a firewall can inplenment and control this
traversal. W also explain why some firewall mechanisns - such as

SOCKS - that were designed specifically for unicast traffic, are |ess
appropriate for nulticast.

2. Introduction

Afirewall is a security gateway that controls access between a
private adminstrative domain (an 'intranet’) and the public Internet.
Thi s docunent discusses how a firewall handles IP multicast [1]
traffic.

We assune that the external side of the firewall (on the Internet)
has access to IP nmulticast - i.e., is on the public "Milticast
Internet" (aka. "MBone"), or perhaps sone other multicast network.

We al so assune that the *internal* network (i.e., intranet) supports
P multicast routing. This is practical, because intranets tend to
be centrally administered. (Al so, many corporate intranets already
use nulticast internally - for training, neetings, or corporate
announcenents.) In contrast, some previously proposed firewall
nmechani sns for multicast (e.g., [2]) have worked by sendi ng *unicast*
packets within the intranet. Such mechani sns are usually

i nappropriate, because they scale poorly and can cause excessive
network traffic within the intranet. Instead, it is better to rely
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upon the existing IP nmulticast routing/delivery mechanism rather
than trying to replace it with unicast.

Thi s docunent addresses scenarios where a nulticast session is
carried - via nmulticast - on both sides of the firewall. For

i nstance, (i) a particular public MBone session nay be relayed onto
the intranet (e.g., for the benefit of enployees), or (ii) a special
i nternal communi cation (e.g., announcing a new product) may be

rel ayed onto the public MBone. 1In contrast, we do not address the
case of a roam ng user - outside the firewall - who wi shes to access
a private internal multicast session, using a virtual private
network. (Such "road warrior" scenarios are outside the scope of
thi s docunent.)

As noted by Freed and Carosso [3], a firewall can act in two
di fferent ways:

1/ As a "protocol end point". In this case, no internal node
(other than the firewall) is directly accessible fromthe
external Internet, and no external node (other than the
firewall) is directly accessible fromw thin the intranet.

Such firewalls are al so known as "application-|evel gateways"

2/ As a "packet filter". In this case, internal and externa
nodes are visible to each other at the IP level, but the
firewall filters out (i.e., blocks passage of) certain packets,
based on their header or contents.

In the renmai nder of this docunment, we assume the first type of
firewall, as it is the nost restrictive, and generally provides the
nmost security. For nmulticast, this nmeans that:

(i) A multicast packet that’s sent over the Internet will never
be seen on the intranet (and vice versa), unless such packets
are explicitly relayed by the firewall, and

(ii) The IP source address of a relayed nulticast packet will be
that of the firewall, not that of the packet’s original

sender. To work correctly, the applications and protocols
bei ng used nmust take this into account. (Fortunately, npst
nodern nul ti cast - based protocols - for instance, RTP [4] -
are designed with such relaying in mnd.)

3. Wy Miulticast is Different
When considering the security inplications of IP nulticast, it is

i mportant to note the fundanmental way in which nulticast
conmuni cation differs fromunicast.
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Uni cast communi cation consists of a ’'conversation’ between an
explicit pair of participants. It therefore nakes sense for the
security of unicast conmunication to be based upon these participants
(e.g., by authenticating each participant). Furthernore, 'trust’

Wi t hi n uni cast conmuni cati on can be based upon trust in each
participant, as well as upon trust in the data.

Mul ti cast conmuni cation, on the other hand, involves a arbitrary
sized, potentially varying set of participants, whose nenbership

m ght never be fully known. (This is a feature, not a bug!) Because
of this, the security of nulticast conmunication is based not upon
its participants, but instead, upon its *data*. |In particular
mul ti cast communi cation is authenticated by authenticating packet
data - e.g., using digital signatures - and privacy is obtained by
encrypting this data. And "trust’ within nulticast conmunication is
based solely upon trust in the data.

4, Multicast-Rel ated Threats and Count er neasures

The primary threat arising fromrelaying nulticast across a firewall
is therefore "bad data" - in particular:

(i) damaging data flowing fromthe Internet onto the intranet, or
(ii) sensitive data inadvertently flowing fromthe intranet onto
the external Internet.

To avert this threat, the intranet’s security adm nistrator nust
establish, in advance, a security policy that decides:

(i) Wiich multicast groups (and correspondi ng UDP ports) contain
data that can safely be relayed fromthe Internet onto the
intranet. For exanple, the security adm nistrator mn ght
choose to pernmit the relaying of an MBone | ecture, know ng
that the data consists only of audio/video (& to safe ports).

(ii) Which multicast groups (and correspondi ng UDP ports) wll not
contain sensitive internal information (that should therefore
not be relayed fromthe intranet onto the Internet). This,
of course, requires placing trust in the applications that
internal users will use to participate in these groups. For
exanmple, if users use an audio/video ’viewer’ programto
participate in an MBone session, then this program nust be
trusted not to be a "Trojan Horse". (This requirenent for
"trusted applications" is by no nmeans specific to nulticast,
of course.)

Once such a security policy has been established, it is then the job
of the firewall to inplenment this policy.
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5. What Firewalls Need to Do

In short, a firewall rmust do three things in order to handle
mul ti cast:

1/ Support the chosen multicast security policy (which establishes
particular multicast groups as being candidates to be rel ayed),

2/ Determine (dynam cally) when each candi date group shoul d be
rel ayed, and

3/ Relay each candidate group’s data across the firewall (and then
re-multicast it at the far end).

These three tasks are described in nore detail in the next three
secti ons.
Note that because a firewall is often a convenient place to

centralize the adm nistration of the intranet, some firewalls m ght
al so perform additional adm nistrative functions - for exanple,

audi ting, accounting, and resource nonitoring. These additional
functions, however, are outside the scope of this docunent, because
they are not specifically *firewall*-related. They are equally
applicable to an adnministrative domain that is not firewalled.

6. Supporting a Multicast Security Policy

As noted above, a nulticast security policy consists of specifying
the set of allowed nulticast groups (& corresponding UDP ports) that
are candi dates to be relayed across the firewall. There are three
basic ways in which a firewall can support such a policy:

1/ Static configuration. The firewall could be configured, in
advance, with the set of candidate groups/ports - for exanple,
in a configuration file.

2/ Explicit dynam c configuration. The set of candidate
groups/ports could be set (and updated) dynamnically, based upon
an explicit request fromone or nore trusted clients
(presunably internal). For exanple, the firewall could contain
a 'renote control’ nechanismthat allows these trusted clients
- upon authentication - to update the set of candi date
groups/ ports.

3/ Inmplicit dynam c configuration. The set of candidate
groups/ports could be deternmined inplicitly, based upon the
contents of sone pre-authorized nulticast group/port, such as a
"session directory". Suppose, for exanple, that the security
policy decides that the default MBone SAP/ SDP session directory
[5] may be relayed, as well as any sessions that are announced
inthis directory. A 'watcher’ process, associated with the
firewal |, would watch this directory, and use its contents to
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dynam cal |y update the set of candi dates.
Not es:

(1) Certain ranges of nulticast addresses are defined to be
"adm ni stratively scoped" [6]. Even though the firewall
does not act as a true nmulticast router, the nulticast
security policy should set up and respect administrative
scope boundari es.

(ii) As noted in [2], certain privileged UDP ports may be
consi dered dangerous, even with multicast. The nulticast
security policy should check that such ports do not becone
candi dates for rel aying.

(iii) BEven if sessions announced in a session directory are
consi dered automatic candi dates for relaying (i.e., case 3/
above), the firewall’s 'watcher’ process should stil
perform sonme checks on incom ng announcenents. In
particular, it should ensure that each session’ s ’group’
address really is a nulticast address, and (as noted above)
it should al so check that the port nunmber is within a safe
range. Depending on the security policy, it may al so w sh
to prevent any *locally* created session announcenents from
becom ng candi dates (or being rel ayed).

7. Deternining Wien to Relay Candi date G oups

If a nmulticast group becomes a candidate to be rel ayed across the
firewal |, the actual relaying should *not* be done continually, but
i nstead should be done only when there is actual interest in having
this group relayed. The reason for this is tw-fold. First,
relaying a nulticast group requires that one or both sides of the
firewall join the group; this establishes nulticast routing state
within the network. This is inefficient if there is no current
interest in having the group relayed (especially for
Internet->intranet relaying). Second, the act of relaying an
unwant ed mnul ti cast group consumes unnecessary resources in the
firewall itself.

The best way for the firewall to determ ne when a candi date group
should be relayed is for it to use actual nulticast routing

i nformation, thereby acting much as if it were a real ’'inter-domain’
multicast router. |If the intranet consists of a single subnet only,
then the firewall could listen to | GW requests to |earn when a
candi date group has been joined by a node on this subnet. |If,

however, the intranet consists of nore than one subnet, then the

firewall can | earn about candi date group nenberships by listening to
"Domain Wde Miulticast G oup Menbership Reports” [7]. Unfortunately,
this nechani smhas only recently been defined, and is not yet used by
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nost routers.

Anot her, albeit | ess desirable, way for the firewall to | earn when
candi date mul ticast groups have been joined is for the firewall to
periodically 'probe’ each of these groups. Such a probe can be
perfornmed by sending an | CMP ECHO request packet to the group, and
listening for a response (wWith sonme timeout interval). This probing
schene is practical provided that the set of candidate groups is
reasonably snmall, but it should be used only on the intranet, not on
the external Internet. One significant drawback of this approach is
that sone operating systenms - nobst notably Wndows 95 - do not
respond to nulticast | CVW ECHOs. However, this approach has been
shown to work on a large, all-Unix network.

Anot her possibility - less desirable still - is for each node to
explicitly notify the firewall whenever it joins, or |eaves, a
mul ti cast group. This requires changes to the node’s operating
systemor libraries, or cooperation fromthe application. Therefore
this technique, like the previous one, is applicable only within the
intranet, not the external Internet. Note that if multicast
applications are always |aunched froma special "session directory"
or "channel guide" application, then this application may be the only
one that need be aware of having to contact the firewall.

What nakes the latter two approaches ("probing" and "explicit
notification") undesirable is that they duplicate some of the
existing functionality of multicast routing, and in a way that scales
poorly for large networks. Therefore, if possible, firewalls should
attenpt to make use of existing rmulticast routing information: either
| GWP (for a single-subnet intranet), or "Dormain Wde Milticast G oup
Menber shi p Reports”.

In some circunstances, however, the client cannot avoid contacting
the firewall prior to joining a nmulticast session. |In this case, it
may nake sense for this contact to also act as a 'notification
operation. Consider, for exanple, an RTSP [8] proxy associated with
the firewall. Wen the proxy receives a request - froman interna
user - to open a renote RTSP session, the proxy m ght exam ne the
response fromthe renote site, to check whether a nulticast session
is being launched, and if so, check whether the nulticast group(s)
are candi dates to be rel ayed.
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8. Rel ayi ng Candi date G oups

The actual nechanismthat’s used to relay multicast packets will

depend upon the nature of the firewall. One comon firewall
configuration is to use two nodes: one part of the intranet; the
other part of the external Internet. |In this case, nulticast packets

woul d be relayed between these two nodes (and then re-mnulticast on
the other side) using a tunneling protocol.

A tunneling protocol for multicast should *not* run on top of TCP
because the reliability and ordering guarantees that TCP provi des are
unnecessary for multicast communication (where any reliability is
provi ded at a higher level), yet would add latency. Instead, a UDP-
based tunneling protocol is a better fit for relaying nulticast
packets. (If congestion avoi dance is a concern, then the tunne
traffic could be rate-linited, perhaps on a per-group basis.)

One possi ble tunneling protocol is the "UDP Milticast Tunneling
Protocol” (UMIP) [9]. Although this protocol was originally designed
as a nechani smfor connecting individual client nachines to the
MBone, it is also a natural fit for for use across firewalls. UMIP
uses only a single UDP port, in each direction, for its tunneleling,
so an existing firewall can easily be configured to support rmulticast
rel aying, by adding a UMIP inpl enmentati on at each end, and enabling
the UDP port for tunneling.

Not es:

(i) VWhen nulticast packets are relayed fromthe intranet onto the
external Internet, they should be given the sane TTL t hat
they had when they arrived on the firewall’s internal
interface (except decrenented by 1). Therefore, the interna
end of the multicast relay nmechani smneeds to be able to read
the TTL of incom ng packets. (This may require speci al
privileges.) In contrast, the TTL of packets being rel ayed
in the other direction - fromthe external Internet onto the
intranet - is usually less inportant; sone default val ue
(sufficient to reach the whole intranet) will usually
suffice. Thus, the Internet end of the multicast relay
mechani sm - which mght be less trusted than the intranet end
- need not run with special privileges.

(ii) One end of the nulticast tunnel - usually the intranet end -
will typically act as the controller (i.e., "master") of the
tunnel, with the other end - usually the Internet end -
acting as a "slave". For security, the "master" end of the
tunnel shoul d be configured not to accept any conmmands from
the "slave" (which will often be less trusted).
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10.

Net wor ks Wth Mre Than One Firewal |

So far we have assuned that there is only one firewall between the

intranet and the external Internet. |If, however, the intranet has
nmore than one firewall, then it’s inportant that no single nulticast
group be relayed by nore than one firewall. O herw se (because

firewalls are assuned to be application-level gateways - not proper
mul ticast routers), packets sent to any such group woul d becone
replicated on the other side of the firewalls. The set of candidate
groups nust therefore be partitioned anong the firewalls (so that
exactly one firewall has responsibility for relaying each candi date
group). Cearly, this will require coordi nation between the

admi ni strators of the respective firewalls.

As a general rule, candidate groups should be assigned - if possible
- tothe firewall that is topologically closest to nost of the group
menbers (on both the intranet and the external Internet). For
exanple, if a conpany’s intranet spans the Atlantic, with firewalls
in New York and London, then groups with nostly North American
menbers shoul d be assigned to the New York firewall, and groups wth
nostly European nenbers shoul d be assigned to the London firewall
(Unfortunately, even if a group has many internal and external
menbers on both sides of the Atlantic, only one firewall will be
allowed to relay it. Sonme inefficiencies in the data delivery tree
are unavoi dable in this case.)

Why SOCKS is Less Appropriate for Milticast

SOCKS [10] is a mechanismfor transparently perform ng uni cast

conmuni cation across a firewall. A special client library -
simulating the regular 'sockets’ library - sits between applications
and the transport level. A conversation between a pair of nodes is

i npl emrented (transparently) as a pair of conversations: one between
the first node and a firewall; the other between the firewall and the
second node.

In contrast, because nulticast conmunicati on does not involve a
conversation between a pair of nodes, the SOCKS nodel is |ess
appropriate. Although multicast conmunication across a firewall is
i npl erented as two separate multicast conmunications (one inside the
firewall; the other outside), the *same* nulticast address(es) and
port(s) are used on both sides of the firewall. Thus, multicast
applications running inside the firewall see the same environnent as
t hose running outside, so there is no need for themto use a speci al
library.
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11.

Nonet hel ess, there has been a proposal [11l] to extend SOCKS V5 to
support multicast. This proposal includes two possible nodes of
comuni cati on:

(i) "MJnode", uses only *unicast* conmunication within the
i ntranet (between the firewall and each internal group
menber), and

(ii) "MV node", which uses unicast for client-to-firewall relay
control, but uses *nulticast* for other conmunication within
the intranet.

As noted in section 2 above, "MJnpde" would be a poor choice
(unl ess, for some reason, the intranet does not support rmulticast

routing at all). If nulticast routing is available, there should
rarely be a conpelling reason to replace nmulticast with "nultiple-
unicast’. Not only does this scale badly, but it also requires

(ot herwi se unnecessary) changes to each application node, because the
mul ti cast service nodel is different fromthat of unicast.

On the other hand, "MM node" (or sone variant thereof) *night* be
useful in environnments where a firewall can | earn about group
menbership only via "explicit notification". In this case each node
m ght use SOCKS to notify the firewall whenever it joins and | eaves a
group. However, as we expl ai ned above, this should only be
considered as a last resort - a far better solution is to | everage
off the existing nmulticast routing nechani sm

It has been suggested [11] that a benefit of using nulticast SOCKS
(or an "explicit notification" scheme in general) is that it allows
the firewall to authenticate a client’s multicast "join" and "l eave"
operations. This, however, does not provide any security, because it
does not prevent other clients within the intranet fromjoining the
mul ti cast session (and receiving packets), nor from sendi ng packets
to the nulticast session. As we noted in section 3 above,
authentication and privacy in nmulticast sessions is usually obtained
by signing and encrypting the multicast data, not by attenpting to

i npose low1level restrictions on group nenbership. W note also that
even if group menbership inside the intranet could be restricted, it
woul d not be possible, in general, to inpose any such menbership
restrictions on the external Internet.

Security Considerations

Once a security policy has been established, the techni ques descri bed
in this docunent can be used to inplenment this policy. No security
mechani sm however, can overcone a badly designed security policy.
Specifically, network admnistrators nust be confident that the
mul ti cast groups/ports that they designate as being 'safe’ really are
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12.

13.

free fromharnful data. |In particular, admnistrators nust be
famliar with the applications that will receive and process
mul ti cast data, and (as with unicast applications) be confident that
t hey cannot cause harm (e.g., by executing unsafe code received over
t he network).

Because it is possible for an adversary to initiate a "denial of
service" attack by flooding an otherwi se-legitimte nulticast group
Wi th garbage, administrators may al so wi sh to guard against this by
placing bandwidth limts on cross-firewall relaying.

Summary

Bringing IP nulticast across a firewall requires that the intranet
first establish a nmulticast security policy that defines which
mul ti cast groups (& correspondi ng UDP ports) are candi dates to be
rel ayed across the firewall. The firewall inplenents this policy by
dynami cal | y determ ni ng when each candi date group/port needs to be
rel ayed, and then by doing the actual relaying. This docunment has
outlined how a firewall can performthese tasks.
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