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Abstract

This neno describes a technique for dynamically discovering the

maxi mum transm ssion unit (MIU) of an arbitrary internet path. It
specifies a small change to the way routers generate one type of |CWwW
nmessage. For a path that passes through a router that has not been
so changed, this technique mght not discover the correct Path MIu
but it will always choose a Path MIU as accurate as, and in many
cases nore accurate than, the Path MIU that woul d be chosen by
current practice.

Acknow edgenent s
This proposal is a product of the | ETF MIU Di scovery Wrking G oup.

The mechani sm proposed here was first suggested by Geof Cooper [2],
who in two short paragraphs set out all the basic ideas that took the
Working Group nonths to reinvent.

1. Introduction

When one I P host has a |large anount of data to send to anot her host,
the data is transmtted as a series of |IP datagrans. It is usually
preferable that these datagrans be of the |argest size that does not
require fragnmentati on anywhere along the path fromthe source to the
destination. (For the case against fragmentation, see [5].) This
datagramsize is referred to as the Path MU (PMIU), and it is equa
to the m nimum of the MIUs of each hop in the path. A shortcom ng of
the current Internet protocol suite is the |ack of a standard

mechani smfor a host to discover the PMIU of an arbitrary path.

Note: The Path MU is what in [1] is called the "Effective MU
for sending”" (EMIU_S). A PMIU is associated with a path,
which is a particular conbination of |IP source and destination
address and perhaps a Type-of-service (TCS).

The current practice [1] is to use the lesser of 576 and the
first-hop MU as the PMIU for any destination that is not connected
to the same network or subnet as the source. |In many cases, this
results in the use of snaller datagranms than necessary, because many
pat hs have a PMIU greater than 576. A host sendi ng datagrans nuch
smal l er than the Path MIU allows is wasting Internet resources and
probably getting suboptimal throughput. Furthernore, current
practice does not prevent fragnmentation in all cases, since there are
some pat hs whose PMIU is | ess than 576.
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It is expected that future routing protocols will be able to provide
accurate PMIU information within a routing area, although perhaps not
across nulti-level routing hierarchies. It is not clear how soon
that will be ubiquitously available, so for the next several years
the I nternet needs a sinple nechani smthat discovers PMIUs without
wasting resources and that works before all hosts and routers are
nodi fi ed.

2. Protocol overview

In this meno, we describe a technique for using the Don’t Fragnent
(DF) bit in the IP header to dynam cally discover the PMIU of a path.
The basic idea is that a source host initially assunmes that the PMIU
of a path is the (known) MU of its first hop, and sends al

datagrans on that path with the DF bit set. |If any of the datagrans
are too large to be forwarded without fragnentation by some router
along the path, that router will discard themand return | CwW

Desti nation Unreachabl e nessages with a code neani ng "fragnentation
needed and DF set" [7]. Upon receipt of such a nessage (henceforth
call ed a "Datagram Too Bi g" message), the source host reduces its
assunmed PMIU for the path.

The PMIU di scovery process ends when the host’s estinate of the PMIU
is low enough that its datagranms can be delivered wthout
fragmentation. O, the host may elect to end the discovery process
by ceasing to set the DF bit in the datagram headers; it nay do so,
for exanple, because it is willing to have datagrans fragnented in
some circunstances. Nornmally, the host continues to set DF in al
datagrans, so that if the route changes and the new PMIU is |lower, it
will be discovered.

Unfortunately, the Datagram Too Big nessage, as currently specified,
does not report the MIU of the hop for which the rejected datagram
was too big, so the source host cannot tell exactly how nmuch to
reduce its assumed PMIU. To renedy this, we propose that a currently
unused header field in the Datagram Too Bi g nmessage be used to report
the MIU of the constricting hop. This is the only change specified
for routers in support of PMIU Di scovery.

The PMIU of a path may change over tine, due to changes in the
routing topol ogy. Reductions of the PMIU are detected by Datagram
Too Bi g nessages, except on paths for which the host has stopped
setting the DF bit. To detect increases in a path’s PMIU, a host
periodically increases its assuned PMIU (and if it had stopped,
resunes setting the DF bit). This will alnbst always result in
dat agrans bei ng di scarded and Datagram Too Bi g nessages bei ng
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gener at ed, because in nost cases the PMIU of the path will not have
changed, so it should be done infrequently.

Since this mechani smessentially guarantees that host will not
receive any fragnments froma peer doing PMIU Di scovery, it may aid in
interoperating with certain hosts that (inproperly) are unable to
reassenbl e fragnmented dat agrans.

3. Host specification

When a host receives a Datagram Too Big nmessage, it MJST reduce its
estimate of the PMIU for the rel evant path, based on the val ue of the
Next-Hop MIU field in the nmessage (see section 4). W do not specify
the preci se behavior of a host in this circunstance, since different
applications may have different requirenents, and since different

i npl ementation architectures nmay favor different strategies.

We do require that after receiving a Datagram Too Bi g nessage, a host
MJUST attenpt to avoid eliciting nore such nessages in the near
future. The host may either reduce the size of the datagrans it is
sendi ng along the path, or cease setting the Don’'t Fragment bit in
the headers of those datagrans. Cearly, the forner strategy nay
continue to elicit Datagram Too Bi g nessages for a while, but since
each of these nessages (and the dropped datagranms they respond to)
consune Internet resources, the host MJUST force the PMIU D scovery
process to converge.

Hosts using PMIU Di scovery MJUST detect decreases in Path MIU as fast
as possible. Hosts MAY detect increases in Path MIU, but because
doi ng so requires sending datagrans |arger than the current estinmated
PMIU, and because the likelihood is that the PMIU will not have

i ncreased, this MJUST be done at infrequent intervals. An attenpt to
detect an increase (by sending a datagram |l arger than the current
estimate) MJST NOT be done less than 5 minutes after a Datagram Too
Bi g message has been received for the given destination, or |ess than
1 minute after a previous, successful attenpted increase. W
recommend setting these tiners at twice their mninmmvalues (10

m nutes and 2 mnutes, respectively).

Hosts MUST be able to deal with Datagram Too Bi g nessages that do not
i nclude the next-hop MIU, since it is not feasible to upgrade all the
routers in the Internet in any finite tine. A Datagram Too Big
nmessage from an unnodified router can be recogni zed by the presence
of a zero in the (new y-defined) Next-Hop MIU field. (This is
required by the | CMP specification [7], which says that "unused"
fields nust be zero.) 1In section 5 we discuss possible strategies
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for a host to followin response to an ol d-style Datagram Too Big
nmessage (one sent by an unnodified router).

A host MJST never reduce its estimate of the Path MIU bel ow 68
octets.

A host MJST not increase its estinmate of the Path MIU in response to
the contents of a Datagram Too Bi g nessage. A nessage purporting to
announce an increase in the Path MU night be a stal e datagramthat
has been floating around in the Internet, a fal se packet injected as
part of a denial-of-service attack, or the result of having nmultiple
paths to the destination

3.1. TCP MSS Option

A host doing PMIU Di scovery nust obey the rule that it not send IP
datagrans | arger than 576 octets unless it has pernission fromthe
receiver. For TCP connections, this nmeans that a host nust not send
datagrans | arger than 40 octets plus the Maxi num Segnent Size (MSS)
sent by its peer

Note: The TCP MSS is defined to be the relevant | P datagram
size minus 40 [9]. The default of 576 octets for the naxi mum
| P datagram si ze yields a default of 536 octets for the TCP
IMSS.

Section 4.2.2.6 of "Requirenents for Internet Hosts -- Conmunication
Layers" [1] says:

Some TCP inpl enentations send an MSS option only if the
destination host is on a non-connected network. However, in
general the TCP | ayer may not have the appropriate information
to make this decision, so it is preferable to leave to the IP
| ayer the task of deternining a suitable MIU for the Internet
pat h.

Actual ly, many TCP inpl enentati ons al ways send an MSS option, but set
the value to 536 if the destination is non-local. This behavior was
correct when the Internet was full of hosts that did not followthe
rul e that datagramnms |arger than 576 octets should not be sent to
non-| ocal destinations. Now that npost hosts do followthis rule, it
is unnecessary to limt the value in the TCP MSS option to 536 for
non- | ocal peers.

Mor eover, doing this prevents PMIU Di scovery from di scovering PMIUs
| arger than 576, so hosts SHOULD no | onger |ower the value they send
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in the MSS option. The MSS option should be 40 octets | ess than the
size of the largest datagramthe host is able to reassenble (MV5_R
as defined in [1]); in many cases, this will be the architectura
limt of 65495 (65535 - 40) octets. A host MAY send an MBS val ue
derived fromthe MU of its connected network (the maxi num MU over
its connected networks, for a multi-honed host); this should not
cause problens for PMIU Di scovery, and may di ssuade a broken peer
from sendi ng enornous dat agr ans.

Note: At the nonent, we see no reason to send an MSS greater
than the nmaxi nrum MIU of the connected networks, and we
reconmend that hosts do not use 65495. It is quite possible
that sone |IP inplenmentations have sign-bit bugs that woul d be
tickl ed by unnecessary use of such a | arge MSS.

4. Router specification

When a router is unable to forward a datagram because it exceeds the
MIU of the next-hop network and its Don’t Fragnent bit is set, the
router is required to return an | CVP Destination Unreachabl e nessage
to the source of the datagram w th the Code indicating
"fragnentati on needed and DF set". To support the Path MIU Di scovery
techni que specified in this nmeno, the router MJST include the MIU of
t hat next-hop network in the |loworder 16 bits of the | CvWP header
field that is | abelled "unused" in the | CVWP specification [7]. The
hi gh-order 16 bits remain unused, and MJST be set to zero. Thus, the
nmessage has the follow ng format:

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i

| Type = 3 | Code = 4 | Checksum

T S o T s T T o S T il sl S T R S i i
| unused = 0 | Next - Hop Mru |
T S o T s T T o S T il sl S T R S i i
| I nternet Header + 64 bits of Original Datagram Data |
T S o T s T T o S T il sl S T R S i i

The value carried in the Next-Hop MIU field is:

The size in octets of the |argest datagramthat could be
forwarded, along the path of the original datagram wi thout
being fragnmented at this router. The size includes the IP
header and I P data, and does not include any |ower-|evel
header s.
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This field will never contain a value |less than 68, since every
router "nust be able to forward a datagram of 68 octets wi thout
fragmentation" [8].

5. Host processing of old-style nmessages

In this section we outline several possible strategies for a host to
foll ow upon receiving a Datagram Too Big nessage from an unnodified
router (i.e., one where the Next-Hop MIU field is zero). This
section is not part of the protocol specification

The sinplest thing for a host to do in response to such a nessage is
to assune that the PMIU is the mnimumof its currently-assumed PMIU
and 576, and to stop setting the DF bit in datagrans sent on that
path. Thus, the host falls back to the sane PMIU as it woul d choose
under current practice (see section 3.3.3 of "Requirenents for

Internet Hosts -- Conmunication Layers" [1]). This strategy has the
advantage that it term nates quickly, and does no worse than existing
practice. It fails, however, to avoid fragnentation in sone cases,

and to nake the nost efficient utilization of the internetwork in
ot her cases.

More sophi sticated strategies involve "searching”" for an accurate
PMIU estimate, by continuing to send datagrans with the DF bit while
varying their sizes. A good search strategy is one that obtains an
accurate estimate of the Path MIU w thout causi ng nany packets to be
Il ost in the process.

Several possible strategies apply algorithnic functions to the

previ ous PMIU estimte to generate a new estimate. For exanple, one
could multiply the old estinmate by a constant (say, 0.75). W do NOT
recommend this; it either converges far too slowy, or it
substantially underestimates the true PMIU.

A nmore sophisticated approach is to do a binary search on the packet
size. This converges sonmewhat faster, although it still takes 4 or 5
steps to converge froman FDDI MIU to an Ethernet MIU. A serious

di sadvantage is that it requires a conplex inplenentation in order to
recogni ze when a datagram has nmade it to the other end (indicating
that the current estimate is too low). W also do not recommend this
strategy.

One strategy that appears to work quite well starts fromthe
observation that there are, in practice, relatively few MU values in
use in the Internet. Thus, rather than blindly searching through
arbitrarily chosen values, we can search only the ones that are
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likely to appear. Moreover, since designers tend to chose MIUs in
simlar ways, it is possible to collect groups of sinilar MIU val ues
and use the | owest value in the group as our search "plateau". (It
is clearly better to underestimate an MIU by a few per cent than to
overestimate it by one octet.)

In section 7, we describe how we arrived at a table of representative
MIU pl ateaus for use in PMIU estimation. Wth this table,
convergence is as good as binary search in the worst case, and is far
better in conmon cases (for exanple, it takes only two round-trip
times to go froman FDDI MIU to an Ethernet MIU). Since the plateaus
lie near powers of two, if an MIUis not represented in this table,
the algorithmw Il not underestimate it by nore than a factor of 2.

Any search strategy nust have sone "nmenory" of previous estimates in
order to chose the next one. One approach is to use the
currently-cached estimate of the Path MIU, but in fact there is
better information available in the Datagram Too Bi g nessage itself.
Al'l | CVWP Destination Unreachabl e nmessages, including this one,
contain the I P header of the original datagram which contains the
Total Length of the datagramthat was too big to be forwarded wi thout
fragmentation. Since this Total Length rmay be | ess than the current
PMIU estimate, but is nonetheless |arger than the actual PMIU, it nay
be a good input to the nethod for choosing the next PMIU esti nate.

Note: routers based on inplenentations derived from 4. 2BSD
Uni x send an incorrect value for the Total Length of the
original I P datagram The value sent by these routers is the
sum of the original Total Length and the original Header
Length (expressed in octets). Since it is inpossible for the
host receiving such a Datagram Too Big nessage to know if it
sent by one of these routers, the host nust be conservative
and assune that it is. |If the Total Length field returned is
not | ess than the current PMIU estimte, it nust be reduced by
4 tines the value of the returned Header Length field.

The strategy we recommend, then, is to use as the next PMIU estimate

the greatest plateau value that is I ess than the returned Tota

Length field (corrected, if necessary, according to the Note above).
6. Host inplenentation

In this section we discuss how PMIU Di scovery is inplenmented in host

software. This is not a specification, but rather a set of

suggesti ons.

The i ssues i ncl ude:
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VWhat | ayer or layers inplenent PMIU Di scovery?
- VWhere is the PMIU i nformati on cached?
- Howis stale PMIU i nformati on renoved?

- What nust transport and hi gher |ayers do?

6.1. Layering

In the IP architecture, the choice of what size datagramto send is
made by a protocol at a | ayer above IP. W refer to such a protoco
as a "packetization protocol". Packetization protocols are usually
transport protocols (for exanple, TCP) but can al so be higher-Iayer
protocols (for exanple, protocols built on top of UDP).

| npl ementi ng PMIU Di scovery in the packetization layers sinplifies
some of the inter-layer issues, but has several drawbacks: the

i mpl enentati on may have to be redone for each packetization protocol
it becones hard to share PMIU i nformati on between different

packeti zation | ayers, and the connection-oriented state maintai ned by
some packetization layers may not easily extend to save PMIU

i nformation for |ong periods.

We therefore believe that the IP layer should store PMIU i nformation
and that the I CWP | ayer shoul d process received Datagram Too Big
nmessages. The packetization |ayers nmust still be able to respond to
changes in the Path MIU, by changing the size of the datagrans they
send, and nust also be able to specify that datagrans are sent with
the DF bit set. W do not want the IP layer to sinply set the DF bit
in every packet, since it is possible that a packetization |ayer
perhaps a UDP application outside the kernel, is unable to change its
dat agram si ze. Protocols involving intentional fragnmentation, while
i nel egant, are sonetines successful (NFS being the primry exanpl e),
and we do not want to break such protocols.

To support this layering, packetization |layers require an extension
of the IP service interface defined in [1]:

A way to | earn of changes in the value of MVS_S, the "maxi num

send transport-nmessage size", which is derived fromthe Path
MIU by subtracting the mninmum | P header size.
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6.2. Storing PMIU i nformation

In general, the IP layer should associate each PMIU value that it has
learned with a specific path. A path is identified by a source
address, a destination address and an | P type-of-service. (Sone

i npl enentati ons do not record the source address of paths; this is
acceptabl e for single-honed hosts, which have only one possible
source address.)

Not e: Sone paths may be further distinguished by different
security classifications. The details of such classifications
are beyond the scope of this neno.

The obvious place to store this association is as a field in the
routing table entries. A host will not have a route for every
possi bl e destination, but it should be able to cache a per-host route
for every active destination. (This requirenment is already inposed
by the need to process | CVP Redirect nessages.)

Wien the first packet is sent to a host for which no per-host route
exists, aroute is chosen either fromthe set of per-network routes,
or fromthe set of default routes. The PMIU fields in these route
entries should be initialized to be the MIU of the associ ated
first-hop data |link, and nmust never be changed by the PMIU Di scovery
process. (PMIU Di scovery only creates or changes entries for
per-host routes). Until a Datagram Too Big nessage is received, the
PMIU associated with the initially-chosen route is presuned to be
accurate.

When a Dat agram Too Big nessage is received, the | CWP | ayer

determ nes a new estimate for the Path MIU (either froma non-zero
Next - Hop MIU val ue in the packet, or using the nethod described in
section 5). |If a per-host route for this path does not exist, then
one is created (alnpost as if a per-host ICVWP Redirect is being
processed; the new route uses the sane first-hop router as the
current route). |If the PMIU estimte associated with the per-host
route is higher than the new estimate, then the value in the routing
entry i s changed.

The packetization |ayers nmust be notified about decreases in the
PMIU. Any packetization |ayer instance (for exanple, a TCP
connection) that is actively using the path nust be notified if the
PMIU estimate is decreased.

Note: even if the Datagram Too Bi g nessage contains an

Oiginal Datagram Header that refers to a UDP packet, the TCP
| ayer nust be notified if any of its connections use the given
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pat h.

Al so, the instance that sent the datagramthat elicited the Datagram
Too Big nessage should be notified that its datagram has been
dropped, even if the PMIU estimate has not changed, so that it may
retransmit the dropped datagram

Note: The notification nmechani smcan be anal ogous to the
mechani smused to provide notification of an | CMP Source
Quench nmessage. | n sone inplenmentations (such as

4. 2BSD-derived systens), the existing notification mechani sm
is not able to identify the specific connection involved, and
so an additional mechanismis necessary.

Alternatively, an inplenmentation can avoid the use of an
asynchronous notification mechani smfor PMIU decreases by
post poni ng notification until the next attenpt to send a
datagram | arger than the PMIU estimate. |In this approach
when an attenpt is nmade to SEND a datagramw th the DF bit
set, and the datagramis larger than the PMIU estinate, the
SEND function should fail and return a suitable error

i ndication. This approach nay be nore suitable to a
connecti onl ess packeti zation |ayer (such as one using UDP),
which (in some inplenentations) nay be hard to "notify" from
the I1CWP layer. In this case, the nornmal tineout-based
retransm ssi on nmechani sns woul d be used to recover fromthe
dr opped dat agr ans.

It is inportant to understand that the notification of the

packeti zation | ayer instances using the path about the change in the
PMIU is distinct fromthe notification of a specific instance that a
packet has been dropped. The latter should be done as soon as
practical (i.e., asynchronously fromthe point of view of the
packeti zation | ayer instance), while the forner may be del ayed until
a packetization | ayer instance wants to create a packet.

Ret ransmi ssi on shoul d be done for only for those packets that are
known to be dropped, as indicated by a Datagram Too Bi g nessage.

6.3. Purging stale PMIU i nformation
I nternetwork topology is dynamic; routes change over tine. The PMIU
di scovered for a given destination nay be wong if a new route cones
into use. Thus, PMIU i nformati on cached by a host can becone stale.
Because a host using PMIU Di scovery always sets the DF bit, if the

stale PMIU value is too large, this will be discovered al nost
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i medi ately once a datagramis sent to the given destination. No
such nmechani smexists for realizing that a stale PMIU value is too
small, so an inplenentation should "age" cached val ues. Wen a PMIU
val ue has not been decreased for a while (on the order of 10

m nutes), the PMIU estinate should be set to the first-hop data-Ilink
MIU, and the packetization |layers should be notified of the change.
This will cause the conplete PMIU Di scovery process to take place
agai n.

Note: an inplenentation should provide a neans for changing
the tinmeout duration, including setting it to "infinity". For
exanpl e, hosts attached to an FDDI network which is then
attached to the rest of the Internet via a slow serial |ine
are never going to discover a new non-local PMIU, so they
shoul d not have to put up with dropped datagranms every 10

m nut es.

An upper |ayer MJIST not retransnmit datagranms in response to an
increase in the PMIU estinate, since this increase never cones in
response to an indication of a dropped datagram

One approach to inplementing PMIU aging is to add a tinestanp field
to the routing table entry. This field is initialized to a
"reserved" value, indicating that the PMIU has never been changed.
Whenever the PMIU i s decreased in response to a Datagram Too Big
nmessage, the tinmestanp is set to the current tinmne.

Once a minute, a tiner-driven procedure runs through the routing
table, and for each entry whose tinestanp is not "reserved" and is
ol der than the timeout interval

- The PMIU estimate is set to the MIU of the associated first
hop.

- Packetization layers using this route are notified of the
i ncrease.

PMIU estimates nay di sappear fromthe routing table if the per-host
routes are renoved; this can happen in response to an | CMP Redirect
nmessage, or because certain routing-table daenons delete old routes
after several nminutes. Also, on a nulti-homed host a topol ogy change
may result in the use of a different source interface. Wen this
happens, if the packetization layer is not notified then it may
continue to use a cached PMIU value that is now too small. One
solution is to notify the packetization |ayer of a possible PMIU
change whenever a Redirect nmessage causes a route change, and
whenever a route is sinply deleted fromthe routing table.
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Note: a nore sophisticated method for detecting PMIU i ncreases
is described in section 7.1.

6.4. TCP |l ayer actions

The TCP |l ayer nust track the PMIU for the destination of a
connection; it should not send datagranms that woul d be | arger than
this. A sinple inplenentation could ask the IP layer for this value
(using the GET_MAXSI ZES interface described in [1]) each tine it
created a new segnment, but this could be inefficient. Moreover, TCP
i npl enentations that follow the "slowstart" congesti on-avoi dance
algorithm[4] typically cal cul ate and cache several other val ues
derived fromthe PMIU. It nmay be sinpler to receive asynchronous
notification when the PMIU changes, so that these variables may be
updat ed.

A TCP inplenmentation nust also store the MSS val ue received fromits
peer (which defaults to 536), and not send any segnent |arger than
this MSS, regardless of the PMIU. In 4.xBSD-derived inplenentations,
this requires adding an additional field to the TCP state record.

Finally, when a Datagram Too Big nessage is received, it inplies that
a datagram was dropped by the router that sent the | CMP nessage. It
is sufficient to treat this as any other dropped segnent, and wait
until the retransmission tiner expires to cause retransni ssion of the
segnent. If the PMIU Di scovery process requires several steps to
estimate the right PMIU, this could delay the connection by many
round-trip tinmnes.

Alternatively, the retransm ssion could be done in i mediate response
to a notification that the Path MIU has changed, but only for the
speci fi c connection specified by the Datagram Too Bi g nessage. The
datagram si ze used in the retransni ssion should, of course, be no

| arger than the new PMIu

Note: One MUST not retransmit in response to every Datagram
Too Bi g nmessage, since a burst of several oversized segnents

will give rise to several such nmessages and hence severa
retransm ssions of the same data. |If the new estimted PMIU
is still wong, the process repeats, and there is an

exponential growh in the nunber of superfluous segnents sent!

This neans that the TCP | ayer nust be able to recognize when a
Dat agram Too Big notification actually decreases the PMIU t hat
it has already used to send a datagramon the given
connection, and should ignore any other notifications.
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Modern TCP i npl enentati ons incorporate "congestion advoi dance" and
"slowstart" algorithnms to inprove performance [4]. Unlike a
retransm ssion caused by a TCP retransni ssion tineout, a
retransm ssi on caused by a Datagram Too Bi g nessage shoul d not change
t he congestion window. It should, however, trigger the slowstart
nmechanism (i.e., only one segnent should be retransnmtted until
acknowl edgenents begin to arrive again).

TCP performance can be reduced if the sender’s maxi mum wi ndow si ze is
not an exact multiple of the segnent size in use (this is not the
congesti on wi ndow size, which is always a nultiple of the segnent
size). In many system (such as those derived from 4. 2BSD), the
segnent size is often set to 1024 octets, and the naxi num wi ndow si ze
(the "send space") is usually a nmultiple of 1024 octets, so the
proper relationship holds by default. |If PMIU Di scovery is used,
however, the segnent size may not be a subnultiple of the send space,
and it may change during a connection; this neans that the TCP | ayer
may need to change the transm ssion wi ndow size when PMIU Di scovery
changes the PMIU val ue. The maxi mum wi ndow si ze should be set to the
greatest nmultiple of the segnent size (PMIU - 40) that is |ess than
or equal to the sender’s buffer space size.

PMIU Di scovery does not affect the value sent in the TCP MSS option
because that value is used by the other end of the connection, which
may be using an unrel ated PMIU val ue.

6.5. Issues for other transport protocols

Sone transport protocols (such as 1SO TP4 [3]) are not allowed to
repacketi ze when doing a retransmssion. That is, once an attenpt is
made to transnit a datagramof a certain size, its contents cannot be
split into smaller datagrams for retransmission. |In such a case, the
original datagram should be retransmtted wi thout the DF bit set,
allowing it to be fragnented as necessary to reach its destination.
Subsequent datagramnms, when transmitted for the first tinme, should be
no larger than allowed by the Path MIU, and should have the DF bit
set .

The Sun Network File System (NFS) uses a Renote Procedure Call (RPC)
protocol [11] that, in many cases, sends datagrans that nust be
fragnented even for the first-hop link. This mght inprove
performance in certain cases, but it is known to cause reliability
and performance probl ens, especially when the client and server are
separated by routers.

W reconmend that NFS inpl enentations use PMIU Di scovery whenever
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routers are involved. Mst NFS inplenentations allow the RPC

dat agram si ze to be changed at nount-tine (indirectly, by changing
the effective file system bl ock size), but night require sone

nmodi fication to support changes | ater on

Al so, since a single NFS operation cannot be split across several UDP
datagrans, certain operations (primarily, those operating on file
nanes and directories) require a m ni mum datagram si ze that may be

| arger than the PMIU. NFS inpl enentati ons should not reduce the

dat agram si ze below this threshold, even if PMIU Di scovery suggests a
| ower value. (O course, in this case datagrans should not be sent
with DF set.)

6. 6. Managenent interface

We suggest that an inplenentation provide a way for a systemutility
program t o:

- Specify that PMIU Di scovery not be done on a given route.
- Change the PMIU val ue associated with a given route.

The forner can be acconplished by associating a flag with the routing
entry; when a packet is sent via a route with this flag set, the IP

| ayer | eaves the DF bit clear no matter what the upper |ayer

requests.

These features m ght be used to work around an anonal ous situation,
or by a routing protocol inplenentation that is able to obtain Path
MIU val ues.

The inpl enentation should al so provide a way to change the tinmeout
period for aging stale PMIU i nfornmati on.

7. Likely values for Path MIUs

The al gorithmreconmended in section 5 for "searching" the space of
Path MIUs is based on a table of values that severely restricts the
search space. W describe here a table of MU val ues that, as of
this witing, represents all mmjor data-link technologies in use in
the Internet.

In table 7-1, data links are listed in order of decreasing MU, and

grouped so that each set of similar MIUs is associated with a
"plateau” equal to the lowest MU in the group. (The table also
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i ncl udes sonme entries not currently associated with a data |ink, and
gi ves references where available). Were a plateau represents nore
than one MIU, the table shows the maxi mum i naccuracy associated with
the pl ateau, as a percentage.

We do not expect that the values in the table, especially for higher
MIU | evel s, are going to be valid forever. The values given here are
an i npl enent ati on suggestion, NOT a specification or requirenent.

| mpl enmentors should use up-to-date references to pick a set of
plateaus; it is inmportant that the table not contain too nany entries
or the process of searching for a PMIU m ght waste |nternet

resources. |Inplenentors should also nake it convenient for custoners
Wi t hout source code to update the table values in their systens (for
exanmple, the table in a BSD-derived Uni x kernel could be changed
using a new "ioctl" command).

Note: It nmight be a good idea to add a few table entries for
val ues equal to small powers of 2 plus 40 (for the IP and TCP
headers), where no simlar values exist, since this seens to
be a reasonably non-arbitrary way of choosing arbitrary

val ues.

The table might also contain entries for values slightly |ess
than | arge powers of 2, in case MIUs are defined near those
values (it is better in this case for the table entries to be
low than to be high, or else the next |owest plateau nmay be
chosen instead).

7.1. A better way to detect PMIU increases

Section 6.3 suggests detecting increases in the PMIU val ue by
periodically increasing the PTMJ estimate to the first-hop MIU
Since it is likely that this process will sinply "redi scover" the
current PTMJ estimate, at the cost of several dropped datagrams, it
shoul d not be done often

A better approach is to periodically increase the PMIU estimate to
t he next-highest value in the plateau table (or the first-hop MIU, if

that is smaller). |If the increased estinmate is wong, at nost one
round-trip time is wasted before the correct value is rediscovered.
If the increased estimate is still too low, a higher estimate will be

attenpted sonewhat | ater
Because it may take several such periods to discover a significant

increase in the PMIU, we reconmend that a short tineout period should
be used after the estimate is increased, and a |onger tinmeout be used
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Pl at eau MTU Conment s Ref er ence
65535 O ficial maxi mum MIu RFC 791
65535 Hyper channel RFC 1044
65535
32000 Just in case
17914 16M> | BM Token Ri ng ref. [6]
17914
8166 | EEE 802. 4 RFC 1042
8166
4464 | EEE 802.5 (4M> mex) RFC 1042
4352 FDDI (Revi sed) RFC 1188
4352 (1%
2048 W deband Net wor k RFC 907
2002 | EEE 802.5 (4Mo recommended) RFC 1042
2002 (2%
1536 Exp. Ethernet Nets RFC 895
1500 Et her net Net wor ks RFC 894
1500 Poi nt -t o- Poi nt (default) RFC 1134
1492 | EEE 802. 3 RFC 1042
1492 (3%
1006 SLIP RFC 1055
1006 ARPANET BBN 1822
1006
576 X. 25 Networ ks RFC 877
544 DEC | P Port al ref. [10]
512 NETBI CS RFC 1088
508 | EEE 802/ Source-Rt Bridge RFC 1042
508 ARCNET RFC 1051
508 (13%
296 Poi nt -t o- Point (| ow del ay) RFC 1144
296
68 O ficial mnimum MU RFC 791

Table 7-1: Commopn MIUs in the |nternet

after the PTMJ estinmate is decreased because of a Datagram Too Big
nmessage. For exanmple, after the PTMJ estinate is decreased, the
ti meout should be set to 10 minutes; once this tinmer expires and a
larger MIU is attenpted, the tineout can be set to a nmuch smaller
value (say, 2 minutes). |In no case should the tineout be shorter
than the estimated round-trip tinme, if this is known.
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Security considerations

This Path MIU Di scovery nechani sm makes possi bl e two deni al - of -
servi ce attacks, both based on a malicious party sending fal se
Dat agram Too Big nessages to an Internet host.

In the first attack, the false nmessage indicates a PMIU nuch snal | er
than reality. This should not entirely stop data flow, since the

vi ctim host should never set its PMIU estimate bel ow the absol ute

m ninum but at 8 octets of |IP data per datagram progress could be
sl ow.

In the other attack, the fal se nmessage indicates a PMIU greater than
reality. |If believed, this could cause tenporary bl ockage as the
victimsends datagrans that will be dropped by sonme router. Wthin
one round-trip time, the host would discover its m stake (receiving
Dat agram Too Bi g nessages fromthat router), but frequent repetition
of this attack could cause lots of datagrams to be dropped. A host,
however, should never raise its estinate of the PMIU based on a

Dat agram Too Bi g nessage, so should not be vulnerable to this attack.

A malicious party could also cause problens if it could stop a victim
fromreceiving legitimte Datagram Too Bi g nessages, but in this case
there are sinpler denial-of-service attacks avail abl e.
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