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COMMENTS ON PROTOCOL RE: NWGE RFC #36

We offer the foll owi ng suggestions to be considered as additions to
the April 28th 1970 protocol gramrar specifications.

ERRCOR MESSAGES
<ERR> <Code> <Command in error>

It is desirable to include debugging aids in the initial protocol for
checki ng out Network Control Prograns, etc.

There are three classes of errors--content errors, status errors, and
resource allocation or exhaustion. <Code> specifies the class and the
of fendi ng nenber of the class. The command is returned to the
sending NCP for identification and anal ysis.

Exanpl es of status errors are: nessages sent over blocked Iinks and
attenpts to unbl ock an unbl ocked |ink. Exanples of content errors
are: an invalid RFC conplete; a nmessage sent on a link not connected;
cl osing of an unconnected link; and an attenpt to unbl ock an
unconnected |ink. Exanples of resource errors are: a request for a
non- exi stent program and connection table over- flow, etc. Resource
errors should be followed by a <CLS> in response to the <RFC

QUER! ES
<RY> <My  Socket> < >
or <QRY> <Your Socket> <Text>

Queries provide an extension to the <ERR> facility as well as limted
error recovery, thus avoiding re-initialization of an NCP

The first command requests the rembte NCP to supply the status of al
connections to the user specified by the user nunber in <My socket >,
The second is the reply; <Text> contains the connection status
information. |If an NCP wants the status of all connections to a
renote HOST, the <My Socket> is zero.
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PROGRAM TERM NATI ON NOTI FI CATI ON
<TER> <My Socket >

Thi s conmand suppl ements rather than replaces <CLS>. It severs al
comuni cati on between a program and those prograns in a given HOST to
which it is connected. This comand perfornms what woul d otherw se be
handl ed by nultiple <CLS> commands. <My Socket> contains the sender’s
user numnber.

HOST STATUS

<HCU>
<HGD>

These nmessages (HOST coming up and HOST voluntarily going down) are
conpati bl e with asynchronous, interrupt-driven progranms, as opposed
to the nore conventional post/poll method.

TRANSM T AND BROADCAST

<TRN> <Body>
<BDC> <Body>

Unli ke the previous comands, these are not sent over the control
link, but rather over links assigned to user progranms. The prefix of
<TRN> or <BDC> indicates, to the receiving NCP, the disposition of
the message body. <TRN> indicates a nmessage to be passed to a single
process. <BDC> specifies to the destination NCP that the nessage is
to be distributed over all receiving connections |linked to the
sender. In response to a systemcall by the user to an NCP
requesti ng <BDC>, the NCP generates one <BDC> to each HOST to which

t he sender is connected.

RFC AND DYNAM C RECONNECTI ON

This protocol is conplex; it proliferates control nessages; it causes
queues (to becone associated with re-entrant procedures) that are
artificially inposed via the protocol (renote AEN assignnent); and

di scounts the situation where only controlling process "A" has

know edge that slave process "B" should be "rung out" in a dynamc
reconnection.

The <ERR>, etc., are suggestions for inclusion as additions in the
April 28th protocol specifications. The above criticismis, of
course, not intended to affect nodification of the RFC structure by
April 28th, nor to reflect on those who planned it. W have not
studied the problem It is meant, however, to voice our concern
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about conplexity and resulting response tinmes. This is a difficult
problemand it deserves nore study after we have exercised the
current RFC specifications. W hope to offer constructive
suggestions with respect to the RFC in the future.

JFH: hs

[ This RFC was put into machine readable formfor entry ]
[ into the online RFC archives by Mario Vitale 08/99 ]
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