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Abstract

Thi s docunent describes an architecture for providing integrated
services over lowbitrate links, such as nodemlines, |SDN B-
channels, and sub-T1 links. It covers only the |ower parts of the
Internet Multinmedia Conferencing Architecture [1]; additional
conponents required for application services such as |nternet

Tel ephony (e.g., a session initiation protocol) are outside the scope
of this docunent. The main conponents of the architecture are: a
real -time encapsul ation fornmat for asynchronous and synchronous | ow
bitrate |inks, a header conpression architecture optimnzed for real -
time flows, elenents of negotiation protocols used between routers
(or between hosts and routers), and announcenent protocols used by
applications to allow this negotiation to take pl ace.

1. Introduction
As an extension to the "best-effort" services the Internet is well-
known for, additional types of services ("integrated services") that
support the transport of real-time nultinmedia information are being
devel oped for, and deployed in the Internet. Inportant elenments of
this devel opnent are:

- paraneters for forwarding nmechani snms that are appropriate for
real -time information [11, 12],

- a setup protocol that allows establishing special forwarding
treatment for real-tine information flows (RSVP [4]),

- a transport protocol for real-tinme information (RTP/ RTCP [6]).
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In addition to these el enents at the network and transport |evels of
the Internet Multinedia Conferencing Architecture [1], further
conmponents are required to define application services such as

I nternet Tel ephony, e.g., protocols for session initiation and
control. These conponents are outside the scope of this docunent.

Up to now, the newy devel oped services could not (or only very
inefficiently) be used over forwarding paths that include lowbitrate
links such as 14.4, 33.6, and 56 kbit/s nodens, 56 and 64 kbit/s | SDN
B- channel s, or even sub-T1 links. The encapsul ation formats used on
these links are not appropriate for the sinultaneous transport of
arbitrary data and real-tinme information that has to neet stringent
del ay requirenents. Transm ssion of a 1500 byte packet on a 28.8
kbit/s nmodem link makes this Iink unavailable for the transm ssion of
real -time information for about 400 nms. This adds a worst-case del ay
that causes real-tinme applications to operate with round-trip del ays
on the order of at least a second -- unacceptable for real-tine
conversation. |In addition, the header overhead associated with the
protocol stacks used is prohibitive on lowbitrate Iinks, where
conpressi on down to a few dozen bytes per real-tinme information
packet is often desirable. E.g., the overhead of at |east 44
(4+20+8+12) bytes for HDLC/ PPP, 1P, UDP, and RTP conpletely

over shadows typical audi o payl oads such as the 19.75 bytes needed for
a G 723.1 ACELP audio frane -- a 14.4 kbit/s link is completely
consuned by this header overhead alone at 40 real -tinme frames per
second total (i.e., at 25 nms packetization delay for one streamor 50
ms for two streanms, with no space left for data, yet). Wile the
header overhead can be reduced by conbi ning several real-tinme
information frames into one packet, this increases the delay incurred
while filling that packet and further detracts fromthe goal of
real-time transfer of nulti-nedia information over the Internet.

Thi s docunent describes an approach for addressing these problens.
The mai n conponents of the architecture are:

- areal-tine encapsulation format for asynchronous and synchronous
lowbitrate |inks,

- a header conpression architecture optimzed for real-tinme flows,

- elements of negotiation protocols used between routers (or between
hosts and routers), and

- announcenent protocols used by applications to allow this
negoti ation to take pl ace.
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2. Design Considerations

The main design goal for an architecture that addresses real-tine
multinedia flows over lowbitrate links is that of mnimzing the
end-to-end delay. More specifically, the worst case delay (after
renmovi ng possible outliers, which are equival ent to packet |osses
froman application point of view) is what determ nes the playout
poi nts selected by the applications and thus the delay actually
per cei ved by the user.

In addition, any such architecture shoul d obviously undertake every
attenpt to maxim ze the bandwi dth actually available to nedia data;
over heads nust be mnim zed.

An inportant conponent of the integrated services architecture is the
provision of reservations for real-tine flows. One of the problens
that systens on lowbitrate |inks (routers or hosts) face when
perform ng adm ssion control for such reservations is that they nust
transl ate the bandwi dth requested in the reservation to the one
actually consuned on the link. Methods such as data conpression
and/ or header conpression can reduce the requirenents on the |ink

but admi ssion control can only make use of the reduced requirenents
inits calculations if it has enough infornmation about the data
streamto know how effective the conpression will be. One goal of
the architecture therefore is to provide the integrated services

admi ssion control with this information. A beneficial side effect
may be to allow the systens to perform better conpression than woul d
be possible without this information. This may make it worthwhile to
provide this informati on even when it is not intended to nake a
reservation for a real-tine flow

3. The Need for a Concerted Approach

Many techni cal approaches conme to mind for addressing these problens,
in particular a new form of |ow delay encapsul ation to address del ay
and header conpression nmethods to address overhead. This section
shows that these techniques should be conmbined to solve the problem

3.1. Real-Time Encapsul ation

The purpose of defining a real-tine |ink-layer encapsul ati on protocol
is to be able to introduce newy arrived real -tine packets into the
link-layer data streamw thout having to wait for the currently
transnitted (possibly large) packet to end. Coviously, a real-tine
encapsul ati on nust be part of any conplete solution as the probl em of
del ays induced by large frames on the link can only be solved on this
| ayer.
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To be able to switch to a real-tinme packet quickly in an interface
driver, it is first necessary to identify packets that belong to
real-time flows. This can be done using a heuristic approach (e.g.,
favor the transm ssion of highly periodic flows of small packets
transported in I P/UDP, or use the IP precedence fields in a specific
way defined within an organi zation). Preferably, one also could make
use of a protocol defined for identifying flows that require special
treatment, i.e. RSVP. O the two service types defined for use with
RSVP now, the guaranteed service will only be available in certain
environnents; for this and various other reasons, the service type
chosen for many adaptive audi o/ video applications will npost likely be
the controlled-1oad service. Controlled-1oad does not provide
control paraneters for target delay; thus it does not unambi guously
identify those packet streans that would benefit npbst from being
transported in a real-tine encapsulation format. This calls for a
way to provide additional paraneters in integrated services flow
setup protocols to control the real-tinme encapsul ation

Real -time encapsul ation is not sufficient on its own, however: Even
if the relevant flows can be appropriately identified for real-tine
treatnent, nost applications sinply cannot operate properly on | ow
bitrate links with the header overhead inplied by the conbination of
HDLC/ PPP, | P, UDP, and RTP, i.e. they absolutely require header
conpr essi on.

3.2. Header Conpression

Header conpression can be perforned in a variety of elenents and at a
variety of levels in the protocol architecture. As many vendors of

I nternet Tel ephony products for PCs ship applications, the approach
that is nost obvious to themis to reduce overhead by performng
header conpression at the application level, i.e. above transport
protocols such as UDP (or actually by using a non-standard,
efficiently coded header in the first place).

General Iy, header conpression operates by installing state at both
ends of a path that allows the receiving end to reconstruct
information onitted at the sending end. Many good techni ques for
header conpression (RFC 1144, [2]) operate on the assunption that the
path will not reorder the franes generated. This assunption does not
hol d for end-to-end conpression; therefore additional overhead is
required for resequencing state changes and for conpressed packets
maki ng use of these state changes.

Assume that a very good application |evel header conpression solution
for RTP flows could be able to save 11 out of the 12 bytes of an RTP
header [3]. Even this perfect solution only reduces the total header
overhead by 1/4. It would have to be deployed in all applications,
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even those that operate on systenms that are attached to higher-
bitrate |inks.

Because of this limted effectiveness, the AVT group that is
responsible for RTP within the | ETF has decided to not further pursue
application | evel header conpression.

For router and I P stack vendors, the obvious approach is to define
header conpression that can be negotiated between peer routers.

Advanced header conpression techni ques now being defined in the | ETF
[2] certainly can relieve the Iink fromsignificant parts of the
| P/ UDP overhead (i.e., nmost of 28 of the 44 bytes nentioned above).

One of the design principles of the new | P header conpression

devel oped in conjunction with IPv6 is that it stops at |layers the
semanti cs of which cannot be inferred frominformation in | ower |ayer
(outer) headers. Therefore, this header conpression techni que al one
cannot conpress the data that is contained within UDP packets.

Any additional header conpression technique runs into a problem If
it assumes specific application semantics (i.e., those of RTP and a
payl oad data format) based on heuristics, it runs the risk of being
triggered falsely and (e.g. in case of packet |o0ss) reconstructing
packets that are catastrophically incorrect for the application
actual ly being used. A header conpression technique that can be
oper at ed based on heuristics but does not cause incorrect
deconpression even if the heuristics failed is described in [7]; a
compani on docunent describes the napping of this technique to PPP

[ 10].

Wth all of these techniques, the total |P/ UDP/ RTP header overhead
for an audi o stream can be reduced to two bytes per packet. This
technol ogy need only be deployed at bottleneck |inks; high-speed
links can transfer the real-tinme streans without routers or sw tches
expendi ng CPU cycles to perform header conpression.

4. Principles of Real-Tinme Encapsul ation for Low Bitrate Links

The main design goal for a real-time encapsulation is to mnimze the
delay incurred by real-tinme packets that becone avail abl e for sending
while a long data packet is being sent. To achieve this, the
encapsul ati on nust be able to either abort or suspend the transfer of
the long data packet. As an additional goal is to mnimze the
overhead required for the transm ssion of packets from periodic
flows, this strongly argues for being able to suspend a packet, i.e.
segnent it into parts between which the real-tinme packets can be
transf erred.
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4.1. Using existing I P fragnentation

Transnitting only part of a packet, to allow higher-priority traffic
to intervene and then resunming its transmission later on, is a kind
of fragnentation. Fragmentation is an existing functionality of the
| P layer: An |IPv4 header already contains fields that allow a | arge

| P datagramto be fragnented into small parts. A sender’s "real-tine
PPP" inplementation mght sinply indicate a small MU to its I P stack
and thus cause all larger datagrans to be fragnented down to a size
that allows the access delay goals to be net (this assunes that the
IP stack is able to priority-tag fragnents, or that the PPP

i npl ementation is able to correlate the fragnents to the initial one
that carries the information relevant for prioritizing, or that only
initial fragnents can be high-priority). (A so, a PPP inplenentation
can negotiate down the MIU of its peer, causing the peer to fragnent
to a small size, which might be considered a crude form of
negoti ati ng an access delay goal with the peer system-- if that
system supports priority queueing at the fragment |evel.)

Unfortunately, a full, 20 byte |IP header is needed for each fragnent
(larger when I P options are used). This limts the mninmum size of
fragnents that can be used wi thout too nuch overhead. (Also, the
size of non-final fragnents nmust be a nmultiple of 8 bytes, further
l[imting the choice.) Wth path MIU di scovery, |IP |eve
fragnentation causes TCP inpl enentations to use snmall MSSs -- this
further increases the per-packet overhead to 40 bytes per fragnent.

In any case, fragnentation at the IP |l evel persists on the path
further down to the datagramreceiver, increasing the transm ssion
overheads and router |oad throughout the network. Wth its high
overhead and the adverse effect on the Internet, IP |eve
fragmentation can only be a stop-gap nechani smwhen no ot her
fragnentation protocol is available in the peer inplenentation.

4.2. Link-Layer Mechani sns

Cell-oriented nultiplexing techniques such as ATM that introduce
regul ar points where cells froma different packet can be
interpolated are too inefficient for lowbitrate |inks; also, they
are not supported by chips used to support the link layer in | ow
bitrate routers and host interfaces.
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Instead, the real-tine encapsul ati on should as far as possibl e nmake
use of the capabilities of the chips that have been deployed. On
synchronous |ines, these chips support HDLC fram ng; on asynchronous
lines, an asynchronous variant of HDLC that usually is inplenmented in
software is being used. Both variants of HDLC provide a delimting
mechanismto indicate the end of a frane over the link. The obvious
solution to the segnmentation problemis to conbine this nechani sm
with an indication of whether the deliniter term nates or suspends
the current packet.

This indication could be in an octet appended to each frane
information field;, however, seven out of eight bits of the octet
woul d be wasted. Instead, the bit could be carried at the start of
the next frame in conjunction with multiplexing information (PPP
protocol identifier etc.) that will be required here anyway. Since
the real-time flows will in general be periodic, this multiplexing

i nformation could convey (part of) the conpressed form of the header
for the packet. |If packets fromthe real-tine flow generally are of
constant length (or have a defined nmaxi mumlength that is often
used), the continuation of the suspended packet could be i mediately
attached to it, wthout expending a further frame delimter, i.e.,
the interpolation of the real-tine packet would then have zero
overhead. Since packets froml|owdelay real-time flows generally

will not require the ability to be further suspended, the
continuation bit could be reserved for the non-real -tine packet
stream

One real -time encapsulation format with these (and other) functions
is described in ITUT H 223 [13], the nmultiplex used by the H 324
nodem based vi deophone standard [14]. It was investigated whet her
conmpatibility could be achieved with this specification, which wll
be used in future videophone-enabl ed (H 324 capabl e) nodens.

However, since the nultiplexing capabilities of H 223 are l[imted to
15 schedul es (definitions of sequences of packet types that can be
identified in a nmultiplex header), for general Internet usage a
superset or a nore general encapsul ati on woul d have been required.

Al so, a PPP-style negotiation protocol was needed i nstead of using
(and necessarily extending) ITUT H 245 [15] for setting the
paraneters of the multiplex. |In the PPP context, the interactions
with the encapsul ations for data conpression and |ink |ayer
encryption needed to be defined (including operation in the presence
of padding). But nost inportant, H 223 requires synchronous HDLC
chips that can be configured to send frames w thout an attached CRC
which is not possible with all chips deployed in conmercially

avail able routers; so conplete conpatibility was unachi evabl e.
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I nst ead of adopting H 223, it was decided to pursue an approach that
is oriented towards conpatibility both with existing hardware and
exi sting software (in particular PPP) inplenentations. The next
subsection groups these inplenentations according to their
capabilities.

4.3. Inplenmentation nodels

Thi s section introduces a nunber of terns for types of

i npl enentations that are likely to enmerge. It is inmportant to have
these different inplenentation nmodels in mnd as there is no single
approach that fits all nodels best.

4.3.1. Sender types

There are two fundanental approaches to real-tine transm ssion on
lowbitrate |inks:

Sender type 1
The PPP real -tinme framing inplementation is able to control the
transni ssion of each byte being transnitted with sone known,
bounded delay (e.g., due to FIFGs). For exanple, this is
generally true of PC host inplenentations, which directly access
serial interface chips byte by byte or by filling a very snal
FIFO. For type 1 senders, a suspend/resune type approach will be
typically used: Wien a long frame is to be sent, the attenpt is to
send it undivided; only if higher priority packets cone up during
the transnmission will the lower-priority long frame be suspended
and | ater resuned. This approach allows the minimumvariation in
access delay for high-priority packets; also, fragnentation
overhead is only incurred when actual |y needed.

Sender type 2
Wth type 2 senders, the interface between the PPP real -tine
frami ng i npl ementation and the transm ssion hardware is not in
ternms of streans of bytes, but in terns of frames, e.g., in the
formof nmultiple (prioritized) send queues directly supported by
hardware. This is often true of router systens for synchronous
links, in particular those that have to support a |arge nunber of
lowbitrate links. As type 2 senders have no way to suspend a
frame once it has been handed down for transm ssion, they
typically will use a queues-of-fragnments approach, where |ong
packets are always split into units that are small enough to
mai ntain the access delay goals for higher-priority traffic.
There is a trade-off between the variation in access del ay
resulting froma |large fragment size and the overhead that is
incurred for every |long packet by choosing a small fragnent size.
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4.3.2. Receiver types

Al t hough the actual work of formulating transm ssion streans for
real-tinme applications is perfornmed at the sender, the ability of the
receiver to i medi ately make use of the information received depends
on its characteristics:

Recei ver type 1
Type 1 receivers have full control over the stream of bytes
received within PPP franes, i.e., bytes received are avail abl e
imediately to the PPP real-tinme franing inplenentation (with some
known, bounded delay e.g. due to FIFGCs etc.).

Recei ver type 2
Wth type 2 receivers, the PPP real-tine fram ng inplenmentation
only gets hold of a frame when it has been received conpletely,
i.e., the final flag has been processed (typically by some HDLC
chip that directly fills a nmenory buffer).

4.4. Concl usion

As a result of the diversity in capabilities of current
i npl enmentations, there are now two specifications for real-tine

encapsul ation: One, the nmulti-class extension to the PPP multi-Iink
protocol, is providing the solution for the queues-of-fragnents
approach by extending the single-stream PPP nulti-Ilink protocol by

multiple classes [8]. The other encapsulation, PPP in a real-tine
oriented HDLC-|Iike fram ng, builds on this specification end extends
it by away to dynanically delimt multiple fragnments within one HDLC
frame [9], providing the solution for the suspend/resume type

appr oach.

5. Principles of Header Conpression for Real-Tine Flows

A good baseline for a discussion about header conpression is in the
new | P header conpression specification that was designed in
conjunction with the devel opment of IPv6 [2]. The techni ques used
there can reduce the 28 bytes of |Pv4/UDP header to about 6 bytes
(dependi ng on the nunmber of concurrent streans); with the remaining 4
byt es of HDLC PPP overhead and 12 bytes for RTP the total header

over head can be about halved but still exceeds the size of a G723.1
ACELP frane. Note that, in contrast to |IP header conpression, the
envi ronnent di scussed here assunes the existence of a full-duplex PPP
link and thus can rely on negotiation where | P header conpression
requires repeated transni ssion of the sane information. (The use of
the architecture of the present docunent with link [ayer multicasting
has not yet been exam ned.)
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Addi tional design effort was required for RTP header conpression
Appl yi ng the concepts of |P header conpression, of the (at least) 12
bytes in an RTP header, 7 bytes (tinestanp, sequence, and marker bit)
woul d qualify as RANDOM DELTA encodi ng cannot generally be used

wi thout further information since the |ower |ayer header does not
unanbi guously identify the semantics and there is no TCP checksum
that can be relied on to detect incorrect deconpression. Only a nore
semanti cs-oriented approach can provi de better conpression (just as
RFC 1144 can provide very good conpression of TCP headers by making
use of semantic know edge of TCP and its checksumm ng net hod).

For RTP packets, differential encoding of the sequence nunber and
timestanps is an efficient approach for certain cases of payload data
formats. E.g., speech flows generally have sequence nunbers and
timestanp fields that increase by 1 and by the frame size in
timestanp units, resp.; the CRTP (conpressed RTP) specification makes
use of this relationship by encoding these fields only when the
second order difference is non-zero [7].

6. Announcenent Protocols Used by Applications

As argued, the conpressor can operate best if it can make use of
information that clearly identifies real-time streans and provi des
i nformati on about the payl oad data format in use.

If these systens are routers, this consent nust be installed as
router state; if these systens are hosts, it must be known to their
networ ki ng kernels. Sources of real-tinme information flows are

al ready describing characteristics of these flows to their kernels
and to the routers in the formof TSpecs in RSVP PATH nessages [4].
Si nce these nessages make use of the router alert option, they are
seen by all routers on the path; path state about the packet stream
is normally installed at each of these routers that inplenent RSVP
Addi ti onal RSVP objects could be defined that are included in PATH
nmessages by those applications that desire good performance over | ow
bitrate |inks; these objects would be coded to be ignored by routers
that are not interested in them (class nunber 1lbbbbbb as defined in
[4], section 3.10).

Note that the path state is available in the routers even when no
reservation is made; this allows inforned conpression of best-effort
traffic. It is not quite clear, though, how path state could be torn
down qui ckly when a source ceases to transmit.
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7.

El enents of Hop-By-Hop Negotiation Protocols

The | P header conpression specification attenpts to account for
sinpl ex and multicast |inks by providing information about the
conpressed streans only in the forward direction. E.g., a ful

| P/ UDP header must be sent after F_MAX TIME (currently 3 seconds),
which is a negligible total overhead (e.g. one full header every 150
G 723. 1 packets), but nust be considered carefully in scheduling the
real -time transmi ssions. Both sinplex and multicast |inks are not
prevailing in the lowbitrate environnent (although nulticast
functionality may becone nore inportant with wirel ess systens); in
this docunment, we therefore assune full-duplex capability.

As conpression techniques will inprove, a negotiation between the two
peers on the link woul d provide the best flexibility in

i npl ementation conplexity and potential for extensibility. The peer
routers/hosts can decide which real -tine packet streans are to be
conpressed, which header fields are not to be sent at all, which

mul tiplexing informati on shoul d be used on the Iink, and how the
remai ni ng header fields should be encoded. PPP, a well-tried suite
of negotiation protocols, is already used on nost of the lowbitrate
links and seens to provide the obvious approach. Cooperation from
PPP is al so needed to negotiate the use of real-time encapsul ati ons
bet ween systens that are not configured to automatically do so.
Therefore, PPP options that can be negotiated at the link setup (LCP)
phase are included in [8], [9], and [10].

Security Considerations

Header conpression protocols that nake use of assunptions about
application protocols need to be carefully anal yzed whether it is
possi bl e to subvert other applications by naliciously or

i nadvertently enabling their use.

It is generally not possible to do significant hop-by-hop header
conpressi on on encrypted streanms. Wth certain security policies, it
may be possible to run an encrypted tunnel to a network access server
that does header conpression on the decapsul ated packets and sends
them over an encrypted link encapsul ation; see also the short nention
of interactions between real-tinme encapsul ati on and encryption in
section 4 above. |If the security requirenents permt, a special RTP
payl oad data format that encrypts only the data may preferably be
used.
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