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ABSTRACT

This report describes an inplenentation of the Exterior Gateway Protocol t
hat

runs under the Unix 4.2 BSD operating system Sone issues related to |lo
cal

networ k configurations are al so di scussed.

Status of this Meno:

This nmeno describes an inplenentation of the Exterior Gateway Protocol (E
GP)

(in that sense it is a status report). The neno al so di scusses sonme poss
bl e

extentions and sonme design issues (in that sense it is an invitation
for

further discussion). Distribution of this neno is unlimted.

Funding for this research was provi ded by DARPA and Tel ecom Australi a.
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1. | NTRODUCTI ON

The Exterior Gateway Protocol (EGP) [Rosen 82; Seanpbnson & Rosen 84; MIls 8
4a]
has been specified to all ow aut ononous devel opnent of different gateway syst
ens

while still rmaintaining global distribution of internet routing informati
on.
EGP provides a neans for different autononous gateway systems to excha
nge

i nformati on about the networks that are reachable via them

This report mainly describes an inplenentation of EGP that runs as a u
ser
* * %

process under the Berkeley Unix 4.2 operating systemrun on a VAX comput
er.

Sonme related issues concerning |ocal autononpbus system configurations are a
| so

di scussed.

The EGP inplenentation is experinmental and is not a part of Unix 4.2 BSD. It
is
anticipated that Berkeley will incorporate a version of EGP in the future.

The programis witten in C. The EGP part is based on the GCGateway ¢
ode

witten by Liza Mirtin at MT and the route nanagenent part is based on U
ni x

4.2 BSD route nanagenent daenon, "routed"

The EGP functions are consistent with the specification of [MIIls 84a] exc
ept
wher e not ed.

A know edge of EGP as described in [Seanonson & Rosen 84; MIIs 84a]
is
assuned.

This chapter discusses the notivation for the project, Chapter 2 describes

t he

gateway design, Chapter 3 is on testing, Chapter 4 suggests some enhancene
nts

and Chapter 5 di scusses topol ogy issues.

Further information about running the EGP program and describing the softw
are
is being published in an I'SI Research Report |SI/RR-84-145 [Kirton 84].

Requests for docunentation and copies of the EGP program should be sent
to
Joyce Reynol ds (JKReynol ds@JSC-1SI F. ARPA). Software support is not provided.

1.1 Motivation for Devel opnment

Wth the introduction of EGP, the internet gateways wll be divided into
a

"core" autononpbus system (AS) of gateways naintained by Bolt, Beranek

and



Newran (BBN) and many "stub" AS s that are mai nt ai ned by differ

ent
organi zations and have at |east one network in conmon with a core AS gatew

ay.
The core AS will act as a hub for passing on routing information betw

een

*

Unix is a trade nmark of AT&T

* %

VAX is a trade nmark of Digital Equi pnent Corporation
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different stub AS' s so that it will only be necessary for stub AS' s to cond
uct
EGP with a core gateway. Further detail is given in [Rosen 82].

At the tinme of this project there were 28 "non-routing"” gateways in
t he
internet. Non-routing gateways did not exchange routing information
but

required static entries in the core gateway routing tables. Since August
1

1984 these static entries have been elininated and previously non-rout

i ng

gateways are required to conmunicate this information to the core gatew

ays

dynamically via EGP [Postel 84].

At the USC Information Sciences Institute (1SI) there was a non-routing gate
rﬁy the University of California at Irvine network (UC-1CS). Wth
LF?nination of non-routing gateways from the core gateway tables it
ngiessary to informthe core ISI gateway of the route to UCI-ICS using EGP

Also, we would Ilike a backup gateway between |SI-NET and the ARPANET in ¢

ase

the core I1SI gateway is down. Such, a gateway would need to convey rout
i ng

information via EGP. Details of the ISI network configuration are discussed
in

Section 5. 2.
O the 28 non-routing gateways 23 were inplenented by Unix systens, includ
i ng

ISI's. Also, |ISI's proposed backup gateway was a Uni x system Thus there wa
fo?al and general need for an EGP i nplenentation to run under Unix. The curr
Sgﬁsion of Unix that included Departnment of Defense (DoD) protocols

ggfkeley Unix 4.2 so this was sel ected.

1.2 Overvi ew of EGP

This report assunes a know edge of EGP, however a brief overviewis given h
?gf conmpl eteness. For further details refer to [Rosen 82] for the background
E%g, [ Seanbnson & Rosen 84] for an informal description, and [MIls 84a] fo
LD?G formal specification and inplenentation details.

EGP is generally conducted between gateways in different AS s that share
a
common network, that is, neighbor gateways.

EGP consists of three procedures, neighbor acquisition, neighbor reachabi
ity
and network reachability.



Nei ghbor acquisition is a two way handshake in which gateways agree to cond
EEL by exchangi ng Request and Confirm nessages whi ch include the m ni mum He
LLS Poll intervals. Acquisition is termnated by exchanging Cease
gggse-ack nessages.

Nei ghbor reachability is a periodic exchange of Hello commands and |-H U
hé;rd you) responses to ensure that each gateway is up. Currently a 30 sec
2F2inun1interval is used across ARPANET. Only one gateway need send commands
Fﬁz ot her can use them to determine reachability. A gateway send
ngchability commands is said to be in the active node, while a gateway t
rﬁgt responds is in the passive node.
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Network reachability is determ ned by periodically sending Poll comrands
?ggei vi ng Update responses which indicate the networks reachable via one
ngie gateways on the shared network. Currently 2 minute mninmminterval
uIde acr oss ARPANET.
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2. GATEWAY DESI GN

EGP is a polling protocol with | oose timng constraints. Thus the only gate

rﬁxction requiring good performance is packet forwarding. Unix 4.2 already

B:iket forwarding built into the kernel where best performance can be achiev

Zf.the time of witing Unix 4.2 did not send ICWP (Internet Control Mess
gggtocol) redirect nessages for nisrouted packets. This is a requirenent
0

i nternet gateways and will |ater be added by Berkel ey.
The EGP and route update functions are inplenmented as a user process. T
hi s

facilitates devel opnent and distribution as only mnor changes need to be m
ade

to the Unix kernel. This is a sinilar approach to the Unix route distribut
i on
program "routed" [Berkeley 83] which is based on the Xerox NS Rout
i ng

I nformation Protocol [Xerox 81].

2.1 Routing Tabl es

A route consists of a destination network nunber, the address of the n
ext

gateway to use on a directly connected network, and a metric giving
t he

di stance in gateway hops to the destination network.

There are two sets of routing tables, the Kkernel tables (used for pac
?gﬁmarding) and the EGP process tables. The kernel has separate tables for h
gﬁg network destinations. The EGP process only maintains the network rout
ngles. The EGP tabl es are updated when EGP Update nessages are received. W
genroute i s changed the kernel network tables are updated via the S| OCADDRT
ngCDELRT ioctl systemcalls. At initialization the kernel network rout
;ggles are read via the kernel nenory image file, /dev/kmem and copied
PLg EGP tabl es for consistency.

This EGP inmplenentation is designed to run on a gateway that is also a ho
Eééause of the relatively slow polling to obtain route updates it is poss
?LZI the host may receive notification of routing changes via ICWP redire
g;?ore the EGP process is notified via EGP. Redirects update the kernel tab
L?fectly. The EGP process listens for redirect nessages on a raw socket
3Bgates its routing tables to keep them consistent with the kernel.



The EGP process routing tables are nmintained as two separate tables, one

Lﬁierior routes (via different AS gateways) and one for interior routes (
Y%: gateways of this AS). The exterior routing table is updated by EGP Upd
ﬁégsages. The interior routing table is currently static and is set

iﬁ}tialization time. It includes all directly attached nets, determ ned by

gr%&a FCONF ioctl systemcall and any interior non-routing gateways read f
{;g] EGP initialization file, EGPINITFILE. The interior routing table could
fLPure be updated dynamically by an Interior Gateway Protocol (IGP).

Mai nt ai ni ng separate tables for exterior and interior routing facilitates
;ngaration of outgoing Update nessages which only contain interior rout
:Egornation [MIls 84b]. It also permits alternative external routes to
}Efernal routes to be saved as a backup in case an interior route fai
kf}ernate routes are flagged, RTS NOTINSTALL, to indicate that the Kker
ne
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routes should not be updated. In the current inplenentation alternate rou
tes
are not used.

2.1.1 Inconing Updates

EGP Updates are used to update the exterior routing table if one of
t he
follow ng is satisfied:

- No routing table entry exists for the destination network and the
metric indicates the route is reachable (< 255).

- The advised gateway is the sane as the current route.
- The advised distance netric is less than the current netric.

- The current route is older (plus a margin) than the maximum pol]l
interval for all acquired EGP neighbors. That is, the route was
omitted fromthe [ ast Update.

If any exterior route entry, except the default route, is not updated by
EGP

within 4 mnutes or 3 tinmes the maximum poll interval, whichever is
t he

greater, it is deleted.

If there is nore than one acquired EGP nei ghbor, the Update nessages recei
ved
fromeach are treated the sane way in the order they are received.

In the worst case, when a route is changed to a longer route and the old ro
ut e

is not first notified as unreachable, it could take two poll intervals
to

update a route. Wth the current poll interval this could be 4 mnutes. Un
der

Unix 4.2 BSD TCP connections (Transmission Control Protocol) are clo
sed

automatically after they are idle for 6 mnutes. So this worst case wll
not

result in the automatic closure of TCP connecti ons.

2.1.2 Qutgoing Updates

Qut goi ng Updates include the direct and static networks from the inter
i or
routing table, except for the network shared with the EGP nei ghbor.

The networks that are allowed to be advised in Updates nmay be specified
iﬁ}tialization in EGPINITFILE. This allows particular routes to be exclu
??gn1 exterior updates in cases where routing |oops could be a problem Anot
Egge where this option is necessary, is when there is a non-routing gate



way

belonging to a different AS which has not inplenented EGP yet. |Its routes
may

need to be included in the kernel routing table but they are not allowed to
be

advi sed i n outgoing updates.

If the interior routing table includes other interior gateways on the netw

ork
shared with the EGP neighbor they are include in Updates as the appropri
ate
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first hop to their attached networks.

The distance to networks is set as in the interior routing table except if

:gﬁte is marked down in which case the distance is set to 255. At pres
sghtes are only marked down if the outgoing interface is down. The state of

?Llerfaces is checked prior to preparing each outgoing Update using

grgoa FFLAGS ioctl system call

Unsolicited Updates are not sent.

2.2 Nei ghbor Acquisition

EGPINI TFILE lists the addresses of trusted EGP neighbor gateways, which
are

read at initialization. These wll wusually be core gateways as only c¢
ore
gateways provide full internet routing information. At the time of wit
i ng

there were three core gateways on ARPANET which support EGP, CSS-GATEW
AY,

| SI - GATEWAY and PURDUE- CS-GW and two on M LNET, BBN- M NET- A- GV and AERONET-
GW

EGPI NI TFI LE al so includes the naxi mum nunber of these gateways that should
agguired at any one tine. This is usually expected to be just one. If t
g;femay i s declared down another gateway on the 1list wll then be acqui
gﬁsonatically in sufficient time to ensure that the current routes are
not

timed out.

The gateway will only accept acquisitions from neighbors on the trusted

i st

and will not accept themif it already has acquired its maxi mumquota. T
hi s

prevents Updates being accepted from possibly unreliable sources.

The ability to acquire core gateways that are not on the trusted list but h
ave

been |earned of indirectly via Update nmessages is not included because not
al |

core gateways run EGP.

New acqui sition Requests are sent to neighbors in the order they appear
EE;INITFILE. No nore new Requests than the maxi mum nunber of nei ghbors yet
béo acquired are sent at once. Any nunber of outstanding Requests
?gfransnitted at 32 second intervals up to 5 retransmni ssions each at which t
;Eg acquisition retransmssion interval is increased to 4 mnutes. Once
t he



maxi mum nunber of  neighbors has been acquired, unacquired neighbors w
;LPstanding Requests are sent Ceases. This approach provides a conprom
Lmeeen fast response when neighbors do not initially respond and a desire
n}ginize the chance that a neighbor nay be Ceased after it has sent a Conf
LL?]before it has been received. |If the specified maxi mum nunber of nei ghb
ggﬁnot be acquired, Requests are retransnitted indefinitely to all unacqui
ngghbors.

2.3 Hello and Poll Intervals

The Request and Confirm nessages include mninmum values for Hello and P

ol |

intervals. The advised minimuns by this and the core gateways are currently
30

and 120 seconds respectively.
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The received intervals are checked against upper bounds to guard agai
Ezzsense val ues. The upper bounds are currently set at 120 and 480 seco
ngpectively. If, they are exceeded the particul ar neighbor is considered

gﬁg not sent further Requests for one hour. This allows the situation to

cgfrected at the other gateway and nornal operation to autonatically res
??§n1this gateway w thout an excess of unnecessary network traffic.

The actual Hello and Poll intervals are chosen by first selecting the maxi
mum

of the intervals advised by this gateway and its peer. A 2 second margin
is

then added to the Hello interval to take account of possible network de

| ay

variations and the Poll interval is increased to the next integer ratio of
t he

Hello interval. This results in 32 second Hello and 128 second Poll interval
S.

If an Update is not received in response to a Poll, at nbost one repoll (s
ame

sequence nunber) is sent instead of the next schedul ed Hell o.

2.4 Nei ghbor Cease

If the EGP process is sent a SIGIERM signal via the Kill command, all acqu
ngghbors are sent Cease(goi ng down) conmands. Ceases are retransmtted at
L2F|0 interval at nost 3 tines. Once all have either responded with Cease-a
grsbeen sent three retransnitted Ceases the process is terninated.

2.5 Nei ghbor Reachability
Only active reachability determination is inplenented. It is done
as

reconmended in [MIIls 84a] with a minor variation noted bel ow.

A shift register of responses is maintained. For each Poll or Hello comm
and

sent a zero is shifted into the shift register. |If a response (I-HU  Upd

ate

or Error) is received with the correct sequence nunber the zero is replaced
by

a one. Before each new command is sent the reachability is determn ned
by

examning the last four entries of the shift register. If the neighbor
is

reachable and <= 1 response was received the neighbor is consi de
red
unreachable. [If the neighbor is considered unreachable and >= 3 responses w
ere

received it is now consi dered reachabl e.



A nei ghbor is considered reachable i mediately after acquisition so that
t he

first poll received from a core gateway (once it considers this gate

way

reachable) will be responded to with an Update. Polls are not sent unless
a

nei ghbor is considered reachable and it has not advised that it considers t
g;femay unreachable in its last Hello, I-H U or Poll nessage. This preve
PLZ first Poll being discarded after a down/up transition. This is inportant
tﬁz Polls are wused for reachability determ nation. Follow ng acquisition
Iggst one message nust be received before the first Poll is sent. This is

d;?ernine that the peer does not consider this gateway down. This usua
}Léuires at least one Hello to be sent prior to the first poll. The discuss
g?n this paragraph differs from [MIIs 84a] which recommends that a peer
cgﬁsidered down followi ng acquisition and Polls may be sent as soon as the p
?Er considered wup. This is the only signi ficant departure from

t he
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recommendations in [MIls 84a].

Polls received by peers that are considered unreachable are sent an Er
ror

response which allows their reachability determ nation to progress correct
ly.

This action is an option within [MIls 84a].

When a neighbor beconmes unreachable all routes wusing it as a gateway
3;Feted fromthe routing table. If there are known wunacquired neighbors
szeachable gateway is ceased and an attenpt is nmade to acquire a new nei ghb
?;.all known nei ghbors are acquired the reachability determination is contin
?g? 30 minutes ([MIls 84a] suggests 60 mninutes) after which tine
szeachable nei ghbor is ceased and reacquisition attenpted every 4 m nut
$ﬁis is aimed at reduci ng unnecessary network traffic.

If wvalid Update responses are not received for three successive polls

t he

nei ghbor is ceased and an alternative acquired or reacquisition is attenpted
in

4 minutes. This provision is provided in case erroneous Update data fornats

are

bei ng sent by the neighbor. This situation did occur on one occasion dur
i ng

testing.

2.6 Sequence Numbers

Sequence nunbers are nanaged as reconmended in [MIls 84a]. Single send
?ggeive sequence nunbers are maintai ned for each neighbor. The send seque
Eﬁﬁber is initialized to zero and is incremented before each new Poll (
P2L0||) is sent and at no other time. The send sequence nunber is used in
?Lknands. The receive sequence nunber is maintained by copying the seque
Eﬁﬁber of the last Request, Hello, or Poll command received from a neighb
?Lis sequence nunber is used in outgoing Updates. Al responses (includ
E??or responses) return the sequence nunmber of the nmessage just received.

2.7 Treatment of Excess Conmands

If nmore than 20 commands are received froma neighbor in any 8 nminute per
i od

the neighbor is considered bad, Ceased and reacquisition prevented for
one

hour .



At nost one repoll (sanme sequence nunber) received before the poll interva
has

expired (less a 4 second nmargin for network delay variability) is responded
m;?h an Update, others are sent an Error response. Wen an Update is sent
rggponse to a repoll the unsolicited bit is not set, which differs from

ﬁggonnendation in [MIls 84a].

2.8 I nappropriate Messages

If a Confirm Hello, I-HU, Poll or Update is received fromany gateway (kn
own

or unknown) that is in the unacquired state, synchronization has probably b
een

lost for sonme reason. A Cease(protocol violation) nessage is sent to try
and

reduce unnecessary network traffic. This action is an option in [MIIls 84a].
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2.9 Default Gateway

A default gateway may be specified in EGPINITFILE The default route (net O
ULFX 4.2 BSD) is used by the kernel packet forwarder if there is no speci
igﬁte for the destination network. This provides a final |evel of backup if
ELLmn EGP nei ghbors are unreachable. This is especially useful if there is o
ng avai |l abl e EGP nei ghbor, as in the ISl case, Section 5.2.2.

The default route is installed at initialization and deleted after a valid
EGP

Update nmessage is received. It is reinstalled if all known neighbors
are

acquired but none are reachable, iif routes tine out while there are no
EGP

nei ghbors that are acquired and reachable, and prior to process termni nation.

It is deleted after a valid EGP Update nmessage is received because the defa
;g:emay will not know any nmore routing information than learned via EGP. |If
mgﬁe not deleted, all traffic to unreachable nets would be sent to the defa
;L:emay under Unix 4.2 forwarding strategy.

The default gateway should normally be set to a full-routing core gateway ot
her

than the known EGP nei ghbor gateways to give another backup in case all of

t he

EGP gat eways are down sinultaneously.
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3. TESTI NG
A few interesting cases that occurred during testing are briefly descri bed.

The use of sequence nunbers was interpreted differently by differ
Fﬂglenenters. Consequently some inplenentations rejected nessages as hav
:ngorrect sequence nunbers, resulting in the peer gateway being declared do
%ﬂé mai n probl em was that the specification was solely in narrative form wh
:gh prone to inconsistencies, anbiguities and inconpl eteness. The nore for
gBLcification of [MIls 84a] has elimnated these anbiguities.

Vpen testing the response to packets addressed to a neighbor gatewa
?nferface that was not on the shared net a loop resulted as both gatew
?g;eatedly exchanged error nessages indicating an invalid interface.
grgblen1 was that both gateways were sending Error responses after checking
gzgresses but before the EGP nessage type was checked. This was rectified
n2¥ sending an Error response unless it was certain that the nmessage was
F?;elf an Error response.

On one occasion a core gateway had sone form of data error in the Upd
ﬁégsages which caused themto be rejected even though reachability was be
gggisfactorily conducted. This resulted in all routes being tinmed out.
ggfution was to count the nunber of successive Polls that do not result
vgrid Updates being received and if this nunber reaches 3 to Cease EGP
Z?Senpt to acquire an alternative gateway.

Anot her interesting idiosyncrasy, reported by Mke Karels at Berkeley, resu
L:2n1having mul ti pl e gateways between M LNET and ARPANET. Each ARPANET host

gﬁsassigned gateway to use for access to MLNET. In cases where the EGP gate
rgya host as well as a gateway, the EGP Update nessages nmay indicate
di?ferent M LNET/ ARPANET gateway fromthe assigned one. Wen the host/gate
gﬁyginates a packet that is routed via the EG reported gateway, it w
LLLeive a redirect to its assigned gateway. Thus the MLNET gateway can k
gg?ng swi tched between the gateway reported by EGP and the assi gned gateway.
Ekgilar thing occurs when using routes to other nets reached via M LNET/ ARPA



gat eways.
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4. FUTURE ENHANCEMENTS
4.1 Multiple Autononous Systens

The present nethod of acquiring a maxi mum nunber of EGP nei ghbors fro
?1ﬁsted list inplies that all the neighbors are in the sane AS. The intent
:gn that they all be nmenbers of the core AS. When updating the routing tabl
Ezaates are treated i ndependently with no distinction nade as to whether
;QSised routes are internal or external to the peer’'s AS. Al so, rout
hggrics are conpared w thout reference to the AS of the source.

If EGP is to be conducted with additional AS s beside the core AS,
al |

nei ghbors on the list wuld need to be acquired in order to ensure t
hat
gateways fromboth AS' s were always acquired. This results in an unnecess
ary

excess of EGP traffic if redundant neighbors are acquired for reliability
ﬁofé desirabl e approach would be to have separate lists of trusted EGP gatew
Zﬁz t he maxi mum nunber to be acquire, for each AS. Routing entries would n
fgd have the source AS added so that preference could be given to informat
ngeived fromthe owning AS (see Section 5.1.2)

4.2 Interface Mnitoring

At present, interface status is only checked inmediately prior to the send

gpg an Update in response to a Poll. The interface status could be nonito
Lg?e regularly and an unsolicited Update sent when a change is detected. T
P;S one area where the slow response of EGP polling could be inproved. This
is

of particular interest to networks that may be connected by dial-in lin

es.

When such a network dials in, its associated interface will be marked as up
but

it will not be able to receive packets until the change has been propagated
by

EGP. This is one case where the unsolicited Update nessage would help,
but

there is still the delay for other non-core gateways to poll core EGP gatew
ays

for the new routing information.

This was one case where it was initially thought that a kernel
EGP

i mpl ementation mght help. But the kernel does not presently pass interf
ace

status changes by interrupts so a new facility would need to be incorporat



ed.

If this was done it may be just as easy to provide a user |evel signal when
an
i nterface status changes.

4.3 Network Level Status |Infornmation

At present, network |level status reports, such as | MP Destination Unreacha
gggsages, are not used to detect changes in the reachability of EGP nei ghb
g:sother nei ghbor gateways. This information should be wused to inprove
:ggponse time to changes.
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4.4 Interior Gateway Protocol Interface

At present any routing information that is interior to the ASis static
?ggd fromthe initialization file. The internal route managenent functions h
2ggn written so that it should be reasonably easy to interface an |IGP
ggganic interior route wupdates. This is facilitated by the separation of
Lgferior and interior routing tables.

The outgoing EGP Updates will be correctly prepared fromthe interior rout
;ggle by rt_NRnets() whether or not static or dynamic interior routing is do
Eﬁhctions are also provided for [looking up, adding, changing and del et
:Eﬁernal routes, i.e. rt_int_lookup(), rt_add(), rt_change() and rt_delet
e

respectively.

The interaction of an IGP with the current data structures basically invol
ves
three functions: updating the interior routing table using a function sim
| ar
to rt_NRupdate(), preparing outgoing interior updates simlarly to rt_NRnets

OF

and timng out interior routes simlarly to rt_time().
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5. TOPOLOGY | SSUES

5.1 Topol ogy Restrictions and Routing Loops

5.1.1 Background

EGP is not a routing algorithm it nerely enables exterior neighbors
Q;Shange routing information which is Iikely to to be needed by a rout
;rgorithnl It does not pass sufficient information to prevent routing | oops
cbiles exi st in the topology [ Rosen 82].

Routing | oops can occur when two gateways think there are alternate routes
régch a third gateway via each other. Wien the third gateway goes down they
5Bd pointing to each other formng a routing loop. Wthin the present c¢
g;gten1 | oops are broken by counting to "infinity" (the internet dianeter
g;Pemay hops). This (usually) works satisfactorily because GG propaga
Lﬁanes fairly quickly as routing updates are sent as soon as changes occ
X[éo the dianeter of the internet is quite small (5) and a universal dista
ggfric, hop count, is used. But this will be changed in the future.

Wth EGP, changes are propagated slowy. Although a single wunsolicited
nsssage can be sent, it won't necessarily be passed straight on to ot
ggiemays who nust hear about it indirectly. Al so, the distance netrics
d?;ferent AS's are quite independent and hence can't be used to count
iL?inity.

The initial proposal was to prevent routing |oops by restricting the topo
ggy AS's to a tree structure so that there are no nmultiple routes via altern
Zg?s. Multiple routes within the sane AS are allowed as it is the inter
Lthing strategies responsibility to control | oops.

[MIls 84b] has noted that even with the tree topology restriction, "we m
;zgune that transient loops may formwithin the core systemfromtine to t
;23 that this information nmay escape to other systens; however, it would
eggected that these | oops would not persist for very long and would be bro
rﬁn a short tine wthin the core systemitself. Thus a | oop between non-c
ore



systens can persist until the first round of Update nessages sent to the ot
her

systens after all traces of the | oop have been purged fromthe core system
or

until the reachability information ages out of the tables, whichever occ
urs

first".

Wth the initial sinple stub EGP systens the tree topology restriction could
be
satisfied. But for the long termthis does not provide sufficient robustness

[MIls 83] proposed a procedure by which the AS' s can dynamically reconfig
?Lgnselves such that the topology restriction is always nmet, without the n
?;? a single "core" AS. One AS would own a shared net and its nei ghbor A
ioﬁld just conduct EGP with the owner. The owner woul d pass on such informat
:ﬁgirectly as the core systemdoes now. If the owing AS is defined to

chsest to the root of the tree topol ogy, any haphazard interconnection

can



RFC 911
14

fornl itself into an appropriate tree structured routing topology. By rout
;ggology | mean the topology as advised in routing updates. There may well
o?ﬁer physi cal connections but if they are not advised they will not be u
?g? routing. Each AS can conduct EGP with at nost one AS that owns one of
;LZred nets. Any AS that is not conducting EGP over any net owned by another
i?s the root of a subtree. It may conduct EGP with just one other AS that o
2ﬂ2 of its shared nets. This "attachment"” conbines the two subtrees into
a

single subtree such that the overall topology is still atree. Topo
ogy
vi ol ati ons can be determ ned because two different AS s will report that t
hey

can reach the same net.

Wth such a dynamic tree, there nmay be preferred and backup links. In s
uch

cases it is necessary to nonitor the failed link so that routing can be chan
ged

back to the preferred Iink when service is restored.

Anot her aspect to consider is the possibility of detecting routing | oops
?Egn breaking them Expiration of the packet time-to-live (TTL) could be u
fgddo this. If such a loop is suspected a diagnostic packet, such as | CMP ec
Eghld be sent over the suspect route to confirmwhether it is a loop. If a
?gpdetected a special routing packet could be sent over the route t
rﬁ;tructs each gateway to delete the route after forwardi ng the packet on
lggeptance of new routing informati on may need to be delayed for a hold d
ggriod. Thi s approach woul d require sensible selection of the initial TTL.
Fﬁ}s is not done by many hosts.

5.1.2 Current Policy

Considering the general trend to increased network interconnection and
;CZilability of alternative |ong-haul networks such as ARPANET, WBNET (w deb
EQSeIIite network), and public data networks the tree topol ogy restriction
g;ﬁerally unacceptable. A less restrictive topology is currently recomrend
$ﬁé following is taken from[MIls 84b].

EGP topol ogi cal nodel



An autononmous system consists of a set of gateways connected by
networks. Each gateway in the system nust be reachable from every
other gateway in its system by paths including only gateways in that
system

A gateway in a systemnay run EGP with a gateway in any other system
as long as the path over which EGP itself is run does not include a
gateway in a third system

The "core systen' is distinguished fromthe others by the fact that
only it is allowed to distribute reachability information about
systens other than itself.

At | east one gateway in every system nust have a net in conmon with a
gateway in the core system
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- There are no topological or connectivity restrictions other than
those inplied above.

A gateway wll use information derived from its configuration (direc
;L%nected nets), the |1GP of its system called Sin the follow ng, (inter
hg:s) and EGP (interior and exterior nets of neighboring systens) to constr
Ff; routing tables. If conflicts with respect to a particular net N occur, t

hey
will be resolved as follows:

- If N is directly connected to the gateway, all |1GP and EGP reports
about N are disregarded.

- If Nis reported by IG°P as interior to S and by EGP as either
interior or exterior to another system the I1GP report takes
pr ecedence.

- If Nis reported by EGP as interior to one system and exterior to
another, the interior report takes precedence.

- If N is reported as interior by two or nore gateways of the sane
systemusing EGP, the reports specifying the snallest hop count take
pr ecedence.

- In all other cases the |atest received report takes precedence.

AOd information will be aged fromthe tables.
The interim nodel provides an acceptable degree of self-organizati
on.

Transi ent routing | oops can occur between systens, but these are eventua
Lizken by old reachability information being aged out of the tables. G ven
;ggt that transient |oops can occur due to tenporary core-system | oops,
gggitional | oops that m ght occur in the case of local nets honed to nulti
g;gtens does not seemto increase the risk significantly.

5.2 Present ISl Configuration

A sinplified version of the ISI network configuration is shown in Figure 5
;éi-Hobgoinn can provide a backup gateway function to the core [|SI-Gate

€g¥meen ARPANET and | SI-NET. |Sl-Hobgoblin is a VAX 11/750 which runs Berke
Lﬁ?x 4.2. The ECGP inplenentation described in this report is run
on

| SI - Hobgobl i n.
ISI-Troll is part of a split gateway to the University of California at Irv
i ne

network (UCI-1CS). The conplete | ogical gateway consists of I1SI-Troll, the 9
600



baud |ink and UCI - 750A [Rose 84]. ISI-Troll runs Berkeley Unix 4.1a and he
Egﬁnot run the EGP program It is therefore a non-routing gateway.
g??stence of UCI-ICS net nust be advised to the core AS by | SI-Hobgoblin. T
Egﬁ be done by including an appropriate entry in the EGPI NI TFI LE

Hosts on ISI-NET, including ISI-Troll, have static route entries indicat

i ng
| SI-Gateway as the first hop for all networks other than UCI-1CS and | SI-NET
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/ \
/ ARPANET \
\ 10 /
\ /
I I I
I I I
I I I
Fomm e e o oo + NS + S +
| 1SI-PNGL1 | | | | |
| Arpanet | | | SI-GATEWAY | | 1SI-HOBGOBLIN |
| Address | | | | Vax 11/ 750
| 1ogical | | Core EGP | | Unix 4.2 |
| multiplexer | | | | |
Fomm e e o oo + NS + S +
I I I
I I I
I I I
/ \ / \
/ 3 Mo/s Ethernet \ / | SI - NET \
\ net 10 / \ 128.9 /
\ / \ /
I
I
I
SR +
| SI - TROLL
Vax 11/ 750
Uni x 4. la
Non-routing
I
9600 I SI - TROLL, UCI-750A

I I
I I
I I
I I
I I
I I I
| | baud | and the link forma
I I I
I I
I I
I I
I I

i nk singl e | ogi cal gateway
I
UCl - 750A
Vax 11/ 750
Uni x 4.2
SR +
I
I
I
/ \
/ ucl -1 Cs \
\ 192.5.19 /
\ /

Fi gure 5-1: Sinplified ISl Network Configuration
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EGP can either be conducted with | Sl-Gateway across ARPANET or | Sl - NET.

5.2.1 EGP Across ARPANET

| SI -Hobgoblin wll advise |SI-Gateway across ARPANET, and hence the c
ore
system that it can reach ISI-NET and UCl -1CS

Packets from AS's exterior to ISl and destined for UC-1CS will be routed
Yg?-catemay, | SI -Hobgoblin and [SI-Troll. The extra hop via |SI-Gateway
g?Ler core EGP gateway) is because the core gateways do not currently pass
iﬁgirect-neighbor exterior gat eway addr esses in their | GP nessa
?Egtemay-to-catemay Protocol). Packets originating fromUCH -1CS destined
ggierior AS's will be routed via ISI-Troll and | SlI-Gateway. Thus the incom
;23 out goi ng packet routes are different.

Packets originating fromlSl-Hobgoblin as a host and destined for exterior A
S's
will be routed via the appropriate gateway on ARPANET.

UClI -1 CS can only comunicate with exterior AS' s if ISI-Troll, |SI-Hobgoblin

?g?-catemay are all up. The dependence on | Sl-Gateway could be elimnated

Igr-TroII routed packets via |ISl-Hobgoblin rather than | Sl-Gateway. Howev
Z;’ISI-begoblin is primarily a host and not a gateway it is preferable t
ng-catemay route packets when possible.

| SI - Hobgoblin can provide a back-up gateway function to |ISI-Gateway as it
gaponatically switch to an alternative core EGP peer if |SI-Gateway goes do
Egén t hough | SI-Hobgoblin normally advises the core systemthat it can re
?gP-NET the core uses its own internal route via |SI-Gateway in preferen
Eg; hosts on ISI-NET to correctly route outgoing packets they need their sta
g;femay entries changed from |SI-Gateway to | Sl-Hobgoblin. At present t
ugﬁld have to be done manually. This would only be appropriate if |1SI-Gate
3Zg going to be down for an extended peri od.

5.2.2 EGP Across | SI-NET

| SI - Hobgobl i n will advise |SI-Gateway across |ISI-NET that its indir
ect



nei ghbor, 1SI-Troll, can reach UC-1CS net.

Al'l exterior packet routing for UCI-ICS wll be via I[ISI-Gateway in b
gfrections with no hops via |SI-Hobgoblin. Packets originating f
{grlHobgoblin as a host and destined for exterior AS's wll be routed
Yg?-catemay, rather than the ARPANET interface, in both directions, thus tak
i ng

an addi tional hop.

UCI-ICS can only comunicate with exterior AS s if ISI-Troll and ISI-Gate
:?g up and | SI-Hobgoblin has advised [|SlI-Gateway of the UC-ICS route.
IgT-Hobgoinn goes down, comunication wll still be possible beca
Fgf-gatemay (and other core gateways) do not tine out routes to indir
ec
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nei ghbors. If [|SI-Gateway then goes down, it will need to be readvised
by
| SI - Hobgoblin of the UCI-1CS route, when it conmes up

Conducting EGP over |SI-NET rather than ARPANET should provide nore relia
gL?vice for UCI-ICS for the following reasons: |Sl-Gateway is specifica
L;gigned as a gateway, it is expected to be up nore than ISl-Hobgoblin, it
qggirable to elinmnate extra routing hops where possible and, the exter
Lthing information wll persist after |SI-hobgoblin goes down.
IgT-Hobgoinn is to be used in its back-up node, EGP could be restarted acr
X;;ANET after the new gateway routes are manually installed in the hos
%ﬁérefore, EGP across | SI-NET was sel ected as the preferred node of operatio
n.

5.2.3 Potential Routing Loop

Because both |SI-Gateway and | Sl - Hobgoblin provide routes between ARPANET
?g?-NET there is a potential routing loop. This topology in fact violates
Lpfginal tree structure restriction. Provided |SI-Hobgoblin does not cond
EEL simul taneously with | SI-Gateway over |SI-NET and ARPANET, the gateways w
BL:y ever know about the alternative route fromthe shared EGP network and
P?gnl the other network. Thus a |oop cannot occur. For instance, if EGP
cgﬁducted over |SI-NET, both ISI-Gateway and | Sl-Hobgoblin will know about
grfernative routes via each other to ARPANET from | SI-NET, but they wll
EgLM/about t he gateway addresses on ARPANET to be able to access |SI-NET f
;ggkNET. Thus they have insufficient routing data to be able to route pack
?LSa | oop between thensel ves.

5.3 Possible Future Configuration

5.3.1 Gateway to UCI-ICS

An inprovenment in the reliability and performance of the service offered
to

UCI-ICS can be achieved by noving the UCI-ICS interface fromlSl-Trol
to

| SI - Hobgoblin. Reliability wll inprove because the connection wll o

nly



require |Sl-Hobgoblin and its ARPANET interface to be up and perfornmance w
il

i mprove because the extra gateway hop will be elininated.

This will also allow EGP to be conducted across ARPANET giving access to
;Pfernative core gateways running EGP. This will increase the chances of be
;B?e to reliably acquire an EGP nei ghbor at all tines. It will also elimn
ate

the extra hop via |ISI-Gateway for packets originating fromlSl-Hobgoblin, a
s a
host, and destined for exterior networks.

This configuration change will be made at sonetinme in the future. It was
not

done initially because |Sl-Hobgoblin was experinental and down nore often t
han

ISI-Troll.
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5.3.2 Dynanic Switch to Backup Gat eway

It was noted in Section 5.2.1 that |SI-Hobgoblin can provide a backup gate
way

function to | SlI-Gateway between ARPANET and | Sl -NET. Such backup gateways co
uld

becone a common approach to providing increased reliability.

At present the change over to the backup gateway requires the new gateway ro
?Lebe manual Iy entered for hosts on |ISI-NET. This section describes a possi
ggfhod for achieving this changeover dynam cally when the prinmary gateway g
down.

The aimis to be able to detect when the primary gateway i s down and have
ﬁLLts on the local network change to the backup gateway with a m ni mum ano
gptadditional network traffic. The hosts should revert back to the prim
3;¥emay when it comes up again.

The proposed nmethod is for only the backup gateway to nonitor the prim
ary

gateway status and for it to notify all hosts of the new gateway address w
hen

there is a change.

5.3.2.1 Usual Operation

The backup gateway runs a process which sends reachability-probe nessages, s
uch
as | CWP echoes, to the prinmary gateway every 30 seconds and uses the respon
ses

to determne reachability as for EGP. If the primary gateway goes down
a

"gat eway- address nessage" indicating the backup gateway address is broadc

ast

(or preferably multicast) to all hosts. Wwen the primary gateway cones

up
anot her gateway nessage indicating the primary gateway address is broadca
st.
These broadcasts should be done four tines at 30 second intervals to avoid
t he
need for acknow edgenents and know edge of host addresses.

Each host would run a process that listens for gateway-address nessages. |
f a

different gateway is advised it changes the default gateway entry to the
new

addr ess.

5.3.2.2 Host Initialization

When a host comes up the prinary gateway could be down so it needs to be a
bl e



to determine that it should use the backup gateway. The host could read
t he

address of the primary and backup gateways froma static initialization fi
| e.

It would then set its default gateway as the primary gateway and send
a

"gat eway-request nessage" to the backup gateway requesting the current gate
way
address. The backup gateway woul d respond with a gateway- address nessage.

| f

no response is received the gateway-request should be retransmtted three ti
nes

at 30 second intervals. |If no response is received the backup gateway can
be

assunmed down and the primary gateway retained as the default.

Whenever the backup gateway cones up it broadcasts a gateway-address nessage

Alternatively, a broadcast (or nulticast) gateway-request nmessage could
be
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defined to which only gateways would respond. The backup gateway-addr
ﬁzgsage needs to indicate that it is the backup gateway so that future reque
ﬁLZd not be broadcast. Again, three retransmn ssions should be used. But
ernary gateway al so needs to broadcast its address whenever it comes up

5.3.2.3 Wen Both the Primary and Backup are Down

If the primary gateway is down and the backup knows it is going down, it sho
ul d

broadcast gat eway-address nmnessages indicating the prinary gateway in case
t he

primary gateway comes up first.

But the backup could go down wi thout warning and the primary cone up before
it.
If the primary gateway broadcasts a gateway-address nessage when it cones

up
there is no problem Oherwi se, while hosts are using the backup gateway t
hey
shoul d send a gat eway-request nessage every 10 minutes. |If no response
is

received it should be retransmitted 3 tines at 30 second intervals and if st
ill
no response the backup assuned down and the primary gateway reverted to.

Thus the only tinme hosts need to send nmessages periodically is when the prim
3;¥emay does not send gateway-address nmessages on coning up and the bac
S;Femay is being used. In sonme cases, such as at IS, the primry gateway
n;ﬁaged by a different organization and experinmental features cannot
cgﬁveniently added.

5.3.2.4 Unix 4.2 BSD

One difficulty with the above is that there is no standard nethod of specify
:E?ernet broadcast or nulticast addresses. Milticast addressing is prefera
gge only those participating need process the nessage (interfaces w th hardw
ﬁLFticast detection are available). In the case of Unix 4.2 BSD an inter
gggress with zero | ocal address is assunmed for the internet broadcast addre
iéﬁever, the general Internet Addressing policy is to use an all ones val ue

iagicate a broadcast function.

Oh Unix 4.2 BSD systens, both the gateway and host processes could be run
at
the user level so that kernel nodifications are not required.



A User Datagram Protocol (UDP) socket could be reserved for host-backup-gate
way
conmmuni cati on.

Super user access to raw sockets for sending and receiving ICVW Echo nessa
ges

requires a nminor nodification to the internet-famly protocol switch table.
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