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1. Introduction

One of the services frequently neglected in conputer network design
is a high-quality, time-of-day clock capable of generating accurate
timestanps with small residual errors conpared to intrinsic one-way
network del ays. Such a service would be useful for tracing the
progress of conplex transactions, synchronizing cached data bases,
nmoni tori ng network perfornmance and isol ating probl ens.

Several nechani snms have been specified in the Internet protocol suite
to record and transmit the tinme at which an event takes place,

i ncluding the I CVMP Ti mestanp nessage [6], Tine Protocol [7], Daytinme
protocol [8] and IP Tinmestanp option [9]. A new Network Tine
Protocol [12] has been proposed as well. Additional information on
network time synchronization can be found in the References at the
end of this docunent. Synchronization protocols are described in [3]
and [12] and synchronization algorithms in [2], [5], [10] and [11].
Experinental results on nmeasured roundtrip delays in the Internet are
discussed in [4]. A conprehensive nmathematical treatnment of clock
synchroni zati on can be found in [1].

Several nechani sms have been specified in the Internet protocol suite
to record and transmit the tinme at which an event takes place,
i ncluding the I CVP Ti mestanp nessage [6], Tine protocol [7], Daytinme

protocol [8] and IP Tinmestanp option [9]. |Issues on tine
synchroni zati on are discussed in [4] and synchronization algorithns
in[2] and [5]. Experinental results on nmeasured roundtrip delays in

the Internet are discussed in [2]. A conprehensive nmathematica
treatnent of the subject can be found in [1], while an interesting
di scussi on on nutual - synchoni zati on techni ques can be found in [10].

There are several ways accurate tinestanps can be generated. One is
to provide at every service point an accurate, machi ne-readabl e cl ock
synchroni zed to a central reference, such as the National Bureau of
Standards (NBS). Such clocks are readily available in several nodels
ranging in accuracies of a few hundred milliseconds to |l ess than a
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mllisecond and are typically synchronized to special ground-based or
satellite-based radi o broadcasts. Wile the expense of the clocks

t hensel ves, currently in the range $300 to $3000, can often be
justified, all require carefully sited antennas well away from
comput er - generated el ectromagneti c noi se, as well as shiel ded
connections to the clocks. 1In addition, these clocks can require a

| engt hy synchoni zati on peri od upon power-up, so that a battery-backup
power supply is required for reliable service in the event of power

i nterruptions.

| f the propagation delays in the network are stable or can be

predi cted accurately, timestanps can be generated by a centra

server, equipped with a clock such as described above, in response to
requests fromrenote service points. However, there are nany

i nstances where the trans-network delay to obtain a tinmestanp woul d
be intol erable, such as when tinestanping a nessage before
transnission. In addition, propagation delays are usually not
predictable with precisions in the order required, due to
probabilistic queuing and channel -contention del ays.

In principle, a clock of sufficient accuracy can be provided at each
service point using a stable, crystal-controlled clock which is
corrected fromtinme to tinme by nessages froma central server.
Sui t abl e i nexpensive, crystal-controlled clock interfaces are
available for virtually any conmputer. The interesting problem
remaining is the design of the synchronization algorithm and protocol
used to transmit the corrections. |In this document one such design
will be described and its perfornance assessed. This design has been
incorprated as an integral part of the network routing and control
protocols of the Distributed Conputer Network (DCnet) architecture
[5], clones of which have been established at several sites in the US
and Europe. These protocols have been in use since 1979 and been
continuously tested and refined since then.

2. Design of the Synchronization Al gorithm

The synchroni zation algorithmis distributed in nature, with protocol
peers maintained in every host on the network. Peers comunicate
with each other on a pairw se basis using special control nessages,
call ed Hell o nessages, exchanged periodically over the ordinary data
links between them The Hell o nessages contain informati on necessary
for each host to calculate the delay and offset between the | ocal
clock of the host and the clock of every other host on the network
and are also used to drive the routing algorithm

The synchroni zation al gorithmincludes several features to inprove
the accuracy and stability of the local clock in the case of host or
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link failures. In follow ng sections the design of the algorithmis
sunmari zed. Full design details are given in [5] along with a formal
description of the Hello protocol.

2.1. The Logical d ock

In the DCnet nodel each service point, or host, is equipped with a
har dware cl ock, usually in the formof an off-the-shelf interface.
Using this and software registers, a logical clock is constructed
including a 48-bit C ock Register, which increnents at a 1000 Hz
rate, a 32-bit O ock-Adjust Register, which is used to slew the d ock
Regi ster in response to raw corrections received over the net, and a
Counter Register, which is used in sone interface designs as an
auxilliary counter. The configuration and decimal point of these
regi sters are shown in Figure 1.

Cl ock Regi ster

0 16 32

oo oo oo +

I I I

oo oo oo +
A

deci mal poi nt

0 16

oo oo +

I I

oo oo +
A

deci mal poi nt

Count er Regi ster

0 16
oo +
I I
oo +
A

deci mal poi nt
Figure 1. Cock Registers
The C ock Register and C ock-Adjust Register are inplenented in
menory. |In typical clock interface designs such as the DEC KW11-A
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the Counter Register is inmplenmented in the interface as a buffered
counter driven by a crystal oscillator. A counter overflowis
signalled by an interrupt, which results in an increment of the C ock
Regi ster at bit 15 and the propagation of carries as required. The
time of day is deternined by reading the Counter Register, which does
not disturb its counting process, and adding its value to that of the
Cl ock Register with decimal points aligned.

In other interface designs such as the sinple LSI-11 event-Iline
nmechani sm each tick of the clock is signalled by an interrupt at
intervals of 10, 16-2/3 or 20 ns, depending on interface and cl ock
source. When this occurs the appropriate nunber of nilliseconds,
expressed to 32 bits in precision, is added to the O ock Register
wi th decimal points aligned.

It should be noted at this point that great care in operating system
design is necessary in order to preserve the full accuracy of
timestanps with respect to the application program which nust be
protected from pre-enption, excessive device |latencies and so forth.
In addition, the execution tinmes of all sequences operating with the
interrupt system di sabled nust be strictly linmted. Since the PDP11
operating system nost often used in the DCnet (the "Fuzzball"
operating system) has been constructed with these consi derations
foremost in nmind, it has been especially useful for detailed network
performance testing and evaluation. Qher systens, in particular the
various Unix systens, have not been found sufficiently accurate for
thi s purpose.

Left uncorrected, the host logical clock runs at the rate of its
intrinsic oscillator, whether derived froma crystal or the power
frequency. The correction nechani smuses the C ock-Adjust Register,
which is updated fromtine to tine as raw corrections are received.
The corrections are conputed using roundtrip delays and offsets
derived fromthe routing algorithm described |later in this docunent,
which are relatively noisy conpared to the precision of the | ogical
clock. A carefully designed snoothing nechansiminsures stability,
as well as isolation fromlarge transients that occur due to Iink
retransm ssi ons, host reboots and sinilar disruptions.
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2.2. Linear Phase Adjustnents

The correction is introduced as a signed 32-bit integer in
mlliseconds. |If the magnitude of the correction is |less than 128
ms, the loworder 16 bits replaces bits 0-15 in the C ock-Adj ust
register. At suitable intervals, depending on the jitter of the
intrinsic oscillator, the value of this register is divided by a
fixed value, formng a quotient which is first added to the C ock
Regi ster, then subtracted fromthe C ock-Adjust Register. This
techni que has several advantages:

1. The clock never runs backwards; that is, successive
ti mestanps al ways i ncrease nonotonically.

2. In the event of |loss of correction information, the clock
slews to the last correction received.

3. The rate of slewis proportional to the nagnitude of the |ast
correction. This allows rapid settling in case of |arge
corrections, but provides high stability in case of snal
corrections.

4. The sequence of conputations preserves the highest precision
and mninizes the propagation of round-off errors.

Experi ence has indicated the choice of 256 as appropriate for the

di vi dend above, which yields a maxi mum slewrate magnitude | ess than
0.5 nms per adjustnent interval and a granularity of about 2.0

m croseconds, which is of the same order as the intrinsic tol erance

of the crystal oscillators used in typical clock interfaces. |In the
case of crystal-derived cl ocks, an adjustnent interval of four
seconds has worked well, which yields a maxi mum sl ewrate magnitude
of 125 mi croseconds per second. In the case of power-frequency

cl ocks or especially noisy links, the greatly increased jitter
requires shorter adjustnment intervals in the range of 0.5 second,
whi ch yields a naxi num sl ewrate magnitude of 1.0 nms per second.

I n nost cases, independent corrections are generated over each |ink
at intervals of 30 seconds or less. Using the above choices a single
sanple error of 128 nms causes an error at the next sanple interval no
greater than about 7.5 ms with the | onger adjustnent interval and 30
ms wWith the shorter. The nunber of adjustnent intervals to reduce
the residual error by half is about 177, or about 12 minutes with the
| onger interval and about 1.5 minutes with the shorter. This

conpl etely characterizes the Iinear dynanics of the nechani sm
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2.3. Nonlinear Phase Adjustnents

When t he nagnitude of the correction exceeds 128 nms, the possiblity
exists that the clock is so far out of synchronization with the
reference host that the best action is an i medi ate and whol esal e
repl acement of Cl ock Register contents, rather than a graduated

sl ewi ng as described above. 1In practice the necessity to do this is
rare and occurs when the |ocal host or reference host is rebooted,
for exanple. This is fortunate, since step changes in the clock can
result in the clock apparently running backward, as well as incorrect
del ay and of fset measurenents of the synchronization nmechani sm
itself.

However, it sonetinmes happens that, due to link retransm ssions or
occasi onal host glitches, a single correction sanple will be conputed
wi th magni tude exceeding 128 nms. In practice this happens often
enough that a special procedure has been incorporated into the
design. |If a sanple exceeding the limt is received, its value is
saved tenporarily and does not affect the C ock-Adjust Register. 1In
addition, a timer is initialized, if not already running, to count
down to zero in a specified time, currently 30 seconds.

If the tiner is already running when a new correction sanple with
magni t ude exceeeding 128 ns arrives, its value and the saved sanple
val ue are averaged with equal weights to forma new saved sanpl e
value. If a new correction sanple arrives with nagnitude |ess than
128 ns, the timer is stopped and the saved sanpl e val ue di scarded.
If the tiner counts down to zero, the saved sanpl e val ue repl aces the
contents of the Cl ock Register and the C ock-Adjust Register is set
to zero. This procedure has the effect that occasional spikes in
correction values are discarded, but legitimte step changes are
prefiltered and then used to reset the clock after no nore than a
30-second del ay.

3.  Synchroni zi ng Network C ocks

The al gorithnms described in the previous section are designhed to

achi eve a high degree of accuracy and stability of the |ogical clocks
in each participating host. 1In this section algorithms wll be
descri bed which synchroni ze these | ogical clocks to each other and to
standard tinme derived from NBS broadcasts. These algorithnms are
designed to minimze the cunulative errors using |linear synchronizing
techni ques. See [10] for a discussion of algorithnms using nonlinear

t echni ques.
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3.1. Reference O ocks and Reference Hosts

The accuracy of the entire network of |ogical clocks depends on the
accuracy of the device used as the reference clock. |In the DCnet
clones the reference clock takes the formof a precision crystal
oscillator which is synchronized via radio or satellite with the NBS
standard cl ocks in Boulder, CO The date and tine derived fromthe
oscillator can be sent continuously or read upon conmand via a seri al
asynchronous line. Stand-alone units containing the oscillator,
synchroni zi ng receiver and controlling mcroprocessor are avail able
from a nunber of manufacturers.

The device driver responsible for the reference clock uses its
serial-line protocol to derive both an "on-tine" tinestanp relative
to the logical clock of the reference host and an absolute tine
encoded i n nmessages sent by the clock. About once every 30 seconds
the difference between these two quantities is calculated and used to
correct the logical clock according to the nmechani snms descri bed
previously. The corrected logical clock is then used to correct all
ot her logical clocks in the network. Note the different

nonencl ature: The term "reference cl ock"” applies to the physical
clock itself, while the term"reference host" applies to the I ogical
clock of the host to which it is connected. Each has an individua
address, delay and offset in synchronizing nmessages.

There are three different commercial units used as reference clocks
in DCnet clones. ©One of these uses the LF radio broadcasts on 60 KHz
from NBS radi o WWB, another the HF radi o broadcasts on 5, 10 and 15
MHz from NBS radio WW or WAWH and the third the UHF broadcasts from
a GCES satellite. The WWB and GOES cl ocks claimaccuracies in the
one-mllisecond range. The WA cl ock clains accuracies in the 100-ns
range, although actual accuraci es have been nmeasured sonewhat better
t han that.

Al'l three clocks include sone kind of quality indication in their
nmessages, although of widely varying detail. At present this
indication is used only to establish whether the clock is
synchroni zed to the NBS cl ocks and convey this information to the
network routing algorithmas described later. Al clocks include
some provision to set the local-tinme offset and propagati on del ay,

al t hough for DCnet use all clocks are set at zero offset relative to
Universal Time (UT). Due to various uncertaincies in propagation
delay, serial-line speed and interrupt |atencies, the absolute
accuracy of timestanps derived froma reference host equipped with a
WAVB or GCES reference clock is probably no better than a coupl e of
mlliseconds.
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3.2. Distribution of Timng Information

The tinmekeepi ng accuracy at the various hosts in the network depends
critically on the precision whith which corrections can be

di stributed throughout the network. In the DCnet design a
distributed routing algorithmis used to deternine mini mum del ay
routes between any two hosts in the net. The algorithns used, which
are described in detail in [5] and only in outline formhere, provide
reachability and delay information, as well as clock offsets, between
nei ghbori ng hosts by neans of periodic exchanges of routing packets
called Hell o nessages. This information is then incorporated into a
set of routing tables naintained by each host and spread throughout
the network by neans of the Hell o nessages.

The detail ed nechani sms to acconplish these functions have been
carefully designed to minimze timng uncertaincies. For instance,
all timestanping is done in the drivers thensel ves, which are given
the highest priority for resource access. The nechanismto nmeasure
roundtrip delays on the individual links is insensitive to the del ays
i nherent in the processing of the Hello nessage itself, as well as
the intervals between transmissions. Finally, care is taken to

i solate and discard transient tinming errors that occur when a host is
rebooted or a link is restarted.

The routing algorithmuses a table called the Host Tabl e, which
contains for each host in the network the conputed roundtrip del ay
and clock offset, in mlliseconds. |In order to separately identify
each reference clock, if there is nore than one in the network, a
separate entry is used for each clock, as well as each host. The
delay and offset fields of the host itself are set to zero, as is the
delay field of each attached reference clock. The offset field of
each attached reference clock is reconputed periodically as described
above.

Hel | o nessages containing a copy of the Host Table are sent
periodically to each nei ghbor host via the individual |inks
connecting them |In the case of broadcast networks the Hell o nessage
is broadcast to all hosts sharing the sane cable. The Hello nessage
al so contains a tinestanp inserted at the tine of transm ssion, as
wel | as information used to accurately conmpute the roundtrip delay on
poi nt -t o-poi nt |inks.

A host receiving a Hell o nmessage processes the nessage for each host
in turn, including those corresponding to the reference clocks. It
adds the delay field in the message to the previously detern ned
roundtrip |ink delay and conpares this with the entry already inits
Host Table. If the sumis greater than the delay field in the Host
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Tabl e, nothing further is done. |If the sumis |ess, an update
procedure is executed. The update procedure, described in detail in
[5], causes the new delay to replace the old and the routing to be
amended accordingly.

The update procedure al so causes a new correction sanple to be
conmputed as the difference between the tinestanp in the Hell o nmessage
and the | ocal clock, which is used to correct the local clock as
descri bed above. In addition, the sumof this correction sanple plus
the offset field in the Hell o nessage replaces the offset field in
the Hello Table. The effect of these procedures is that the | ocal
clock is corrected relative to the neighbor clock only if the

nei ghbor is on the path of |east delay relative to the sel ected
reference clock. |If there is no route to the reference clock, as
determ ned by the routing algorithm no corrections are conputable
and the local clock free-runs relative to the |ast received
correction.

As the result of the operation of the routing algorithm all |oca
clocks in the network will eventually stabilize at a constant offset
relative to the reference clock, depending upon the drift rates of
the individual oscillators. For npst applications the offset is
smal | and can be neglected. For the npbst precise neasurenents the
conmputed offset in the Host Table entry associated with any host,

i ncluding the reference clock, can be used to adjust the apparent
time relative to the local clock of that host. However, since the
computed offsets are relatively noisy, it is necessary to snooth them
usi ng sone al gorithm dependi ng upon application. For this reason,
the computed offsets are provided separately fromthe | ocal tine.

4. Experinental Validation of the Design

The original DCnet was established as a "port expander" net connected
to an ARPAnet IMP in 1978. It was and is intended as an experi nment al
testbed for the devel opment of protocols and neasurenent of network
performance. Since then the DCnet network-1layer protocols have
evolved to include multi-Ilevel routing, |ogical addressing,

mul ticasting and tinme synchroni zati on. Several DCnet clones have
been established in the US and Europe and connected to the DARPA
Internet system The experinents described bel ow were performed
usi ng the DCnet clone at Linkabit East, near Washington, DC, and

anot her at Ford Modtor Division, near Detroit, M. Qher clones at
Ford Aerospace and the Universities of Maryland and M chi gan were
used for calibration and test, while clones at various sites in
Norway and Gerrmany were used for occasional tests. Additional
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ARPANET gat eways of the W DEBAND/ El SN satellite system were al so
included in the experinments in order to determne the feasability of
synchroni zi ng cl ocks across the ARPANET.

There were four principal issues of interest in the experinents:

1. Wiat are the factors affecting accuracy of a network of clocks
using the power grid as the basic tining source, together with
corrections broadcast froma central point?

2. \What are the factors affecting accuracy of a network of clocks
synchroni zed via links used also to carry ordinary data.

3. How does the accuracy of the various radio clocks - WWB, GOES
and WW conpare?

4. What is the best way to handl e disruptions, such as a | eap
second?

These issues will be discussed in turn after presentation of the
experinment design and execution.

4.1. Experinment Design

Figure 2 shows the configuration used in a series of tests conducted
during late June and early July of 1985. The tests involved six
hosts, three reference clocks and several types of conmmunication
links. The tests were designed to coincide with the insertion of a

| eap second in the standard tinme broadcast by NBS, providing an
interesting test of systemstability in the face of such disruptions.
The test was al so designed to test the feasability of using the power
grid as a reference clock, with corrections broadcast as descri bed
above, but not used to adjust the local clock.
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Figure 2. Network Configuration

Only those hosts and links directly participating in the tests are
shown in Figure 2. Al hosts shown operate using the DCnet protocols
and tinmekeeping algorithms summarized in this docunent and detail ed
in [5]. The DCnet hosts operate as one self-contained net of the
Internet systens, while the FORDnet hosts operate as another with

di stinct net nunbers. The gateway functions connecting the two nets
are distributed in the DCN5 and FORDL hosts and the |ink connecting
them This nmeans that, although the clock offsets of individua

DCnet hosts are visible to other DCnet hosts and the clock offsets of
i ndi vi dual FORDnet hosts are visible to other FORDnet hosts, only the
clock of fset of the gateway host on one net is visible to hosts on

t he ot her net.

In Figure 2 the Iinks are labelled with both the intrinsic speed, in
kil obits per second, as well as the link protocol type. The DDCWP

I i nks use microprocessor-based DVA interfaces that retransmt in case
of message failure. The 1822/ DH |ink connecting DCN1 and DCN7
operates at DVA speeds over a short cable. The Ethernet |ink uses

MIls [ Page 12]



RFC 957 Sept enmber 1985
Experinents in Network C ock Synchronization

DMA interfaces that retransmit only in case of collisions. The
asynchronous links are used only to connect the reference clocks to
the hosts over a short cable.

While all hosts and Iinks were carrying nornmal traffic throughout the
test period, the incidence of retransni ssions was very |ow, perhaps
no nmore than a fewtines per day on any |ink. However, the DDCVP
link protocol includes the use of short control nessages exhanged

bet ween the mi croprocessors about once per second in the absence of
link traffic. These nmessages, together with retransni ssions when they
occur, cause snall uncertaincies in Hello nessage del ays that
contribute to the total neasurenent error. An additional uncertaincy
(less than 0.5 per-cent on average) in Hello nmessage | ength can be

i ntroduced when the link protocol nmakes use of character-stuffing or
bit-stuffing techniques to achi eve code transparency, such as with
the LAPB |ink-1evel protocol of X 25. However, the particular Iinks
used in the tests use a count field in the header, so that no
stuffing is required.

Al t hough the tinekeeping algorithns have been carefully designed to
be insensitive to traffic levels, it sonetinmes happens that an

i ntense burst of traffic results in a shortage of nenory buffers in
the various hosts. |In the case of the Ethernet interfaces, which
have internal buffers, this can result in additional delays while the
nmessage is held in the interface pending delivery to the host.
Condi ti ons where these del ays becone significant occur perhaps once
or twice a day in the present system and were observed occasionally
during the tests. As described above, the correction-sanple
processing incorporates a filtering procedure that discards the vast
majority of glitches due to this and ot her causes.

4.2. Experinment Execution

The series of experinments conducted in late June and early July of
1985 invol ved collecting data on the del ays and of fsets of the six
hosts and three reference clocks shown in Figure 2. In order to
acconplish this, a special programwas installed in a Unix 4.2bsd
system connected to the Ethernet |ink but not shown in Figure 2. The
program col | ected each 128-octet Hell o nmessage broadcast from DCNL
every 16 seconds and appended it bit-for-bit to the data base. The
total volume of raw data collected amounted to al nost 0.7 negabyte
per day.

The raw Hel | o- mnessage data were processed to extract only the

ti mestanp and neasured clock offsets for the hosts shown in Table 1
and then refornatted as an ASCI| file, one line per Hell o nessage.
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Host d ock Drift Experi nent Use

Nane I D (ppm

DCN1 WAVB -2.5 WAVB r ef erence host

DCN3 - 60- Hz power-grid (unl ocked)

DCN5 DCN1 6.8 Et her net host

DCN6 DCN1 -1.7 DDCVP host, WW reference host

DCN7 DCN1 60- Hz power-grid (locked)
FORD1 GCES 17.9 GCES reference host
WA - - WW reference cl ock
WWB - - WWB ref erence cl ock

Table 1. Experinment Hosts

In Table 1 the O ock ID colunn shows the reference host selected as
the master clock for each host shown. In this particular
configuration host DCN1 was | ocked to host WWB, while hosts DCN5,
DCN6 and DCN7 were | ocked to DCNL. Although the offset of GOES can
not be directly deternined fromthe Hell o nessages exchanged between
DCnet and FORDnet hosts, the offset of FORDL relative to GOES was
determ ned by observation to be in the order of a nillisecond, so for
all practical purposes the offset of FORD1 represents the offset of
GOES. In addition, since the WWB cl ock was consi dered by experience
the nost accurate and reliable and the offset of DCNL relative to
WAWB was negligi ble, DCN1 was consi dered the reference clock with

of fset zero relative to the NBS cl ocks.

During the setup phase of the experinments the intrinsic drift rates
of the crystal oscillators in the four hosts DCN1, DCN5, DCN6 and
FORD1 equi pped with them was neasured as shown in the "Drift" colum
in Table 1. The two hosts DCN3 and DCN7 are equi pped with

i ne-frequency cl ocks. For experinental purposes DCN3 was unl ocked
and allowed to free-run at the line-frequency rate, while DCN7

remai ned | ocked.

An ASCII file consisting of about 0.2 negabyte of reformatted data,
was col |l ected for each Universal-Tine (UT) day of observation

begi nning on 28 June and continuing through 8 July. Each file was
processed by a programthat produces an ei ght-col or display of
nmeasured offsets as a function of tinme of observation. Since the
di spl ay technique uses a bit-nmap di splay and each observati on
overwites the bit-map in an inclusive-OR fashion, the sanple

di spersion is imediately apparent. Over eight sanples per pixel on
the time axis are available in a 24-hour collection period. On the
other hand, the fine granularity of alnost four sanples per mnute
all ows zooning the display to focus on interesting short-term
fluctuations, such as in the case of the WW cl ock
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4.3. Discussion of Results

Each of the four previously nmentioned issues of interest will be
di scussed in foll ow ng subsecti ons.

4.3.1. On Power-Gid d ocks

Tel ephone interviews with operators and supervi sors of the Potomac
El ectric Power Conpany (PEPCO), the electric utility serving the
Washi ngton, DC, area, indicate that there are three nmjor operating
regions or grids, one east of the Rockies, a second west of the
Rockies and a third in parts of Texas. The nenber electric utilities
in each grid operate on a synchronous basis, so that clocks anywhere
within the grid should keep identical tinme. However, in the rare
case when a utility drops off the grid, no attenpt is nade to
re-establish correct tinme upon rejoining the grrd. 1In the nuch nore
comon case when areas within the grid are isolated due to | oca

t hunderstorns, for exanple, clock synchronization is al so disrupted.

The experiments provided an opportunity to neasure with exquisite
preci sion the offset between a clock connected to the eastern grid
(DCN3) and the NBS clocks. The results, confirnmed by the tel ephone
interviews, show a gradual gain in tine of between four and siXx
seconds during the interval from about 1700 |local time to 0800 the
next norning, followed by a nore rapid loss in tinme between 0800 and
1700. If the time was sl ewed unifornly throughout these extrenes,
the rate woul d be about 100 ppm

The actual slew ng rates depend on the demand, which itself is a
functi on of weather, day of the week and season of the year. Simlar
effects occur in the western and Texas grids, with nore extrene
variations in the Texas grid due to the smaller inertia of the
system and |less extrene variations in the western grid, due to
smal l er extrenmes in tenperature, less total industrial demand and a

| arger fraction of hydro-electric generation

The uilities consider tinekeeping a non-tariffed service provided as
a convenience to the customer. |In the eastern grid a control station
in Chio nanual ly establishes the baseline system output, which
indirectly affects the clock offset and slewing rate. The local tinme
is determined at the control station with respect to a W\WB radio
clock. The maximum slewing rate is specified as .025 Hz (about 400
ppn), which is consistent with the maxi mumrates observed. |In the
western grid the baseline systemoutput is adjusted automatically
usi ng a servomechani smdriven by neasured offsets fromthe NBS

cl ocks.
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G ven the considerations above, it would seem feasable for hosts to
synchroni ze | ogical clocks to a particular power grid, but only if
corrections were transmtted often enough to maintain the required
accuracy and these corrections were delivered to the hosts
essentially at the sanme tinme. Assuming a worst-case 400-ppm sl ewi ng
rate and one mnute between correction broadcasts, for example, it
woul d in principle be possible to achieve accuracies in the 20-ns
range. There are a nunber of prediction and snoothing techni ques
that could be used to inhance accuracy and reduce the overhead of the
br oadcast s.

Host DCN3, which uses a |line-frequency clock interface, was unl ocked
during the experiment period so that the offset between the PEPCO
clock, which is locked to the eastern power grid, could be nmeasured
with respect to the reference host DCN1. Host DCN7, which uses the
sane interface, rermained |ocked to DCN1. In spite of the previously
noted instability of the power grid, DCN7 remained typically within
30 ns of DCN1 and only infrequently exceeded 100 nms in the vicinity
of large changes in system|oad that occured near 0800 and 1700 | ocal
time. Over the seven-day period from2 July through 8 July the nean
offset was less than a mllisecond with standard devi ati on about 24
ms, while the maxi mumwas 79 ns and mininum-116 ns.

Experinents were also carried out using | CMP Ti mestanp nessages with
hosts known to use line-frequency clock interfaces in California,
Norway and CGermany. The results indicated that the western power
grid is rather nore stable than the eastern grid and that the
overseas grids are rather less stable. In the Gslo, Minich and
Stuttgart areas, for exanple, the diurnal variation was observed to
exceed ten seconds.

4.3.2. On docks Synchroni zed via Network Links

As nentioned previously, all network Iinks used to synchronize the
cl ocks were carrying normal data traffic throughout the experinent
period. It would therefore be of interest to investigate how this
af fects the accuracy of the individual clocks.

Table 2 sumari zes the nmean and standard devi ati on of the neasured

of fsets between the WAWB radi o clock and vari ous hosts as shown in
Figure 2. Measurenents were nade over the 24-hour period for each of
several days during the experinmental period. Each entry shown in
Table 2 includes the nean of the statistic over these days, together
with the maxi num vari ati on.
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Host Mean Devi ati on Li nk Type and Speed

DCNL .08/.02 0.53/.02 WAVB radi o cl ock (1200 bps)
DCN5 -13.61/.04 1.1/0.4 Et hernet (10 Mops)

DCN6 0.27/.18 5.8/1.0 DDCMVP (4800 bps)

FORDL 38.5/1.6 2.5/0.5 DDCVP (9600 bps)

Tabl e 2. Link Measurenents

The departure of the nean shown in Table 2 fromzero is related to
the drift of the crystal oscillator used in the hardware interface
(see Table 1). As described previously, FORDL was synchoni zed to the
GCES radio clock with neglible offset, so that the nmean and standard
devi ati on shown can be accurately interpreted to apply to the GOES
radi o clock as well.

The results show that the uncertaincies inherent in the

synchroni zation algorithmand protocols is in the same order as that
of the reference clocks and is related to the speed of the |inks
connected the reference hosts to the other hosts in the network.
Furt her discussion on the FORD1/ GCES statistics can be found in the
next section.

Further insight into the error process can be seen in Table 3, which
shows the first derivative of delay.

Host Dev Max M n Error
DCN3 2.3 12 -17 10
DCN5 1.5 45 -45 5
DCN6 9 94 -54 40
DCN7 1.4 6 -7 5
FORD1 3.4 68 -51 15

Table 3. First Derivative of Delay

The nmean and standard devi ation of delay were conputed for all hosts
on a typical day during the experinmental period. |In all cases the
magni tude of the mean was | ess than one. The standard devi ati on,
maxi mrum and m ni mum for each link is sumarized by host in Table 3.
A conmon characteristic of the distribution in nost cases was that
only a handful of sanples approached the maxi mum or m ni num extrens,
while the vast najority of sanples were nuch Iess than this. The
"Error" columin Table 3 indicates the nmagnitude of the estimted
error when these extrema are di scarded.
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A very interesting feature of the observations was the unexpectedly

| ow standard devi ati on of DCN3, which was | ocked to the power grid
and thus woul d be expected to show wi de variations. Upon analysis,
this turned out to be a natural consequence of the fact that the
Hel | o nessages are generated as the result of interrupts based on the
Iine frequency when the | ocal clock had just been increnented by
1/60th of a second.

The synchroni zi ng protocol and inplenmentation were carefully
constructed to mnimze the | oss of accuracy due to sharing of the
network |inks between data and control traffic, as |long as sufficient
resources (in particular, packet buffers) are available. Since the
various network |inks shown in Figure 2 operate over a w de range of
rates, it is possible that undisciplined bursts of traffic can swanp
a host or gateway and precipitate a condition of buffer starvation.

Whi |l e nost hosts using paths through the experinental configuration
were relatively well-disciplined in their packetization and
retransm ssion policies, sonme Unix 4.2bsd systens were notorious
exceptions. On occasion these hosts were observed sending floods of
packets, with only a small anmount of data per packet, together with
excessive retransm ssions. As expected, this caused massive
congestion, unpredictable |link delays and occasi onal cl ock
synchroni zi ng errors.

The synchroni zing al gorithnms descri bed above successfully cope with
al nost all instances of congestion as described, since delay-induced
errors tend to be isolated, while inherent anti-spi ke and snoot hi ng
properties of the synchronizing algorithmhelp to preserve accuracies
in any case. Only one case was found during the ten-day experinent
period where a host was mistakenly synchroni zed outside the

i near-tracki ng wi ndow due to congestion. Even in this case the host
was qui ckly resynchronized to the correct tinme when the congestion
was cl eared.

4.3.3. On the Accuracy of Radio C ocks

One of the nore potent notivations for the experinments was to assess
the accuracy of the various radio clocks and to determ ne whether the
WAV radi o cl ock was an appropriate replacenment for the expensive WWB
or GCES clocks. A secondary consideration, discussed further in the
next section, was how the various cl ocks handl ed di sruptions due to
power interruptions, |eap seconds and so forth.
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4.3.3.1. The Spectracom 8170 WAWB Radi o C ock

As the result of several years of experience with the WAWB radio
clock, which is nmanufactured by Spectracom Corporation as Mdel 8170,
it was chosen as the reference for conparison for the GOES and WA
radi o cl ocks. Washington, DC, is near the 100-m crovolt/neter
countour of the WAWB transmitter at Boulder, CO well in excess of
the 25-nicrovolt/nmeter sensitivity of the receiver. The antenna is

| ocated in a favorable [ocation on the roof of a four-storey buil ding
in an urban area.

Using the data fromthe instruction manual, the propagati on delay for
the path from Boul der to Washington is about 8 ns, while the
intrinsic receiver delay is about 17 ns. The clock is read via a
1200- bps asynchronous |ine, which introduces an additional delay of
about 7 ns between the on-tine transition of the first character and
the interrupt at the mddle of the first stop bit. Thus, the WAWB
radi o clock indications should be late by 8 + 17 + 7 = 32 s rel ative
to NBS standard tine. Wile it is possible to include this delay
directly in the clock indication, this was not done in the
experiments. In order to account for this, 32 nms shoul d be
subtracted fromall indications derived fromthis clock. The
uncertaincy in the indication due to all causes is estimated to be a
couple of milliseconds.

4.3.3.2. The True Tine 468-DC GOES Radi o C ock

The GOES radio clock is manufactured by True Tine Division of

Ki nenetrics, Incorporated, as Mddel 468-DC. It uses the
Geosynchronous O biting Environnental Satellite (GOES), which
i ncl udes an NBS-derived clock channel. Early in the experinent

period there was sone anbiguity as to the exact |ongitude of the
satellite and al so whether the antenna was correctly positioned.
This was reflected in the rather | ow quality-of-signal indications
and occasional signal |loss reported by the clock and also its
apparent offset conpared with the other radi o clocks.

Table 4 shows a summary of offset statistics for the GOES radi o cl ock
by day (all day nunbers refer to July, 1985).
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Day Mean Dev Max M n
2 31.6 9.4 53 -76
3 19.8 22.1 53 -64
4 42. 8 17.1 >150 19
5 39.3 2.2 54 -45
6 37.8 2.7 53 19
7 62.2 13.0 89 22
8 38.2 2.8 90 -7

Table 4. GOES Radio Uock Ofsets

On all days except days 5, 6 and 8 |ong periods of poor-quality
signhal reception were evident. Since the antenna and satellite
configuration are known to be marginal, these conditions are not
consi dered representative of the capabilities of the clock. Wen the
data fromthese days are di scarded, the nmean offset is 38.4 ns with
standard deviation in the range 2.2 to 2.8. The maxi mum offset is 90
ms and the mnimumis -45 ns; however, only a very snall nunber of
sanples are this large - npbst excursions are linmted to 10 ns of the
nean.

In order to conpute the discrepancy between the GOES and WWB cl ocks,
it is necessary to subtract the WA/B cl ock delay fromthe nean

of fsets conputed above. Thus, the GOES clock indications are 38.4 -
32 = 6.4 ns late with respect to the WAWB cl ock indications. which
is probably within the bounds of experinment error.

4.3.3.3. The Heath GC- 1000 WW Radi o C ock

The WAV radi o clock is manufactured by Heath Conpany as Mode

GC-1000. It uses a three-channel scanning WA/ WWH receiver on 5, 10
and 15 MHz together with a mcroprocessor-based controller. The
receiver is connected to an 80-neter dipole up about 15 nmeters and

| ocated in a quiet suburban |location. Signal reception fromthe Fort
Collins transmitters was average to poor during the experinment period
due to | ow sunspot activity together with a noderate |evel of
geonmagneti ¢ di sturbances, but was best during periods of darkness
over the path. The clock | ocked at one of the frequencies for
varying periods up to an hour fromtwo to several tinmes a day.

The propagati on delay on the path between Fort Collins and Washi ngt on
is estimated at about 10 ns and can vary up to a couple of
mlliseconds over the day and night. Wile it is possible to include
this delay in the clock indications, which are already corrected for
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the intrinsic receiver delay, this was not done in the experinents.
During periods of lock, the clock indications are clainmed to be
accurate to within 100 ns.

Table 5 shows a sunmary of offset statistics for the WW radi o cl ock
by day (all day nunbers refer to July, 1985).

Day Mean Dev Max M n

2 -31 36 110 -119
3 -42 38 184 -141
4 -21 38 61 -133
5 -31 37 114 -136
6 -48 42 53 -160
7 -100 80 86 - 315
8 -71 70 115 - 339

Table 5. WW Radio Jock Ofsets

On inspection of the detailed plots of offsets versus tine the data
reveal an interesting sawmooth variation with period about 25 cycles
per hour and anplitude about 90 nms. Once the clock has | ocked for
some tinme the variation decreases in fregquency and somneti nmes

di sappears. This behavior is precisely what woul d be expected of a
phase-| ocked oscillator and accounts for the rather |arge standard
deviations in Table 5.

On inspection of the plots of offsets versus tine, it is apparent
that by far the best accuracies are obtained at or in the periods of
| ock, which is nmpost frequent during periods of darkness over the
propagati on path, which occured roughly between 0800 UT and 1100 UT
during the experinment period. Excluding all data except that
collected during this period, the mean offset is -21.3 ms with
standard deviation in the range 29-31. The nmaxi num offset is 59 ns
and the minimumis -118 ns.

In order to conpute the di screpancy between the WW and WWB cl ocks,
it is necessary to subtract the total of the propagation delay plus
WAWB cl ock delay fromthe nmean offsets conputed above. Thus, the WW
clock indications are -21.3 - 10 - 32 = -72.3 s late (72.3 ns early)
with respect to the WWB cl ock indications. Considering the |arge
standard devi ati ons noted above, it is probably not worthwhile to
include this correction in the WAW cl ock indications.

On exceptional occasions excursions in offset over 300 nms relative to

the WAVB cl ock were observed. C ose inspection of the data showed
that this was due to an extended period (a day or nore) in which | ock
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was not achieved on any frequency. The naster oscillator uses a
3.6-MHz crystal oscillator trimred by a digital/anal og converter and
regi ster which is | oaded by the nicroprocessor. The occasional
excursions in offset were apparently due to incorrect register val ues
as the result of noisy reception conditions and excessive intervals
between | ock. On occasion the oscillator frequency was observed in
error over 4 ppmdue to this cause, which could result in a

curmul ative error of alnbst 400 ns per day if uncorrected.

4.3.4. On Handling Disruptions

The experinent period was intentionally selected to coincide with the
insertion of a |leap second in the worldwi de tine broadcasts. The
intent was to exami ne the resulting behavior of the various radio

cl ocks and the synchroni zation al gorithm when an additional second
was introduced at 2400 UT on 30 June.

As it turned out, radio reception conditions at the tine of insertion
were quite poor on all WA frequencies, the WAWB frequency and the
GCES frequency. Thus, all three clocks took varying periods up to
several hours to resynchoni ze and correct the indicated tine. 1In
fact, the only tinme signals heard around the tine of interest were
those from Canadian radio CHU, but the tine code of the Canadi an
broadcasts is inconpatible with the of the US broadcasts.

As nentioned above, the WAWB cl ock was used as the master during the
experiment period. About two hours after insertion of the |eap
second the clock resynchronized and all hosts in the experinmental
network were corrected shortly afterwards. Since the magnitude of
the correction exceeded 128 ns, the correction was of a step nature,
but was not performed simultaneously in all hosts due to the

i ndi vidual tinming of the Hello nessages. Thus, if tinming-critica
net wor k operati ons happened to take place during the correction
process, inconsistent timestanps could result.

The lesson drawn fromthis experience is quite clear. Accurate tine
synchroni zation requires by its very nature long integration tines,
so that epochal events which disrupt the process nust be predicted in
advance and applied in all hosts independently. In principle, this
woul d not be hard to do and could even be integrated into the
operation of the step-correction procedure described earlier, perhaps
in the formof bits included in Hello nessages which trigger a
one-second correction at the next rollover from 2400 to 0000 hours.

In order for such an out-of-band correction to be effective, advance

notice of the | eap second nust be available. At present, this
information is not available in the broadcast format and nust be
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obtained via the news nedia. |In fact, there are spare bits in the
broadcast format that could be adapted for this purpose, but this
woul d require reprogranm ng both the transmitting and receiving

equi pnent. Nevertheless, this feature should be considered for future
syst ens.

4.4. Additional Experinents

A set of experinents was performed using two W DEBAND/ EI SN gat eways
equi pped with WAWB radi o cl ocks and connected to the ARPANET. These
experinments were designed to determine the limts of accuracy when
conpari ng these clocks via ARPANET paths. One of the gateways
(I1SI-MCON-GWN is located at the Information Sciences Institute near
Los Angeles, while the other (LL-GWN is located at Lincoln
Laboratori es near Boston. Both gateways consist of PDPl11l/44
computers running the EPCS operating system and cl ock-interface
boards with oscillators phase-locked to the WWB cl ock

The clock indications of the W DEBAND/ El SN gat eways were conpared
with the DCNet WAB reference clock using | CMP Ti nestanp nessages
[6], which record the individual tinmestanps with a precision of a
mllisecond. This technique is not as accurate as the one descri bed
in Section 3, since the protocol inplenmentation involves the
user-process |l evel, which can be subject to nminor delays due to
process scheduling and interprocess-nessage queuei ng. However,

cal i bration nmeasurenents nade over several of the links shown in
Figure 2 indicate that the measurenent errors are dom nated by the
i ndi vidual link variations and not by the characteristics of the
measur ement technique itself.

Measurements were made separately with each gateway by sending an

| CMP Ti nestanp Request nessage fromthe ARPANET address of DCNL to

t he ARPANET address of the gateway and conputing the round-trip del ay
and clock offset fromthe ICVP Tinestanp Reply nmessage. This process
was continued for 1000 nessage exchanges, which took about seven

m nutes. Table 6 shows the statistics obtained with |ISI-MON GV and
Table 7 those with LL-GWV (all nunbers are milliseconds).
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| SI - MCON- GW Mean Dev Max M n
O f set -16 40 126 -908
Del ay 347 59 902 264

Table 6. |SI-MCON-GWCl ock Statistics

LL-GW (a) Mean Dev Max M n
O f set -23 15 32 - 143
Del ay 310 25 536 252

Table 7. LL-GNdock Statistics

The snall er val ues of standard deviation and extrene for LL-GWare
probably due to the shorter ARPANET path involved. The confidence in
the mean offset can be estimated by dividing the standard devi ati on
by the square root of the nunmber of sanples (1000), which suggests
that the nean offsets are accurate to within a couple of miliseconds.
The nmean offsets of the W DEBAND EI SN cl ocks as a group relative to
the DCN1 clock may thus indicate a minor discrepancy in the setting
of the del ay-conpensati on switches.

It is well known that ARPANET paths exhibit wi de variations in

del ays, with occasional delays reaching surprising values up to many
seconds. In order to inprove the estimates a few sanples were
renoved fromboth the offset and delay data, including all those with
magni t ude greater than one second.

The above experinents involve a burst of activity over a relatively
short time during which the ratio of the neasurenent traffic to other
network traffic may be nontrivial. Another experiment with LL- GN was
designed with intervals of ten seconds between | CVWP nessages and
operated over a period of about three hours. The results are shown

in Table 8.
LL- GW (b) Mean Dev Max M n
O f set -16 93 990 -874
Del ay 371 108 977 240

Table 8. LL-GN O ock Statistics
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Note that the standard devi ations and extrema are higher than in the
previ ous experinments, but the nmean offset is about the sane.

The results of these experinments suggest that time synchronization
via ARPANET paths can yield accuracies to the order of a few
mlliseconds, but only if relatively |large nunbers of sanples are
avail able. The nunber of sanples can be reduced and the accuracy
i nproved by using the techniques of Section 3 nodified for | CW

Ti mest anp nmessages and the |onger, nore noi sy paths invol ved.

5. Summary and Concl usi ons

The experinments descri bed above were designed to verify the correct
operation of the DCnet time-synchronization algorithns and protocols
under a variety of scenarios, including the use of |ine-frequency
clocks, three types of radio clocks and various types of

i nterprocessor links. They involved the collection and processing of
many negabytes of data collected over a ten-day period that included
the insertion of a |leap second in the standard NBS tinme scale. Anpbng
the | essons | earned were the foll ow ng:

1. The algorithnms and protocols operate as designed, vyielding
accuraci es throughout the experinmental net in the order of a
fewmlliseconds to a fewtens of mlliseconds, depending on
the topology and link type.

2. ditches due to congestion, rebooted hosts and link failures
are acceptably low, even in the face of mmssive congestion
resulting frominappropriate host inplenmentations el sewhere in
the Internet.

3. A synchronization scenario where the clocks in all hosts are
| ocked to the line frequency and corrections are broadcast
froma central tine standard will work only if all hosts are
on the same power grid, which is unlikely in the present
Internet configuration, but nay be appropriate for sone
applications.

4. |In spite of the eastern power grid wandering over as much as
six seconds in a day, it is possible to achieve accuracies in
the 30-ns range using line-frequency interface cl ocks and
corrections broadcast on the | ocal net.

5. Radio clocks can vary widely in accuracy dependi ng on signal
reception conditions. Absolute tine can be deternmined to
within a couple of mlliseconds using WWB and GCES radio
clocks, but only if they are calibrated using an i ndependent
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standard such as a portable clock. The inexpensive WW cl ocks
performsurprisingly well nost of the tine, but can be in
error up to a significant fraction of a second under sone
condi ti ons.

6. Adjustnments in the tine scale due to | eap seconds nust be
antici pated before they occur. The synchronization protocol
nmust include a nechanismto broadcast an adjustnent in advance
of its occurance, so that it can be incorporated in each host
simul taneously. There is a need to incorporate advance notice
of | eap seconds in the broadcast tine code.

7. Time synchroni zati on via ARPANET paths can yield accuracies in
the order of a few mlliseconds, but only if relatively large
nunbers of sanples are available. Further work is needed to
devel op efficient protocols capable of simlar accuracies but
using smal | er nunbers of sanples.
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