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BROADCASTI NG | NTERNET DATAGRANVS

Status of this Meno

We propose sinple rules for broadcasting Internet datagranms on | ocal
networ ks that support broadcast, for addressing broadcasts, and for
how gat eways shoul d handl e them

This RFC suggests a proposed protocol for the ARPA-Internet
comuni ty, and requests discussion and suggestions for inprovenents.
Distribution of this neno is unlimted.
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1. Introduction

The use of broadcasts, especially on high-speed | ocal area networks,
is a good base for many applications. Since broadcasting is not
covered in the basic I P specification [13], there is no agreed-upon
way to do it, and so protocol designers have not nade use of it. (The
i ssue has been touched upon before, e.g. [6], but has not been the
subj ect of a standard.)

We consider here only the case of unreliable, unsequenced, possibly
dupl i cat ed datagram broadcasts (for a discussion of TCP broadcasti ng,
see [11].) Even though unreliable and linmited in |Iength, datagram
broadcasts are quite useful [1].

We assune that the data link |layer of the |ocal network supports

ef ficient broadcasting. Most comon | ocal area networks do support
broadcast; for exanple, Ethernet [7, 5], ChaosNet [10], token ring
networks [2], etc.

We do not assume, however, that broadcasts are reliably delivered.
(One might consider providing a reliable broadcast protocol as a

| ayer above IP.) It is quite expensive to guarantee delivery of
broadcasts; instead, what we assune is that a host will receive nost
of the broadcasts that are sent. This is inportant to avoid
excessive use of broadcasts; since every host on the network devotes
at | east sone effort to every broadcast, they are costly.
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When a datagramis broadcast, it inposes a cost on every host that
hears it. Therefore, broadcasting should not be used
indiscrimnately, but rather only when it is the best solution to a
pr obl em
Not e: sonme organi zati ons have divided their I P networks into subnets,
for which a standard [8] has been proposed. This RFC does not cover
t he numerous conplications arising fromthe interactions between
subnets and broadcasting; see [9] for a conplete discussion

2. Term nol ogy
Because broadcasting depends on the specific data link |ayer in use
on a local network, we must discuss it with reference to both
physi cal networks and | ogi cal networks.

The terns we will use in referring to physical networks are, fromthe
poi nt of view of the host sending or forwarding a broadcast:

Local Hardware Network
The physical link to which the host is attached.
Renpt e Har dwar e Net wor k

A physical network which is separated fromthe host by at |east
one gat eway.

Col l ection of Hardware Networks
A set of hardware networks (transitively) connected by gateways.

The I P world includes several kinds of |ogical network. To avoid
anbiguity, we will use the follow ng terns:

| nt er net
The DARPA Internet collection of |IP networks.
| P Net wor k

One or a collection of several hardware networks that have one
specific I P network nunber.
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3. Wiy Broadcast?

Broadcasts are useful when a host needs to find information wthout
knowi ng exactly what other host can supply it, or when a host wants
to provide information to a |arge set of hosts in a tinely manner.

When a host needs information that one or nore of its neighbors m ght
have, it could have a list of neighbors to ask, or it could poll al
of its possible neighbors until one responds. Use of a wired-in |ist
creates obvious network managenent problens (early binding is
inflexible). On the other hand, asking all of one’s neighbors is
slow if one nust generate plausible host addresses, and try them
until one works. On the ARPANET, for exanple, there are roughly 65

t housand pl ausi bl e host nunbers. Most | P inplenentations have used
wired-in lists (for exanple, addresses of "Prinme" gateways.)
Fortunately, broadcasting provides a fast and sinple way for a host
to reach all of its neighbors.

A host night al so use a broadcast to provide all of its neighbors
with some information; for exanple, a gateway m ght announce its
presence to ot her gateways.

One way to view broadcasting is as an inperfect substitute for

mul ticasting, the sending of nessages to a subset of the hosts on a
network. In practice, broadcasts are usually used where nulticasts
are what is wanted; packets are broadcast at the hardware |evel, but
filtering software in the receiving hosts gives the effect of

mul ticasting.

For nore exanpl es of broadcast applications, see [1, 3].
4. Broadcast C asses
There are several classes of |P broadcasting:

- Single-destination datagram broadcast on the local IP net: A
datagranms is destined for a specific IP host, but the sending
host broadcasts it at the data link |ayer, perhaps to avoid
having to do routing. Since this is not an |IP broadcast, the IP
l ayer is not involved, except that a host should discard
dat agranms not neant for it w thout becoming flustered (i.e.,
printing an error message).

- Broadcast to all hosts on the local IP net: A distinguished
val ue for the host-nunmber part of the |IP address denotes
br oadcast instead of a specific host. The receiving IP |ayer
nmust be able to recognize this address as well as its own.
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However, it mght still be useful to distinguish at higher

| evel s between broadcasts and non-broadcasts, especially in
gateways. This is the nost useful case of broadcast; it allows a
host to discover gateways without wired-in tables, it is the
basis for address resolution protocols, and it is also usefu

for accessing such utilities as nane servers, time servers,

etc., without requiring wired-in addresses.

- Broadcast to all hosts on a renote IP network: It is

occasionally useful to send a broadcast to all hosts on a

non-| ocal network; for exanple, to find the |atest version of a
host nane dat abase, to bootl oad a host on an | P network wi thout a
bootserver, or to nonitor the tineservers on the |IP network.
This case is the sanme as | ocal -network broadcasts; the datagram
is routed by normal mechani snms until it reaches a gateway
attached to the destination IP network, at which point it is
broadcast. This class of broadcasting is also known as "directed
broadcasting”, or quaintly as sending a "letter bomb" [1].

- Broadcast to the entire Internet: This is probably not useful,
and al nost certainly not desirable.

For reasons of perfornmance or security, a gateway may choose not to
forward broadcasts; especially, it nmay be a good idea to ban
broadcasts into or out of an autononous group of networks.

5. Broadcast Met hods

A host’s IP receiving | ayer nmust be nodified to support broadcasting.
In the absence of broadcasting, a host determines if it is the

reci pient of a datagram by natching the destination address agai nst
all of its IP addresses. Wth broadcasting, a host nust conpare the
destinati on address not only against the host’s addresses, but also
agai nst the possible broadcast addresses for that host.

The probl em of how best to send a broadcast has been extensively
discussed [1, 3, 4, 14, 15]. Since we assune that the probl em has
al ready been solved at the data link [ayer, an I P host wishing to
send either a | ocal broadcast or a directed broadcast need only
specify the appropriate destination address and send the datagram as
usual . Any sophisticated algorithnms need only reside in gateways.
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6. Gateways and Broadcasts

Most of the conplexity in supporting broadcasts lies in gateways. |If
a gateway receives a directed broadcast for a network to which it is
not connected, it sinply forwards it using the usual nechani sm

O herwi se, it nust do sone additional work.

When a gateway receives a |ocal broadcast datagram there are severa
things it mght have to do with it. The situation is unambi guous,
but w thout due care it is possible to create infinite | oops.

The appropriate action to take on recei pt of a broadcast datagram
depends on several things: the subnet it was received on, the
destination network, and the addresses of the gateway.

- The primary rule for avoiding |oops is "never broadcast a

dat agram on the hardware network it was received on". It is not
sufficient sinply to avoid repeating datagrans that a gateway
has heard fromitself; this still allows loops if there are

several gateways on a hardware networKk.

- If the datagramis received on the hardware network to which it
is addressed, then it should not be forwarded. However, the
gat eway should consider itself to be a destination of the
datagram (for exanple, it mght be a routing table update.)

- Oherwise, if the datagramis addressed to a hardware network to
whi ch the gateway is connected, it should be sent as a (data
link layer) broadcast on that network. Again, the gateway
shoul d consider itself a destination of the datagram

- O herwi se, the gateway should use its normal routing procedure
to choose a subsequent gateway, and send the datagram along to
it.

7. Broadcast | P Addressing - Proposed Standards

If different IP inplenentations are to be conpatible, there nust be a
di sti ngui shed nunber to denote "all hosts".

Since the local network layer can always map an | P address into data
link | ayer address, the choice of an IP "broadcast host nunmber” is
somewhat arbitrary. For sinplicity, it should be one not likely to
be assigned to a real host. The nunber whose bits are all ones has
this property; this assignment was first proposed in [6]. In the few
cases where a host has been assigned an address with a host-nunber
part of all ones, it does not seem onerous to require renunbering.
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The address 255. 255. 255. 255 denotes a broadcast on a | ocal hardware
net wor k, which must not be forwarded. This address may be used, for
exanpl e, by hosts that do not know their network nunber and are
aski ng sonme server for it.

Thus, a host on net 36, for exanple, may:

- broadcast to all of its imediate nei ghbors by using
255. 255. 255. 255

- broadcast to all of net 36 by using 36.255. 255. 255

(Note that unless the network has been broken up into subnets, these
two net hods have identical effects.)

If the use of "all ones" in a field of an | P address neans
"broadcast”, using "all zeros" could be viewed as neaning
"unspecified". There is probably no reason for such addresses to
appear anywhere but as the source address of an I CWVP | nformation
Request datagram However, as a notational convention, we refer to
net wor ks (as opposed to hosts) by using addresses with zero fields.
For exampl e, 36.0.0.0 nmeans "network number 36" while 36.255. 255, 255
means "all hosts on network numnber 36".

7.1. ARP Servers and Broadcasts

The Address Resolution Protocol (ARP) described in [12] can, if
incorrectly inplenented, cause problens when broadcasts are used
on a network where not all hosts share an understandi ng of what a
broadcast address is. The tenptation exists to nodify the ARP
server so that it provides the mappi ng between an | P broadcast
address and the hardware broadcast address.

This tenptation nust be resisted. An ARP server shoul d never
respond to a request whose target is a broadcast address. Such a
request can only conme froma host that does not recogni ze the
broadcast address as such, and so honoring it woul d al nost
certainly lead to a forwarding loop. |If there are N such hosts on
t he physical network that do not recognize this address as a
broadcast, then a datagram sent with a Time-To-Live of T could
potentially give rise to T**N spurious re-broadcasts.
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