Net wor k Wor ki ng Group K. Smth
Request For Comments: 1934 Ascend Contuni cati ons
Cat egory: I nfornmational April 1996

Ascend’s Multilink Protocol Plus (MP+)

Status of This Meno
This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract
Thi s docunment proposes an extension to the PPP Miultilink Protocol
(MP) [1]. Multilink Protocol Plus (MP+) is a new control protocol for
managi ng nmultiple data Iinks that are bundl ed by M.
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| nt r oducti on

The PPP Multilink Protocol (MP), is a set of features that provide

i nverse nultiplexing at the packet/fragnment |evel by bundling

mul tipl e i ndependent |inks between a fixed pair of systens, providing
avirtual link with greater bandw dth than any of the constituent
menber s.

Once nultiple channel s have been established MP is responsible for
managi ng channel use to insure in-sequence delivery of user packets.

MP+ i s an extension to MP that adds an inband control channel to
provide a new | evel of session managenent and contr ol

MP+ al so all ows renote device managenent of (unconfigured) systens.
This feature allows a network operations center to dial into an
unconfigured systemand renotely manage it, before ethernet
interface, | P address, and other LCP and system configuration
information is entered. (This does require |ocal configuration of
the WAN interfaces to the extent required to answer an incom ng
call).

1.1 Functional Description

The features of MP+ include:

* Ability to negotiate to add and subtract channel s when bandwi dt h
needs change.

* Phone nunber nmanagenent so calling stations need not know every
possi bl e nunber; answering stations can nanage their own resources.

* A sinple renote nmanagenent interface.
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To performthe above functions MP+ is split into a call managenent

| ayer and a reliable delivery layer. The call managenent |ayer is

t he source and sink of MP+ control nessages. The reliable delivery
| ayer adds a sinple acknowl edge and retry nechani sm

MP+ only takes network bandwi dth when in the process of performng a
user request, e.g. adding and subtracting bandw dth.

NOTE: Neither MP, or MP+ define the process that nakes the bandwi dth
requi rement determ nation. That is outside the scope of either of
these protocols and will likely be inplenentati on dependent.

1.2 Conventions

The follow ng | anguage conventions are used in the itens of
specification in this docunent:

MJUST, SHALL or MANDATORY -- the itemis an absol ute requirenent
of the specification

SHOULD or RECOWMENDED - - the item should generally be foll owed
for all but exceptional circunstances.

MAY or OPTIONAL -- the itemis truly optional and may be foll owed
or ignored according to the needs of the inplenentor.

2. GCeneral Overview

PPP
In order to establish conmunications over a point-to-point |ink,
each end of the PPP [2] link nust first send LCP packets to

configure the data link during 1link establishnent phase. After
the link has been established, PPP provides for an authentication
phase.

MP The goal of nultilink operation is to bundle rmultiple
i ndependent |inks between a fixed pair of systenms, providing a
virtual link with greater bandw dth than any of the constituent
menber s.

MP+ MP+ is also negotiated during initial LCP option negotiation. A
systemindicates to its peer that it is willing to do MP+ by
sending the MP+ option as part of the initial LCP option
negotiation. The MP+ option MJST NOT be negotiated unless M is
al so negoti ated. Wen used, MP+ adds a virtual unit-to-unit
control channel

A peer may elect to:
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Acknow edge both the MP and MP+ options, indicating that both MP and
MP+ wi |l be used.

Acknow edge the MP option and reject the MP+ option. Operation wll
fall back to M.

Rej ect both options. Standard PPP will be used for this connection.
2.1. Operation

St andard PPP
In standard PPP the LCP negotiation phase is followed by an
optional authentication phase, and then one or nore NCPs are
initiated.

PPP with MP The LCP negotiati on phase and aut henticati on phase are
identical to standard PPP. The ability to initiate an MP
aggregate data link is indicated by sending an MP option - as
described in [1].

PPP with MP and MP+ When MP+ is negotiated at LCP startup, the sane
procedures are foll owed as when MP is negotiated al one. The M+
LCP option is negotiated to indicate the ability to use the MP+
feature. The first connection between endpoints causes the M+
process to be started for the connection.

3. MP+ Frame Formats

S S +
PPP Header: | Address Oxff | Control 0x03 |
S S +
| PID(H) 0x00 | PID(L) O0x73 |
B S S +
MP Header: | 1] 110/ 0] 0] 0] O] 1| seq # high |
B S S +
| sequence nunber low bits |
S S +

control data

PPP FCS: | FCS |
Fom o oo +

Figure 1: Multilink Plus Frane Fornmat (|l ong sequence nunber format)
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S S +
PPP Header: | Address Oxff | Control 0x03
S S +
| PID(H 0x00 | PID(L) Ox73 |
B S S +
MP Header : | 1] 1] 0] 1] sequence nunber |
B S S +
| control data |
I I
I I
I : I
S S +
PPP FCS: | FCS |
S S +

Figure 2: Multilink Plus Frane Fornmat (short sequence nunber fornat)
MP+ frames use a similar structure to MP fragnents.

The MP+ assigned PID is designated 00 73.

MP+ control uses the followi ng two rul es:

- MP+ control frames have their own sequence nunber space,
controll ed by MP+.

- MP+ control frames MJST NOT be fragnented.

NOTE: | nplenentations of this protocol prior to the date of submi ssion
of this specification to the | ETF use the sane PID as MP, but
sets the LSB of the reserved bits in the MP header to 1 - this
is how the MP+ packets are discrimnated from MP fragnents.

So the header of the MP+ packet |ooks |ike:
00 3d c1 ......

As conpared to an MP packet that | ooks |ike:

00 3d ¢cO ...... or
00 3d 80 ...... or
00 3d 40 ......
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3.1. Error Control (EC) Layer (MP+ control only)

The error control |ayer that runs over the virtual inband channel is
as sinple as it can get, while handling the possibility of errors on
the line.

An assunption is made that errors are infrequent, and that at the
same tinme nessages are rarely, if ever, dropped on the floor. The
inplication of this is that "timng out" on retransm ssion of
nmessages does no harm |If a message cannot get through, then it
sinply is retried some nunber of tinmes. After giving up, the only
recourse is to notify the call nmanagenent |ayer (of MP) that the
sessi on has died.

S S +
PPP Header: | Address Oxff | Control 0x03 |
S S +
| PID(H) 0x00 | PID(L) O0x73 |
B S S +
MP+ Header: |1]1|0]0]0]0|]0O|1 seq # high |
B S S +
| sequence nunber low bits |
S S +
EC Header: | Error Control Message Type |
| 32 bits reserved |
S S +
MP+ Data: | MP+ Message | May not be

| | present.

Figure 3: MP+ control nessage format (shown |ong sequence nunber
format)

Error Control Message Type:

1 DATA_MSG Thi s nmessage contains MP+ data transferred
bet ween the peers.

2 ACK_MsG An acknow edgenent of a previous data nessage.

When set to DATA MBSG the renainder of the frame contains an MP+
Control nessage.

Wien set to ACK_MSG the remainder of the frame consists only of the
PPP Frame Check Sum (FCS).
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Apri |

.1.1. Error Control State Machi ne

This layer is controlled by a sinple state nachine. There are three

st at es:

St opped There is no connection between peers.

Idle There is a connection between peers;
no unacknowl edged nessages pendi ng.

Pendi ng There is a connection between peers;

awai ting an acknow edgenent to the

Messages fromthe call
whenever the link is in the

| ast nmessage sent.

pendi ng

state.

managenent | ayer are queued for transm ssion
For sinplicity,

only

one outstandi ng nessage may be in the link at any given tine. The
entire procedure is defined in table 1.

Event State

St opped Idle Pendi ng
Start 1,1dle . L
Recei ved ACK _MsSG ** 2, Start 5, 1 dl e] Pendi ng
current tx sequence nunber
Recei ved ACK_MSG ** - -
| ast tx sequence nunber
Recei ved ACK_MSG * 2,Start 2,Start
ot her tx sequence nunber
Recei ved DATA MSG ** 6, * 6, *
current rx sequence nunber
Recei ved DATA MSG ** 7,* 7,*
previous rx sequence nunber
Recei ved DATA _MsSG * 2,Start 2,Start
ot her rx sequence nunber
Receive Invalid Frane ** 2,Start 2,Start
Retransmt Timer Expire * *x 4, Start|*

Smth
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Transmt Request from call -, 3, Pendi ng 8, *
managenent | ayer

St op

9, Start 9, Start 9, Start

Legend:

Not es:

[1]

[2]

Table 1: Error Control State Machi ne

- No action
* Stay in sane state

* Invalid or neaningless event for state, ignored.

Data fromthe call managenent |ayer will always be copied before
bei ng queued for transm ssion. The call managenent |ayer is
responsible for its own buffers.

MP al ways copies data for transm ssion and returns i medi ately.
Any buffers allocated to build control nessages MJST be rel eased
i medi ately upon return from MP transm ssion requests.

Acti ons:

1

Smth

Reset rx sequence nunber
Reset tx sequence nunber
Reset tx retransmt count
Stop retransmt timer

Report error to user
Stop retransmt timer
Stop frane transmt timer
Free buffers

Save call nanagenent nessage in pending transnmit queue
Bui | d DATA MSG from first nessage in pending transmt
queue using current tx sequence nunber.

Send nessage to MP for transm ssion.

Reset tx retransmt count
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4 Increnent tx retransnit count
If tx retransmt count >= RETRANSM T_COUNT
Action 2 (followed by state change to the Start state)
el se
Bui | d DATA_MSG fromfirst nessage in pending
transnit queue using current tx sequence nunber.
Send nessage to MP for transm ssion.

5 Dequeue first elenent on pending transnit queue and rel ease

its buffer

I ncrenent the tx sequence nunber

Stop the retransmt tinmer

if pending transmt queue not enpty
Bui | d DATA_ MSG fromfirst nessage in pending
transnit queue using current tx sequence nunber.
Send nessage to MP for transm ssion.
Reset tx retransmt count

6 Bui | d ACK_MSG using the current rx sequence nunber
Send ack nmessage to MP for transmn ssion
Pass nmessage to call nmanagnent |ayer
| ncrement rx sequence nunber

7 Bui | d ACK_MSG using the previous rx sequence nunber

Send the ack nmessage to MP for transni ssion
8 Add the nessage to the end of the pending transmt queue
9 Stop retransmt timer

Free buffers

3.2. Multilink Plus Control Messages

5
[
(0]

Message Type

VERSI ON_EXCHANGE_REQ
VERSI ON_EXCHANCGE_RSP
ADD_REQ

ADD_RSP

ADD_COVPLETE
REMOVE_REQ
REMOVE_RSP
REMOVE_COMPLETE
CLOSE_REQ

CLOSE_RSP 10
REMOTE_MGMT_REQ 11
REMOTE_MGMI_ RSP 12
REMOTE_MGMT_RX_REQ 13
REMOTE_MGMT_TX_REQ 14

OCO~NOUTA,WNE
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REMOTE_MGMTI_TX_RSP 15
CLEAR_REQ 16

3.3. Multilink Plus Message Fornats

The fields of all nessages defined here MJUST be encoded/ decoded in
Networ k Byte Order (big endian).

3.3.1. VERSI ON_EXCHANGE_REQ Message For mat

The versi on exchange nessage is sent by the call originator to inform
the answerer the version of the MP+ protocol being used as well as
any other information that may need to be conveyed outside of the
normal PPP parameter negotiation.

SRS SRS +
| Message type |
| 0x00000001 |
SRS SRS +
| Prot ocol Version |
SRS SRS +
| Prot ocol Revi sion |
SRS SRS +
| Session ldentifier |
SRS SRS +
| Har dwar e Type

SRS SRS +
| Nai | ed Mode |
SRS SRS +
| Use Multiple Trunk G oups |
SRS SRS +
| Descriptor Length |
SRS SRS +
| Descri pt or |
SRS SRS +

Figure 4: Version Exchange Request

A message sent fromcall originator to call answerer specifying the
callers protocol version and other state info and requesting the
answerer to respond with its version info.

Pr ot ocol Versi on

call er MP+ protocol version nunber.
2 octets fixed length (initially 1)
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Prot ocol Revi sion:
call er MP+ protocol revision nunber.
2 octets fixed length (initially 4)

Session ldentifier
A non-zero identifier unique to the caller
2 octets fixed |ength.

Har dwar e Type:
caller hardware type (can be vendor defined).
2 octets fixed |ength.

Nai | ed Mode:
caller nailed node fromthe session profile.
2 octets fixed |ength.

Use Multiple Trunk G oups:
non-zero if the call may use channels fromnultiple trunk
groups.
2 octets fixed length

Descri ptor Lengt h:
I ength of the end point descriptor.
2 octets fixed length

Descri ptor:
the end point descriptor. This field allows for vendor
specific identification of the peer.
Vari able I ength as defined above.
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3.3.2. VERSI ON_EXCHANGE_RSP Message For mat

The versi on exchange response nessage is sent by the call answerer in
response to a version exchange request nessage. The answerer uses
the nessage to informthe caller the version of the MP+ protoco

bei ng used as well as any other information that needs to be conveyed
outsi de of the nornmal PPP paraneter negotiation.

SRS SRS +
| Message type |
| 0x00000002 |
SRS SRS +
| Prot ocol Version |
SRS SRS +
| Prot ocol Revi sion |
SRS SRS +
| Session ldentifier |
SRS SRS +
| Har dwar e Type

SRS SRS +
| Nai | ed Mode |
SRS SRS +
| Use Multiple Trunk G oups |
SRS SRS +
| Descriptor Length |
SRS SRS +
| Descri ptor |
SRS SRS +

Figure 5: Version Exchange Response

A message sent fromcall answerer to the call originator specifying
the answerers protocol version and other state info. Sent in
response to receiving a version exchange request.

Pr ot ocol Version
call er MP+ protocol version nunber.
2 octets fixed length (initially 1)

Prot ocol Revi sion:
call er MP+ protocol revision nunber.
2 octets fixed length (initially 4)

Session ldentifier

A non-zero identifier unique to the answerer.
2 octets fixed |ength.
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Har dwar e Type:
caller hardware type (can be vendor defined).
2 octets fixed |ength.

Nai | ed Mode:
caller nailed node fromthe session profile.
2 octets fixed |ength.

Use Multiple Trunk G oups:
non-zero if call may use channels frommultiple trunk groups.
2 octets fixed length

Descri ptor Lengt h:
I ength of the renote descriptor in 4-octet units.
2 octets fixed length

Descri ptor:
the renote unit descriptor. This field allows for vendor
specific identification of the peer.
Variable | ength Nx4 octets long - total length defined above.

3.3.3. ADD REQ Message For mat
A nmessage of this type is sent by either caller or answerer to

initiate an increase of bandw dth. Wen sent by the caller the
request is asking for pernmission to dial a certain nunber of

channel s; the response will contain perm ssion and the phone nunbers
of the channels to dial. Wen sent by the answerer, this nessage
contains the phone nunbers to dial. The nessage | ooks |ike:
SRS SRS +

| Message type |

| 0x00000003 |

SRS SRS +

| Nunber of channels requested |

SRS SRS +

| Nunber of phone nunbers |

SRS SRS +

A phone nunber list for
each phone nunber

Fi gure 6: Add Request
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A nmessage sent by either caller or answerer to request that additional
bandwi dth be added to a session

Nunber of channel s requested:
The maxi mum nunber of channels to add.
2 octets fixed |ength.

Nunber of phone nunbers:
The nunber of phone nunbers provided. This
value will always be zero when the caller
initiates an add and will be at |east
Nunber of channels requested when the answerer
initiates the add.
2 octets fixed |ength.

Phone nunber Iist:
A list of up to 32 phone nunber lists
contai ning the phone nunbers to call.
Each description is of fixed | ength as described bel ow

Each phone nunber is represented by a phone nunber |i st.
The format of a phone nunber list is:

Phone nunber
20 octets
plus null term nator
(21 octet total)

SRS +

| Must be O |
SRS SRS +
| must be O |
SRS SRS +

Fi gure 7: Phone nunber |i st

Smith | nf or mat i onal [ Page 14]



RFC 1934

Mul tilink Protocol Plus April

A structure containing information about a connection within the

system

in use flag:

cal |

non-zero if the phone nunber indicated
in this descriptor is currently in use.
2 octets fixed length

service type:

Defines the type of service, swtched, nail ed,
or other, associated with a phone nunber.

1 Nai | ed
2 Swi t ched
>=3 Undef i ned

Phone nunber:

The null terminated phone nunber of this channel.

Fi xed |l ength 21 octets. Each octet contains | A5 character
representation of a digit (or #, *).

Must be O:

Filler to force alignnent to 32-bit boundary.

3.3.4 ADD RSP Message For mat

A nmessage of this type gives permssion to dial some nunber of
channel s and, when sent by the answerer of the original call, gives
t he phone nunbers of channels to dial

SRS SRS +
| Message type |
| 0x00000004 |
SRS SRS +
| Number of channels all owed |
SRS SRS +
| Nunber of phone nunbers |
SRS SRS +
| A phone nunber list for |
| each phone nunber |
I I
I I
I I
SRS SRS +

Figure 8: Add Response

Smth

1996
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A nmessage sent by either caller or answerer to indicate the nunber of
channel s that nay be added to a session

Nurmber of channel s al | owed:
The actual nunber of channels to add. This
may be | ess than the nunber requested.
2 octets fixed |ength.

Nunber of phone nunbers:
The nunber of phone nunbers provided. This
value will always be zero when sent by the
caller and will be at |east channel Count
when sent by the answerer.
2 octets fixed |ength.

Phone nunber Iist:
A list of up to 32 phone nunber lists
contai ning the phone nunbers to call.
Each description is of fixed | ength as described above.

3.3.5. ADD COVPLETE Message For mat

This message is sent by the caller to the answerer after all calls
have been placed. The nessage is used to notify the answerer that
the add transaction is conplete and it nmay return to the idle state.

SRS SRS +
| Message type |
| 0x00000005 |
SRS SRS +
| Channel s added |
SRS SRS +
| Must be zero |
SRS SRS +

Figure 9: Add Conpl ete

A nmessage sent by caller to indicate the nunber of channels that were
added successfully. This nessage was added in MP+ Version 1.1.

Channel s added:
The actual nunmber of channel s added.
2 octets fixed length

Must be zero

Paddi ng to 32-bit boundary.
2 octets fixed length
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3.3.6. REMOVE_REQ Message For mat

A nmessage of this type is sent when a peer decides, for any reason
to renove channels fromuse. The purpose of the nessage is to tel
the renote end of the renove and give it a chance to adjust the
nunber of channels to renove.

SRS SRS +
| Message type |
| 0x00000006 |
SRS SRS +
| Number of channels to renove

SRS SRS +
| Must be zero |
SRS SRS +

Fi gure 10: Renove Request

A nmessage sent by either caller or answerer to request that bandw dth
be renmoved from a session

Nunber of channels to renove:
The maxi mum nunber of channels to renpve
2 octets fixed length

Mist be zero
Paddi ng to 32-bit boundary.
2 octets fixed length

3.3.7. REMOVE_RSP Message For nmat
This nessage is sent in response to a renove request. The responder

speci fi es the nunber of channels that can be renmoved. |f the
response specifies 0 channels the renpve is cancelled.

SRS SRS +
| Message type |
| 0x00000007 |
SRS SRS +
| Number of channels to renove

SRS SRS +
| Must be zero |
SRS SRS +

Figure 11: Renove Response
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A nmessage sent in response to a renove request specifying the nunber
of channel s that the peer agrees can be renoved.

Nurmber of channels to renove:
The maxi mum nunber of channels to renpve
May be zero, in which case the renove is
cancel | ed.
2 octets fixed length

Mist be zero
Paddi ng to 32-bit boundary.
2 octets fixed length

3.3.8. REMOVE_COWVPLETE Message For mat

This nessage is sent by the initiator of a renpbve transaction when

t he agreed upon nunber of channels have been renoved. The nessage is
used to notify the peer that the renove transaction is conplete and
it may return to the idle state.

SRS SRS +
| Message type |
| 0x00000008 |
SRS SRS +
| Nunmber of channels renoved |
SRS SRS +
| Must be zero |
SRS SRS +

Figure 12: Renove Conplete

A nmessage sent by the caller or answerer to indicate how many channel s
were actually renoved. This nessage was added in MP+ CM version 1.1.

Nunber of channel s renoved:
The nunber of channels that were renoved.
2 octets fixed length

Must be zero

Paddi ng to 32-bit boundary.
2 octets fixed length
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3.3.9. CLOSE_REQ Message For nmat

This nessage is sent when the peer requests to close the whole
session. This is typically due to a configuration option that

i ndi cat es when a system shoul d request to close the session (an
exanmpl e being, a link has been idle for greater than a preconfigured
time period).

SRS SRS +
| Message type |
| 0x00000009 |
SRS SRS +

Figure 13: MP+ cl ose request.
There are no data fields associated with this nmessage.
3.3.10. CLOSE_RSP Message For mat
If the peer agrees that closing the session is acceptable based on

it’s own configuration (an exanple reject reason would be that the
peer is configured with a *m ni mum* nunber of channels to keep

active).

SRS SRS +
| Message type |
| 0x0000000a |
SRS SRS +
| X To d ose |
SRS SRS +
| Must be zero |
SRS SRS +

Fi gure 14: MP+ cl ose response
The response to a close request. May be sent by caller or answerer.

K To d ose:
I f non-zero, peer said | can close all channels.
2 octets fixed length

Must be zero

Paddi ng to 32-bit boundary.
2 octets fixed length
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3.3.11. REMOTE_MGMI_REQ Message For mat

This message is sent froma master station to a slave station when
the master wi shes to manage the renote station. The nessage is al so
used to cancel renpte managenent once it’'s been started.

SRS SRS +
| Message type |
| 0x0000000b |
SRS SRS +
| Mode |
SRS SRS +
| Must be zero |
SRS SRS +

Figure 15: Renote Managenent Request

A message sent frommaster to slave to initiate or clear a renote
managenment sessi on

Mode:
One to start session. Zero to stop session
2 octets fixed length

Mist be zero
Paddi ng to 32-bit boundary.
2 octets fixed length

3.3.12. REMOTE_MGMI_RSP Message For mat
The sl ave side of a renpte managenent session has the opportunity to

rej ect remote nmanagenent. The master side is infornmed of accept/deny
status via the renpte nmanagenent response.

o e e e e oo o e e e e oo +
| Message type |
| 0x0000000c¢ |
o e e e e oo o e e e e oo +
| Mbde |
o e e e e oo o e e e e oo +

Figure 16: Renote Managenment Response

A message sent fromslave to master to allow or deny initiation of a
renot e managenent session
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Mode:
One to accept session. Zero to deny session.
2 octets fixed length

Mist be zero
Paddi ng to 32-bit boundary.
2 octets fixed length

3.3.13. REMOTE_MGMI_RX REQ Message For mat
This nessage type is used to convey keyboard input fromthe

managenent nmaster to be processed by the managenent slave. The
nmessage format consists of an octet count (in network byte order) and

then an array of octets to be processed. It |ooks liKke:
SRS SRS +
| Message type |
| 0x0000000d |
SRS SRS +
| character count |
SRS SRS +

Figure 17: Renote Managenent Receive Request

A nmessage sent fromnaster to slave, conveying keystrokes typed on the
masters keyboard that will be processed by the sl ave.

character count:
Nunber of characters to process.
2 octets fixed length

array of characters:
Array of characters to process.
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3.3.14. REMOTE_MGMI_TX REQ Message For mat

The renote nanagenent slave conveys output to be displayed on the
masters ternminal with a renote nmanagenent transnmit request nessage.
Only one nessage may be outstanding. The next transnit request may
not be sent until the previous has been acknow edged.

SRS SRS +
| Message type |
| 0x0000000e |
SRS SRS +
| character count |
SRS SRS +

Figure 18: Renote Managenent Transnit Request

A nmessage sent from slave to master, conveying output to be output on
the master’s display.

Character count:
Nunber of characters to process.
2 octets fixed length

array of characters:
Array of characters to process.

3.3.15. REMOTE_MGMI_TX RSP Message For mat
This nessage is used to acknow edge renote nanagenent transmt

requests. The slave nay send the next transmt request once this
nmessage has been received.

SRS SRS +
| Message type |
| 0x0000000f |
SRS SRS +

Figure 19: Renote Managenent Transnit Response

There are no data fields associated with this nmessage.
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3.3.16. CLEAR REQ Message For mat

A message sent to initiate a friendly shutdown of an MP+ |link. The
sender will stop sending data i nmediately. The receiver of the
nmessage will al so stop sending user data and start a clean shutdown
of all NCPs and the LCP of each nmenmber |ink of the bundle. Wen the
| ast nmenber link term nates, the session is conpletely closed.

SRS SRS +
| Message type |
| 0x00000010 |
SRS SRS +

Fi gure 20: C ear Request
There are no data fields associated with this nmessage.

3.4. Events

The MP+ state machine is event driven. Reception of an event triggers
an action and possibly a state change. The events processed by the
MP+ state machi ne can be roughly classed into two types:

Events that originate within the unit, e.g. notification that a
call has cleared, an W©MP+ session may be started, etc.

Events that originate with the reception of an MP+ contro
nmessage fromthe peer unit.

Both types are processed by the state machine in the sequence they
occurred. The events processed are:

MP+START _SESSI ON: Notification from PPP/MP that an
MP+ session is starting.

MP+SESSI ON_DOWN: Notification fromthe error-contro
| ayer that end-to-end connectivity
has been | ost and control nessages can
not be delivered.

MP+SESSI ON_TERM Session termnation notification from
PPP/ MP. This event is not sent until
the | ast channel of a multi-channe
session is cleared.

MP+TI MER_EXPI RED: Timers are used in various states and

sub-states. This event is signaled whenever
a timer expires.
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MP+CALL_COMPLETE:

MP+UTI LI ZATI ON:

MP+RX_VERSI ON_REQ

MP+RX_VERSI ON_RSP:

MP+ADD_REQ

MP+ADD_RSP:

MP+ADD_COMP:

MP+REMOVE_REQ

MP+REMOVE_RSP

MP+REMOVE_COMP:

MP+RX_RM REQ

MP+RX_RM RSP

MP+RX_RM RX_REQ

MP+RX_RM TX_REQ

Smth

Mul tilink Protocol

A cal l

conpl et ed.

fail ed.

Notification from MP/ PPP t hat

Pl us 1996

Apri |

pl aced during an add request has

The call may have succeeded or

l'i nk

utilization has crossed a threshold and that

channel s

may need to be added/renoved.

(The nunber of channels to add/renove wll be
passed with the notification).

A Version Exchange request nessage has
been received fromthe peer

A Version Exchange response nessage has
been received fromthe peer

An Add request nessage has been received

fromthe

peer.

An Add response nmessage has been received

fromthe

peer.

An Add Conpl ete nessage has been received

fromthe
A Renove
fromthe

A Renove
recei ved

A Renove
fromthe

A Renpte
fromthe

A Renpte
fromthe

A Renpte
recei ved

A Renote

peer.
request nessage has been received
peer.

response nessage has been
fromthe peer.

Conpl et e message has been received
peer.

Managenent
peer.

request has been received

Managenent
peer.

response has been received

Managenent Receive Request has been
fromthe far end.

Managenent Transmit Request has

been received fromthe peer
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MP+RX_RM TX_RSP:

MP+RX_CLEAR

MP+CLCOSE_REQ

MP+CLOSE_RSP:

MP+START_RM

MP+SEND_RMS:

MP+SEND_RVM

MP+RECV_RWM

MP+STOP_RM
3.5. State Machi ne

3.5.1 States

Mul tilink Protocol Plus April 1996
A Renote Managenent Transmit Response has
been received fromthe peer

A request to shut down the session has been
recei ved fromthe peer.

A O ose Request nessage has been received
fromthe peer.

A O ose Response nessage has been received
fromthe peer.

Request to start a renote nmanagenent session
with this station being the naster.

Request to send data to a renpte managenent
master froma sl ave.

Request to send data to a renpte managenent
slave froma master

Request to send an ack to a renpte nanagenent
sl ave for data received fromthe sl ave.

Request to stop a renpte nmanagenent session

To ease readability and understanding the major states are consi dered
as separate state nachi nes, each having two to four sub-states. The
sub-states are named by the letters, A B, C, and D. State
information is maintained for every interface.

The maj or states are:

MP+STATE_| NI TI AL:

MP+STATE | DLE:

MP+STATE_ADD:

Smth

The state of an unused session. Session table
entries are intialized to this state at startup
and return to this state when sessions are

t erm nat ed

The state of an active session that is not
perforning any MP+ function.

The state of a session when an add transaction is
in progress.
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MP+STATE REMOVE: The state of a session when a renopve transaction is
in progress.

MP+STATE_CLCSE: The state of a session that is in the process of
bei ng cl osed.

State transitions are triggered by the reception of an event. Tables
2 through 6 contain the state tables for the major states. All state
tabl es use the foll ow ng synbol s.

- No action

* Stay in sane state

+ Target state is defined by the action taken

** An error has occurred, log an error nessage but no

state change.

States and sub-state transitions are noted as state:sub-state, e.g.,
initial: A Alternative transitions are |isted on separate |ines.

3.5.2 Conmon Actions
Sone actions are common to all states, they are defined here.
Error C ose Action
Called to close a session when an error occurs. Actions are:
[1] Stop timer if running.
[2] Log an error nessage.
[3] dose the MP+EC | ayer for this session.
[4] Cdose MP for this session
[6] Cdean up, restore state variables to their initial state.
Term Action

Processed when a MP+SESSI ON_TERM event occurs in nobst states.
Actions are:

[1] Stop timer if running.

[2] Cdose the MP+EC | ayer for this session.
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[3] Call the passed termnation callback function if not null.
[4] Cdean up, restore state variables to their initial state.

I gnore Action
We don’t care about this event in this state. Do nothing.

Ti mer Action
This action is called when a tiner expires in one of the on-1line
states. The tinmer is used to inplenment add and renove | ocks. A
lock is set when an add or renove fails and is not cleared unti
a bandwi dth change or the tinmer expires. This keeps us from
retrying add’s and subtracts until there is a likelyhood that it
will succeed.
[1] Check add I ock flag.

[1] If set an add | ock occured last tineout period so
triple the tineout value (to a max of 81 minutes).

[2] If not set restore the tineout value to its initial
val ue of one mnute.

[2] dear the add | ock flag.

[3] dear the renove |ock flag.

[4] Restart the retry tiner.
Enter Renove [local] Action

The local unit is initiating a renove transaction. The desired
bandwi dth is given

[1] Restart the idle timer.

[2] Calculate nunber of channels to renove (difference between
nunber in use and nunber in desired).

[3] Build and send a renpve request and send to renote.

[4] Go to REMOVE: A
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Ent er

Renove [renpte] Action

The renote unit is initiating a remove transaction. The incom ng
nmessage contai ns the nunber of channels to renove.

[1] Restart the idle timer.

[2] Request the nunmber of channels required. If greater than the
nunber avail able after renoving the nunber of channels indicated
in the incom ng nessage reduce the nunber of channels to renove
and set a renmpove | ock

[3] Build a renove response nessage indicating the nunber of
channels we will allow the requester to renove and send to the
renot e.

[4] Go to REMOVE: B.

Enter Add [l ocal] Action

Smth

The local unit is initiating an add transaction. W are given
t he nunber of channels desired. The steps are:

[1] Restart the idle timer.

[2] Calculate nunber of channels to add (difference between
nunber desired and number in use).

[3] Reserve nunmber of channels, retrieving their phone nunbers.

[4] [If nunber of channels reserved |l ess than the nunber desired
set an add | ock.

[5] If nunber of channels reserved greater than zero.

[1] Build an add request. If the answerer the request
i ncl udes the phone nunbers for the caller to dial

[2] If caller, go to ADD: A
[3] If answerer, go to ADD: C

[6] CGo to |IDLE state.
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Enter Re

Enter Ad

Smth

Mul tilink Protocol Plus April

nove [renote] Action

The renote unit is initiating a renove transaction. The
i nconmi ng nessage contains the nunber of channels to renove.

[1] dear the renove | ock.

[2] Restart the idle timer.

[3] Request the nunber of channels required. If greater
than the nunber available after renoving the nunber of
channel s indicated in the incom ng nessage reduce the
nunber of channels to renove.

[4] Build a renove response nessage indicating the nunber
of channels we will allow the requester to renove and
send to the renote.

[5] ©Go to REMOVE, sub-state B.

d [renmote answerer] Action

W' ve received a nessage from the renote requesting that

bandwi dth be added. The nessage contains the nunber of
channels to add. Since the renote is the answerer, the nes-
sage also contains the phone nubners to dial. W nay dial

| ess than the nunber requested.
[1] Restart idle tiner.

[2] |If the nunber of channels requested will put us over
t he maxi mum nunber of channels all owed for the session
reduce the channel count.

[3] For each channel to add,

[1] Integrate the phone nunber returned from the
answerer with the original phone nunber dial ed.

[2] Request that a session be extended by dialing
the integrated phone nunber. A callback is
passed with the request so call success or fail-

ure can be reported back to MP+.

[4] CGo to ADD:B. Note: This change nust actu-
ally occur before requesting the first outgoing call.
If not, the <callback could be called (and ignored)
because the session is not in the correct state.
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Enter Add [renote caller] Action

W' ve received a nessage fromthe renote requesting that
bandwi dth be added. The nessage contains the nunber of
channels to add. Since the rempte is the caller, it needs
us to send the phone nunbers to dial. W my send fewer
phone nunbers than requested

[1] Restart idle tiner.

[2] [If the nunber of channels requested will put us over
t he maxi mum nunber of channels all owed for the session
reduce the channel count.

[3] Reserve the adjusted nunber of channels, retrieving
their phone nunbers.

[4] |If the nunber of channels reserved is less than the
adj ust ed number requested.

[5] Build an add response nessage, including the phone
nunbers for the <channels we will let the caller add
and send it to the far end.

[6] CGo to ADD: C

Enter Idle Action
The IDLE state is entered at the end of normal transactions.
At entry the current status of the connection should be
checked and new transactions initiated if necessary. To be
safe, we <can also use this state as a catch all place to
rel ease any bandw dth reserved for adds. The functions to
perform are:
[1] Restart the idle timer using the current retry val ue.
[2] Release any reserved bandw dth not actually in use.

[3] Check if bandwi dth change reqested during |last trans-
action. |f change indicated:

[1] Query channel counts.
[2] [If current bandw dth |ess than suggested band-
wi dth and renoves are not |ocked, store the

requested bandwi dth and initiate a renove trans-
action (Enter Renove Action).
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[3] If current bandwidth greater than suggested
bandw dth and adds are not | ocked:

[1] Store the requested bandw dth.

[2] Intiate an add transaction (Enter Add
[l ocal] Action).

[4] Go to the IDLE state.

Renot e Managenent Request Action

We received a request to start/stop renote nanagenent.
If this is a start request
If we can/allow renpte managenent:
Build and send a Renote nmanagenent response Allow
nmessage.
El se
Buil d and send a Renpbte nmanagenent response Deny
nessage.
El se (this is a stop)

Notify the renote managenent sl ave process to term nate.

Renot e Managenent Response Action

W received a response to our renpte nanagement start request.
If the response was an All ow response
Notify the renote managenent master process, we can
start sendi ng keystrokes/ comands
El se
The peer denied the request, so notify the renote
managenent mnaster process of failure.

Renot e Managenent Receive Data Action

We (the slave) received data fromthe renote nanagenent mnaster.
Pass the received data to the renote managenent sl ave process.

This is typically keystroke data received fromthe renote user
i nterface.

Renot e Managenent Transmit Data Action

We (the master) received data fromthe renote managenent sl ave.
Pass the received data to the renote managenent naster process.

This is typically screen-updates to be passed to the user
i nterface.
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Renot e Managenent Transmit Data Response Action
We (the slave) received an ack to data we previously sent to the
master. Notify the renpte managenent slave process so that it
can queue further transmni ssions.

Renot e managenent (Master) start Action

Build a REMOTE_MGMI_REQ start nessage and send to the far end.
Send a proceedi ng nessage to the RM naster process.

Renot e managenent (Sl ave) data Action

Buil d a REMOTE_MaMI_TX REQ nessage with the data passed from
the renote nanagenent slave process, send it to the far end.

Renot e managenent (Master) data Action

Buil d a REMOTE_MaMI_RX_REQ nmessage with data passed fromthe
renot e managenent master process, send it to the far end.

Renot e managenent data acknow edgenent Action
Build a REMOTE_MaMI_TX RSP nessage and send it so the slave can
send the next block. There is no data associated with this
nmessage.
Renot e managenent (Master) stop Action
Buil d a REMOTE_MGMI_REQ stop nessage and send to the far end.
3.5.3. MP+STATE_INITI AL state machi ne

All sessions start fromthis state, sub-state A. The state is not
exited until version exchange succeeds.

The sub-states are:

A Initial state
B Sent version request, waiting for version response.
C Waiting for version request.
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Event Sub-state

A B C
MP+START_SESSION  1,+ o o
MP+SESSI ON_DOWN ** 2, Initial:A 2, 1nitial:A
MP+SESSI ON_TERM ** 3,Initial:A 3,Initial:A
MP+TI MER_EXPI RED *x 4, Initial:A 7,1nitial:B
MP+RX_VERSI ON_REQ * 8, Initial:A 5, +
MP+RX_VERSI ON_RSP ok 6, + o
MP+START_RM 9, * 9, * 9, *
Al'l other events *x *x *x

Table 2: Initial State Mchine
Acti ons:
1 Start tinmer, 60 seconds if originator, 30 seconds if answerer.
Start MP+

I f originator

Bui | d and send versi on exchange request

Go to INITIAL,

sub-state B.

Go to INITIAL, sub-state C

2 Do Error Close Action, go to INITIAL, sub-state A

3 Do Term Action, go to INITIAL, sub-state A

4 Do Error Close Action, go to INITIAL, sub-state A

5 Stop the idle tiner.
Compare protocol versions, if they do not match Do Error C ose
Action, go to INTIAL, sub-state A
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Store off info received fromrenote
Buil d a version exchange response and send to renote end.
Do Enter Idle Action which causes a state change.

6 Stop the retry tinmer.

Compare protocol versions, if they do not match Do Error C ose
Action, go to INITIAL, sub-state A

Store off info received fromrenote
Check the base channel count in the callers profile.
If greater than 1
Set the requested bandwi dth to the base channel count.
Do Enter Add Caller action which causes a state change.
Do Enter Idle Action which causes a state change.

7 Both sides think they are the answerer. This is possible if both
dial each other at the sane tinme and the first channel that
conmpl et ed PPP negoti ati on happened to be the channel associ ated
with the incomng call on both units. We resolve this by trying
to becone the originator.

If both sides try to beconme the originator the one with the
| argest endpoint discrinminator will fall back to being the
answer er.

Restart Idle tiner at 60 seconds
Buil d and send Versi on Exchange Request nessage
G to Initial:B

8 Both sides think they are the originator. This can happen if
both dial each other at the sane tinme and the first channel
that conpl eted PPP negoti ati on happened to be the channel
associated with the originating call on both units. M+
determ nes which will be the caller and which the answerer by
conparing the endpoind discrinminator in the version exchange
request with the I ocal endpoint discrininator. The unit with
the smaller endpoint is arbitrarily called the originator. The
actions are:
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Compare | ocal endpoint discrininator with endpoint discrinmator
i n message.

If local endpoint discrimnator is |ess than the renote val ue
we are the caller, ignore the incom ng nessage.

O herwi se, if local endpoint discrimnator is greater than the
renote value we are the answerer:

Compare protocol versions, if they do not match
Do Error Close Action, go to INITIAL, sub-state A

Store off info received fromrenote.
Buil d a version exchange response and send to renote end.
Do Enter Idle Action which causes a state change.

If the two values match, there is a problem Do Error d ose
Action,go to INITIAL, sub-state A

9 Log an error nessage.
Notify the user interface of renote managenment failure.

3.5.4. MP+STATE_I DLE state machine

The Idle state is the state of an active session with no call
managenment activity in progress.

There are no sub-states.

Event State
A
VP+SESSION.DOM  Linitial:A
MP+SESSI ON_TERM 2, Initial:A
MP+TI MER_EXPI RED 3,*
MP+UTI LI ZATI ON 4, +
MP+RX_ADD_REQ 5, +
MP+RX_REMOVE_REQ 6, Renove: B
MP+RX_RM_REQ 7, +
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MP+RX_RM RSP 8, +
MP+RX_RM_RX_REQ 9, +
MP+RX_RM TX_REQ 10, +
MP+RX_RM TX_RSP 11, +
MP+RX_CLOSE_REQ 12, +
MP+START_RM 13, *
MP+SEND_RMS 14, *
MP+SEND_RWM 15, *
MP+RECV_RWM 16, *
MP+STOP_RM 17, *
Al'l other events *x

Tabl e 3: | dle State Machi ne

April 1996

Acti ons:
1 Do Error Close Action, go to INITIAL, sub-state A
2 Do Term Action, go to INITIAL, sub-state A
3 Do Timer Action.
4 Note that a bandw dth change has been reqgested.
Do Enter Idle Action which may cause a state change.
5 If we are the caller:
Do Enter Add [renote answerer] Action.
o e Do Enter Add [renote caller] Action.
6 Do Enter Renopve [renpbte] Action
7 Do Renpte Managenent Request Action
8 Do Renpte Managenent Response Action
Smith I nf or mat i onal
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10
11

12

13

14

15

16

17
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Do Renote Managenent
Do Renote Managenent
Do Renote Managenent

Cl ear renove | ock.

If | ocal recomended
send a C ose
set to TRUE

El se
send a C ose

set to FALSE.
Enter Idle Action.

Renot e managenent
Renot e managenent

Renot e managenent

g § § 8 §

Renot e managenent

Do Renote managenent

Recei ve Data Action
Transmt Data Action
Transnit Data Response Action

channels == 0, then:
Response nessage with OK To C ose

Response nessage with OK To C ose

(Master) start Action
(Slave) data Action
(Master) data Action

dat a acknow edgenent Action

(Master) stop Action

3.5.5. MP+STATE_ADD state machi ne

The add state is used by both caller and answerer when an add
transaction is in progress.

The sub-states are:

Smth

A

B

Add request sent to answerer, waiting for add response
fromthe answerer.
Caller waiting for call complete notification for calls

pl aced.

Answerer waiting for add conpl ete nessage fromcaller.
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Event Sub-state

A B C
MPISESSIONDOW  L.initial:A  7.Closing A L initial:A
MP+SESSI ON_TERM 2,Initial:A 7, osing: B 2,Initial:A
MP+TI MER_EXPI RED 3, + 3, + 3, +
MP+UTI LI ZATI ON 4,* 4,* 4, *
MP+CALL_COVPLETE *x 8,l1dle:A *x
MP+RX_VERSI ON_REQ S * % o
MP+ADD_REQ 5, Add: B *x *x
MP+ADD_ RSP 6, + * ok * K
MP+ADD_COWP * * 9,Idle:A
MP+RX_RM REQ 10, + 10, + 10, +
MP+RX_RM_RSP 11, + 11, + 11, +
MP+RX_RM_RX_REQ 12, + 12, + 12, +
MP+RX_RM TX_REQ 13, + 13, + 13, +
MP+RX_RM TX_RSP 14, + 14, + 14, +
MP+RX_REMOVE_REQ T x x ¥
MP+START_RM 15, * 15, * 15, *
MP+SEND_RVS 16, * 16, * 16, *
MP+SEND_RMM 17, * 17,* 17, *
MP+RECV_RWM 18, * 18, * 18, *
MP+STOP_RM 19, * 19, * 19, *
Al other events o ** *x

Table 4: Add State Mchi ne
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Acti ons:
1 Phone nunbers (nay) have been reserved, they nust be rel eased
bef ore the normal error processing occurs.
Rel ease all reserved phone nunbers
Do Error C ose Action
2 Phone nubners (nay) have been reserved, they nust be rel eased
bef ore the normal cl ose processing occurs.
Rel ease all reserved phone nunbers
Do Term Action.
3 Do Tinmer Action
4 Note that a bandw dth change has been regested. This will be
processed the next tine IDLE state is entered.
5 An add col lision has occured. Since the answerer has sent phone

nunbers we will try to use what he as sent, within the limts of
the |l ocal system

Compare | ocal channels to add with current channels to
add.

If the local channels to add is | ess than the renote
channel s to add

If the renote nunmber of channels requested wll
put us over the maxi mum nunber of channels

all oned for the session reduce the channel count
and set an add | ock.

Re-reserve the channels. |If the nunber reserved
are |l ess than the nunber of phone nunbers

provi ded by the far end, set an add | ock and
reduce the nunber of channels to add to what we
coul d reserve

Now treat the renote add request as if it were an add
response and process by:

Integrate the phone nunber returned fromthe
answerer with the original phone nunber dial ed.
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Request that a session be extended by dialing
the integrated phone nunber. A callback is
passed with the request so call success or
failure can be reported back to MP+.

Go to ADD:B. Note: This change nust actually
occur before requesting the first outgoing call.
If not, the callback could be called (and

i gnored) because the session is not in the
correct state.

If the answerer provided fewer phone nunmbers than requested set
an add | ock.

If the nunber of channels is zero send an add conpl ete nessage
(there’s nothing to do) and go to the IDLE state.

For each phone nunber returned

Integrate the phone nunber returned fromthe answerer
with the original phone nunber dial ed.

Request that a session be extended by dialing the
i ntegrated phone nunber. A callback is passed with the
request so call success or failure can be reported back
to MP+.
Go to ADD:B. Note: This change nust actually occur before
requesting the first outgoing call. |If not, the callback could
be called (and ignored) because the session is not in the correct
st at e.
Restart idle tiner for abort.
Increment the count of calls conpl eted.

If the call succeeded, increnent the count of calls that
succeeded.

If the count of calls conpleted equals the nunber of calls placed

I f nunber of calls conpleted is not the sane as the
nubrmer that succeeded set an add | ock

Buil d an add conpl ete nmessage and send it to the far end.

If at | east one channel was added cl ear any renpve | ock
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Co to the |IDLE state.

9 I f nunber of channels requested not equal to nunber connected
set add | ock.

If at | east one channel was added cl ear any renove | ock.

Co to the |IDLE state.

10 Do Renot e Managenment Request Action

11 Do Renot e Managenment Response Action

12 Do Renote Managenent Receive Data Action

13 Do Renote Managenent Transnit Data Action

14 Do Renpte Managenent Transnit Data Response Action
15 Do Renot e managenent (Master) start Action

16 Do Renote managenent (Sl ave) data Action

17 Do Renot e managenent (Master) data Action

18 Do Renot e managenent data acknow edgenent Action
19 Do Renot e managenent (Master) stop Action

3.5.6. MP+STATE_REMOVE state nachine
The state of a session while processing a renove transaction.
The sub-states are:

A Renove request sent, waiting for renove response
B Renove response sent, waiting for renove conplete
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Event Sub-state

A B
VPYSESSION DO Linitial:A L initial:A
MP+SESSI ON_TERM 2, 1nitial:A 2, Initial:A
MP+TI MER_EXPI RED 3, + 3, +
MP+UTI LI ZATI ON 4,* 4,*
MP+RX_ADD_REQ 5 + wx
MP+RX_REMOVE_REQ 6, + e
MP+RX_REMOVE_RSP 7, 1dl el A o
MP+RX_REMOVE_COWP ** 8,l1dle:A
MP+RX_CLOSE_REQ -, F *
MP+RX_RM REQ 9, * 9, *
MP+RX_RM RSP 10, * 10, *
MP+RX_RM_RX_REQ 11, * 11, *
MP+RX_RM TX_REQ 12, * 12, *
MP+RX_RM TX_RSP 13, * 13, *
MP+START_RM 14, * 14, *
MP+SEND_RMS 15, * 15, *
MP+SEND_RWM 16, * 16, *
MP+RECV_RMM 17, * 17, *
MP+STOP_RM 18, * 18, *

Al other events

Tabl e 5: Renpbve State Machine

Smth
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Acti ons:
1 Do Error C ose Action
2 Do Term Action
3 Do Tinmer Action
4 Not e that a bandw dth change has been reqested. This will be
processed the next tine IDLE state is entered.
5 Qur remove conflicted with the renote end Add. The add takes
pr ef erence.
Set a renove | ock
If we are the caller Do Enter Add [renpte answerer] Action
O herwise Do Enter Add [renpte caller] Action
6 Two renove requests collided. W give preference to the caller
(an arbitrary decision).
If caller, ignore nmessage.
El se
Check maxi mum nunber of channel s needed by the |ocal end.
Reduce the requested renmove count and set a renove |ock if
necessary.
Buil d and send a renobve response to the renote.
Go to Renpve: B.
7 Compare the nunber of channels requested with the nunber all owed
in the response. |If fewer allowed set a renove |ock
Look at the current bandwidth. [If the nunber to renove would
bring the current bendw dth bel ow requirenments reduce the nunber
of channels to renove.
If still channels to renove:
Renove t he channel s.
G ear any add | ock.
Send a renove conpl ete indicating the nunber of channels renoved.
8 If at | east one channel was renoved clear any add | ock
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9 Do Renot e Managenment Request Action

10 Do Renote Managenent Response Action

11 Do Renpt e Managenent Receive Data Action

12 Do Renote Managenent Transnit Data Action

13 Do Renote Managenent Transnit Data Response Action
14 Do Renot e managenent (Master) start Action

15 Do Renot e managenent (Sl ave) data Action

16 Do Renot e managenent (Master) data Action

17 Do Renot e managenent data acknow edgenent Action
18 Do Renot e managenent (Master) stop Action

3.5.7. MP+STATE_CLOCSE st ate machi ne

The close state is used when we are gracefully closing a session or
when we were notified that a session term nated mid-transaction

The sub-states are:

A Waiting for call conplete after session down notification
B Waiting for call conplete after session termnate
notification.
C Waiting for close response after session close request
sent.
Event Sub-state
A B C
MP+SESSI ON_DOWN * -, % 7,Initial:A
MP+SESSI ON_TERM 1,C ose: B ** 8, Initial:A
MP+TI MER_EXPI RED 2, 1nitial:A 5, Initial:A 6, *
MP+UTI LI ZATI ON -, -, 9,*
MP+CALL_COWPLETE 3, + 6,Initial:A *
MP+ADD_REQ *x - 10, +

Smith | nf or mat i onal [ Page 44]



RFC 1934 Mul tilink Protocol Plus April 1996
MP+REMOVE_REQ ** ** 11, Renove: B
MP+CLOSE_REQ S T x 12
MP+CLCOSE_RSP - % - 13, +
MP+START_RM 4, * 4 > 7

Al'l other events ** ** **

Table 6: C ose State Machine

Acti ons:

1 The session was closed while waiting for call conpl etes.

Smth

Just go to O ose:B.

We tinmed out waiting for conpletes. Just process the |ink down,

NOW.
Do Error d ose Action.

I ncrement the nunber of calls conplete.
If equal to the nunber of calls placed then:
Do Error C ose Action, go to Initial:A
El se
No state change.

Log an error message.

Notify the user interface of renote managenment failure.

We didn't get all the notifications that we expect. G ve up and

cl ose the session anyway. Do Term Action .

I ncrement the nunber of calls conplete.

If equal to the nunber of calls placed then:
Do Term Action, go to Initial:A

El se
No state change

Do Error C ose Action

Do Term Action

Not e that a bandw dth change has been regested.

| nf or mat i onal
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processed the next tine IDLE state is entered.

This is an Add & C ose collision. Add wins. Performcurrent
renote add action.
If we are originator
Do Add [ Renpbte Answerer] Action
el se
Do Add [Renpte Caller] Action

This is a Renove & Close collision, the Renove will w n:
Set renove | ock to FALSE
Do Renove [Renote] Action.

This is a Cose collision. But since we both agree:
If we are originator

Send a C ose Response with okToC ose set to TRUE.
El se

Send a Cl ose Response with okToC ose set to FALSE.

If Close Response is received with okToC ear is TRUE then:
Do Term Acti on

El se
set renmpve |lock to TRUE and do Enter Idle Action.

4. PPP LCP Extensions

MP+ Configuration Option

The Multilink Protocol Plus introduces the use of an additi onal
Configuration Option:

0

01234567890123456789012345678901

il s T T S S S S S i N T i ST S S S S S e e L T 2
| type = 22 | length = 4 | Currently unused |
il s T T S S S S S i N T i ST S S S S S e e L T 2

1 2 3

Figure 21: MP+ Option

Type - 22.

NOTE: The current inplenentation uses option 0. This is not an

assi gned nunber, so an | ANA assigned official identifier has been

obt ai ned (22).

The option, when sent to a peer, advises the peer that:

Smth

the unit is capable of running the MP+ protocol;

1996
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The peer can accept or reject the option.

NOTE: The MP+ option MJST NOT be included unless MP is also
negoti at ed.

5. Security Considerations
Security issues are not discussed in this neno.
6. References

[1] K Sklower, B. Lloyd, G MGegor, D. Carr, "The PPP Miltilink
Protocol (MP)".

[2] Sinpson, W, Editor, "The Point-to-Point Protocol (PPP)", STD
51, RFC 1661, Daydreaner, July 1994.

7. Author’s Address

Kevin Smth

Ascend Communi cati ons
1275 Har bor Bay Par kway
Al aneda, CA 94502

Phone: (510) 769-6001

FAX: (510) 814-2300
EMail:  ksnith@scend. com

Smith I nf or mat i onal [ Page 47]






