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Abstract

The Virtual LAN Link State Protocol (VLSP) is part of the InterSwi tch
Message Protocol (1SMP) which provides interswitch conmunication

bet ween swi tches running Cabl etron’s SecureFast VLAN ( SFVLAN)

product. VLSP is used to determine and maintain a fully connected
nmesh topol ogy graph of the switch fabric. Each switch naintains an

i dentical database describing the topology. Call-originating swtches
use the topol ogy database to deternine the path over which to route a
call connecti on.

VLSP provi des support for equal -cost nultipath routing, and
recal cul ates routes quickly in the face of topol ogi cal changes,
utilizing a mninmumof routing protocol traffic.
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1. Introduction
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The convention in the docunentation of Internet Protocols is to
express nunbers in decimal and to picture data in "big-endi an"
order. That is, fields are described left to right, with the nost
significant octet on the left and the | east significant octet on
the right. The order of transm ssion of the header and data
described in this docunent is resolved to the octet |evel.
Whenever a di agram shows a group of octets, the order of

transm ssion of those octets is the normal order in which they are
read in English

Whenever an octet represents a nuneric quantity the left nost bit
in the diagramis the high order or nost significant bit. That
is, the bit labeled 0 is the nost significant bit.

Simlarly, whenever a nulti-octet field represents a nuneric
gquantity the left nost bit of the whole field is the nost
significant bit. Wen a nulti-octet quantity is transmtted the
nost significant octet is transmtted first.

1.3 | SMP Overvi ew

The InterSwitch Message Protocol (ISMP) provides a consistent nethod
of encapsulating and transmitting control nessages exchanged between
swi tches running Cabl etron’s SecureFast VLAN (SFVLAN) product, as
described in [IDsfvlan]. |SWMP provides the follow ng services:

(0]
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Topol ogy services. Each switch maintains a distributed topol ogy
of the switch fabric by exchanging the follow ng intersw tch
control nessages with other switches:

Interswitch Keepalive nessages are sent by each switch to announce
its existence to its neighboring switches and to establish the
topol ogy of the switch fabric. (Interswitch Keepalive nessages
are exchanged in accordance with Cabletron’s VIanHel |l o protocol,
described in [IDhello].)

Interswi tch Spanning Tree BPDU nessages and Interswi tch Renote
Bl ocki ng nessages are used to deternmine and maintain a | oop-free
flood path between all network switches in the fabric. This flood

path is used for all undirected interswitch messages -- that is,
nessages that are (potentially) sent to all switches in the switch
fabric.

Interswitch Link State nessages (VLS protocol) are used to
determine and maintain a fully connected nesh topol ogy graph of
the switch fabric. Call-originating switches use the topol ogy
graph to deternmine the path over which to route a call connection
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0 Address resolution services. Interswitch Resolve nessages are
used to resolve a packet destination address when the packet
source and destination pair does not natch a known connection
Interswitch New User nessages are used to provide end-station
address nobility between switches.

0 Tag-based flooding. A tag-based broadcast nethod is used to
restrict the broadcast of unresolved packets to only those ports
within the fabric that belong to the sane VLAN as the source.

o Call tapping services. Interswitch Tap nmessages are used to
nonitor traffic noving between two end stations. Traffic can be
nonitored in one or both directions along the connection path.

Note: Previous versions of VLSP treated all links as if they were
broadcast (multi-access). Thus, if VLSP determ nes that a nei ghbor
switch is running an ol der version of the protocol software (see
Section 6.1), it will change the interface type to broadcast and
begi n exchangi ng Hell o packets with the single neighbor switch.

2. VLS Protocol Overview

VLSP is a dynamic routing protocol. It quickly detects topol ogical
changes in the switch fabric (such as, switch interface failures) and
cal cul ates new | oop-free routes after a period of convergence. This
period of convergence is short and involves a m ni mum of routing
traffic.

All switches in the fabric run the sanme al gorithm and maintain

i denti cal databases describing the switch fabric topology. This

dat abase contains each switch’'s |local state, including its usable

i nterfaces and reachabl e nei ghbors. Each switch distributes its

| ocal state throughout the switch fabric by flooding. Fromthe

t opol ogi cal dat abase, each switch constructs a set of best path trees
(using itself as the root) that specify routes to all other switches
in the fabric.
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2.1 Definitions of Cormonly Used Terns

This section contains a collection of definitions for ternms that have
a specific meaning to the protocol and that are used throughout the
text.

Switch I D

A 10-octet value that uniquely identifies the switch within the
switch fabric. The value consists of the 6-octet base MAC address
of the switch, followed by 4 octets of zeroes.

Net wor k |i nk

The physi cal connection between two switches. Alink is
associated with a switch interface.

There are two physical types of network |inks supported by VLSP:

0 Point-to-point links that join a single pair of switches. A
serial line is an exanple of a point-to-point network I|ink.

o Milti-access broadcast |inks that support the attachnment of
multiple switches, along with the capability to address a
single nessage to all the attached switches. An attached
ethernet is an exanple of a nmulti-access broadcast network
l'ink.

A single topology can contain both types of links. At startup
all links are assuned to be point-to-point. Alink is
determ ned to be multi-access when nore than one nei ghboring
switch is discovered on the |ink
Interface
The port over which a switch accesses one of its links.
Interfaces are identified by their interface ID, a 10-octet val ue
consisting of the 6-octet base MAC address of the switch, foll owed
by the 4-octet | ocal port nunber of the interface.
Nei ghboring sw tches

Two switches attached to a commpn |ink
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Adj acency

A relationship formed between sel ected nei ghboring switches for
the purpose of exchanging routing information. Not every pair of
nei ghbori ng sw tches becone adjacent.

Li nk state adverti senent

Describes the local state of a switch or a link. Each link state
advertisenment is flooded throughout the switch fabric. The
collected Iink state advertisenents of all switches and links form
the protocol’s topol ogi cal database.

Desi gnated switch

Each mul ti-access network |link has a designated switch. The

desi gnated switch generates a link state advertisenent for the
link and has other special responsibilities in the running of the
pr ot ocol

The use of a designated switch permits a reduction in the nunber
of adj acencies required on nulti-access links. This in turn
reduces the amount of routing protocol traffic and the size of the
t opol ogi cal dat abase.

The designated switch is selected during the discovery process. A
designated switch is not selected for a point-to-point network
l'i nk.

Backup desi gnated sw tch

Each nmulti-access network Iink has a backup designhated switch

The backup designated switch naintains adjacencies with the sane
switches on the Iink as the designated switch. This optinizes the
failover tine when the backup designated switch nust take over for
the (failed) designated swtch

The backup designated switch is selected during the D scovery
process. A backup designated switch is not selected for a point-
to- poi nt network |ink.

2.2 Differences Between VLSP and OSPF

The VLS protocol is derived fromthe OSPF |ink-state routing protocol
described in [ RFC2328] .
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2.2.1 Qperation at the Physical Layer

The primary differences between the VLS and OSPF protocols stem from
the fact that OSPF runs over the IP layer, while VLSP runs at the
physi cal MAC |l ayer. This difference has the follow ng repercussions:

0 VLSP does not support features (such as fragnmentation) that are
typically provided by network | ayer service providers.

o Due to the unrelated nature of MAC address assignments, VLSP
provi des no summari zati on of the address space (such as, classical
| P subnet information) or level 2 routing (such as,

I S-1'S Phase V DECnet). Thus, VLSP does not support grouping
switches into areas. All switches exist in a single area. Since
a single domain exists within any switch fabric, there is no need
for VLSP to provide interdomain reachability.

0o As mentioned in Section 10.1.1, |SM uses a single well-known
nmul ti cast address for all packets. However, parts of the VLS
protocol (as derived from OSPF) are dependent on certain network

| ayer addresses -- in particular, the Al SPFSw t ches and
Al DSwi t ches nul ticast addresses that drive the distribution of
link state advertisenents throughout the switch fabric. |In order

to facilitate the inplenentation of the protocol at the physical
MAC | ayer, network | ayer address information is encapsulated in
the protocol packets (see Section 10.3). This information is
unbundl ed and packets are then processed as if they had been sent
or received on that nulticast address.

2.2.2 Al Links Treated as Point-to-Point

When the switch first cones on line, VLSP assunmes all network |inks
are point-to-point and no nore than one neighboring switch will be

di scovered on any one port. Therefore, at startup, VLSP does not
send its own Hell o packets over its network ports, but instead,
relies on the VianHell o protocol [IDhello] for the discovery of its
nei ghbor switches. |[|f a second neighbor is detected on a link, the
link is then deened nmulti-access and the interface type is changed to
broadcast. At that point, VLSP exchanges its own Hell o packets with
the switches on the link in order to select a designated switch and
desi gnat ed backup switch for the |ink

This nethod eli m nates unnecessary duplication of nessage traffic and

processing, thereby increasing the overall efficiency of the swtch
fabric.
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Note: Previous versions of VLSP treated all links as if they were
broadcast (multi-access). Thus, if VLSP determ nes that a nei ghbor
switch is running an ol der version of the protocol software (see
Section 6.1), it will change the interface type to broadcast and
begi n exchangi ng Hell o packets with the single neighbor switch.

2.2.3 Routing Path Information

| nstead of providing the next hop to a destination, VLSP cal cul ates
and nai ntai ns conplete end-to-end path informati on. On request, a
list of individual port identifiers is generated describing a
conplete path fromthe source switch to the destination switch. |If
mul tiple equal -cost routes exist to a destination switch, up to three
pat hs are cal cul ated and r et urned.

2.2.4 Configurable Paraneters

2.

2.

OSPF supports (and requires) configurable paraneters. |In fact, even
the default OSPF configuration requires that |IP address assignnents
be specified. On the other hand, no configuration information is
ever required for the VLS protocol. Switches are uniquely identified
by their base MAC addresses and ports are uniquely identified by the
base MAC address of the switch and a port nunber.

Wil e a developer is free to inplenment configurable paraneters for
the VLS protocol, the current version of VLSP supports configurable
path netrics only. Note that this has the follow ng repercussions:

o Al switches are assigned a switch priority of 1. This forces the
sel ection of the designhated switch to be based solely on base MAC
addr ess.

0 Authentication is not support ed.

5 Features Not supported

In addition to those features nentioned in the previous sections, the

foll owing OSPF features are not supported by the current version of

VLSP:

0 Periodic refresh of link state advertisenents. (This optinizes
performance by elimnating unnecessary traffic between the
swi tches.)

0 Routing based on non-zero type of service (TOS).

0 Use of external routing information for destinations outside the
switch fabric.
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2.3 Functional Sumary
There are essentially four operational stages of the VLS protocol.
o Discovery Process The di scovery process involves two steps:

0 Neighboring switches are detected by the M anHel | o protocol
[ 1 Dhel l o] which then notifies VLSP of the neighbor

o If nmore than one neighbor switch is detected on a single port,
the link is determned to be nulti-access. VLSP then sends its
own Hell o packets over the link in order to discover the full
set of neighbors on the link and select a designated switch and
desi gnat ed backup switch for the link. Note that this
sel ection process is unnecessary on point-to-point |inks.

The di scovery process is described in nore detail in Section 6.
0 Synchroni zing the Dat abases

Adj acencies are used to sinplify and speed up the process of
synchroni zi ng the topol ogi cal database (al so known as the |ink
st at e dat abase) nmintained by each switch in the fabric. Each
switch is only required to synchronize its database with those
nei ghbors to which it is adjacent. This reduces the anmount of
routing protocol traffic across the fabric, particularly for
nmul ti-access links with multiple swtches.

The process of synchronizing the databases is described in nore
detail in Section 7.

0o Maintaining the Databases

Each switch advertises its state (also known as its link state)
any time its link state changes. Link state advertisenents are

di stributed throughout the switch fabric using a reliable flooding
algorithmthat ensures that all switches in the fabric are
notified of any link state changes.

The process of maintaining the databases is described in nore
detail in Section 8.
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0 Calculating the Best Paths

The link state database consists of the collection of link state
advertisenents received fromeach switch. Each switch uses its
link state database to calculate a set of best paths, using itself
as root, to all other switches in the fabric.

The process of recalculating the set of best paths is described in
nore detail in Section 9.

2.4 Protocol Packets
In addition to the franme header and the | SMP packet header descri bed
in Section 10.1, all VLS protocol packets share a comron protocol
header, described in Section 10. 4.

The VLSP packet types are listed belowin Table 1. Their formats are
described in Section 10. 6.

Type Packet Nane Protocol Function

1 Hel | o Sel ect DS and Backup DS

2 Dat abase Description Summari ze dat abase contents
3 Li nk State Request Dat abase downl oad

4 Li nk State Update Dat abase updat e

5 Link State Ack FI oodi ng acknow edgnent

Table 1: VLSP Packet Types

The Hel |l o packets are used to select the designated switch and the
backup designated switch on multi-access links. The Database
Description and Link State Request packets are used to form

adj acencies. Link State Update and Link State Acknow edgment packets
are used to update the topol ogi cal database.

Each Link State Update packet carries a set of link state
advertisenents. A single Link State Update packet may contain the
link state advertisenents of several switches. There are two
different types of link state advertisenent, as shown below in Table
2.
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LS Adverti senent Adverti senent Description
Type Name
1 Switch link Oiginated by all switches. This

adverti senments adverti sement describes the collected
states of the switch's interfaces.

2 Net wor k 1i nk Originated by the designated swtch
adverti senments Thi s adverti senent contains the |i st
of switches connected to the network

i nk.

Tabl e 2: VLSP Link State Advertisenents

2.5 Protocol Data Structures

The VLS protocol is described in this specification in terns of its
operation on various protocol data structures. Table 3 lists the
primary VLSP data structures, along with the section in which they
are described in detail.

Structure Nanme Descri ption
Interface Data Structure Section 3
Nei ghbor Data Structure Section 4
Area Data Structure Section 5

Table 3: VLSP Data Structures

2.6 Basic Inplenmentati on Requirements

An inmplenmentation of the VLS protocol requires the foll owi ng pieces
of system support:

Ti mers

Kane

Two types of timer are required. The first type, known as a one-
shot tiner, expires once and triggers an event. The second type,
known as an interval tiner, expires at preset intervals. Interva
tinmers are used to trigger events at periodic intervals. The
granularity of both types of tiners is one second.

Interval tinmers should be inplenmented in such a way as to avoid
drift. 1In some switch inplenmentations, packet processing can
affect timer execution. For exanple, on a rmulti-access link with
mul tiple switches, regular broadcasts can | ead to undesirable
synchroni zation of routing packets unless the interval tinmers have
been inplenented to avoid drift. |If it is not possible to
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i mpl ement drift-free tiners, small random anobunts of tine should
be added to or subtracted fromthe tinmer interval at each firing.

Li st mani pul ation primtives

Much of the functionality of VLSP is described here in ternms of
its operation on lists of link state adverti senents. Any
particul ar advertisenent may be on many such lists. |nplenentation
of VLSP nust be able to mani pul ate these lists, adding and

del eting constituent advertisenments as necessary.

Taski ng support

Certain procedures described in this specification invoke other
procedures. At times, these other procedures should be executed
in-line -- that is, before the current procedure has finished.
This is indicated in the text by instructions to "execute" a
procedure. At other tines, the other procedures are to be
executed only when the current procedure has finished. This is

i ndicated by instructions to "schedule" a task. |Inplenentation of
VLSP must provide these two types of tasking support.

2.7 Organi zation of the Remminder of This Document

The remai nder of this docunent is organized as foll ows:

(0]
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Section 3 through Section 5 describe the prinary data structures
used by the protocol. Note that this specification is presented
in terns of these data structures in order to nake expl anations
nore precise. Inplenentations of the protocol nust support the
functionality described, but need not use the exact data
structures that appear in this specification

Section 6 through Section 9 describe the four operational stages
of the protocol: the discovery process, synchronizing the

dat abases, maintaining the databases, and cal culating the set of
best pat hs.

Section 10 descri bes the processing of VLSP packets and presents
detail ed descriptions of their formats.

Section 11 presents detail ed descriptions of link state
adverti senents.

Section 12 summari zes the protocol paraneters.
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3.

Interface Data Structure

The port over which a switch accesses a network link is known as the
link interface. Each switch maintains a separate interface data
structure for each network |ink

The following data itens are associated with each interface:

Type

The type of network to which the interface is attached -- point-
to-point or broadcast (rulti-access). This data itemis
initialized to point-to-point when the interface becones
operational. |If a second neighbor is detected on the link after
the first nei ghbor has been discovered, the link interface type is
changed to broadcast. The type remains as broadcast until the
interface is declared down, at which tinme the type reverts to

poi nt -t 0- poi nt..

Note: Previous versions of VLSP treated all links as if they were
mul ti-access. Thus, if VLSP determ nes that a neighbor switch is
running an ol der version of the protocol software (see Section 6.1),
it will change the interface type to broadcast.

State

The functional level of the interface. The state of the interface
is included in all switch link adverti senents generated by the
switch, and is also used to deternine whether full adjacencies are
all onwed on the interface. See Section 3.1 for a conplete
description of interface states.

Interface identifier
A 10-octet value that uniquely identifies the interface. This
val ue consists of the 6-octet base MAC address of the nei ghbor
switch, followed by the 4-octet |ocal port nunber of the
interface.

Area I D

A 4-octet value identifying the area. Since VLSP does not support
mul tiple areas, the value here is always zero.
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Hel | ol nt er val

The interval, in seconds, at which the switch sends VLSP Hell o
packets over the interface. This paraneter is not used on point-
t o- poi nt |inks.

Swi t chDeadl nt erva

The length of tine, in seconds, that neighboring switches wll
wai t before declaring the |ocal sw tch dNei ghboring sw tches

A list of the neighboring switches attached to this network |ink
This list is created during the discovery process. Adjacencies are
formed to one or nore of these neighbors. The set of adjacent

nei ghbors can be determ ned by exami ning the states of the

nei ghboring switches as shown in their link state advertisenments.

Desi gnated switch

The designhated switch selected for the nulti-access network |ink
(A designated switch is not selected for a point-to-point link.)
This data itemis initialized to zero when the switch cones on-

line, indicating that no designated switch has been chosen for the
l'i nk.

Backup desi gnated sw tch

The backup designated switch selected for the multi-access network
link. (A backup designated switch is not selected for a point-
to-point link.) This data itemis initialized to zero when the
switch cones on-line, indicating that no backup designated switch
has been chosen for the link

Interface output cost(s)

The cost of sending a packet over the interface. The link cost is
expressed in the link state netric and nust be greater than zero.

Rxnt |l nterva

Kane

The nunber of seconds between |link state adverti senent

retransm ssions, for adjacencies belonging to this interface. This
value is also used to tinme the retransm ssion of Database
Description and Link State Request packets.
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3.1 Interface States

This section describes the various states of a switch interface. The
states are listed in order of progressing functionality. For exanple,
the inoperative state is listed first, followed by a Iist of the

i nternmedi ate states through which the interface passes before
attaining the final, fully functional state. The specification makes
use of this ordering by references such as "those interfaces in state
greater than X

Figure 1 represents the interface state machine, show ng the
progression of interface state changes. The arrows on the graph
represent the events causing each state change. These events are
described in Section 3.2. The interface state machine is described
in detail in Section 3.3.

Down

This is the initial state of the interface. In this state, the
interface is unusable, and no protocol traffic is sent or received
on the interface. In this state, interface paraneters are set to
their initial values, all interface tinmers are disabled, and no
adj acencies are associated with the interface.
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Figure 1: Interface State Machine
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and is connected to a
On entering this state,

the switch

attenpts to forman adjacency with the nei ghboring switch.
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Wi ting

DS

In this state, the switch is attenpting to identify the backup
desi gnated switch for the link by nonitoring the Hell o packets it
receives. The switch does not attenpt to select a designated
switch or a backup designated switch until it changes out of this
state, thereby preventing unnecessary changes of the designated
switch and its backup

O her

In this state, the interface is operational and is connected to a
nmul ti-access broadcast |ink on which other swi tches have been

sel ected as the designated switch and the backup desi gnhat ed
switch. On entering this state, the switch attenpts to form

adj acencies with both the designated switch and the backup

desi gnated swi tch.

Backup

DS

In this state, the switch itself is the backup designated switch
on the attached nulti-access broadcast link. It will be pronoted
to designated switch if the current designated switch fails. The
switch establishes adjacencies with all other switches attached to
the Iink. (See Section 6.3 for nore informati on on the functions
perfornmed by the backup designated switch.)

In this state, this switch itself is the designated switch on the
attached nulti-access broadcast link. The switch establishes

adj acencies with all other switches attached to the link. The
switch is responsible for originating network |ink advertisements
for the link, containing link information for all swtches
attached to the link, including the designated switch itself.
(See Section 6.3 for nore information on the functions perforned
by the designated switch.)

3.2 Events Causing Interface State Changes

The state of an interface changes due to an interface event. This
section describes these events.

Interface events are shown as arrows in Figure 1, the graphic
representation of the interface state nachine. For nore information

on

Kane

the interface state nmachi ne, see Section 3. 3.
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Interface Up

This event is generated by the VianHell o protocol [IDhello] when
it discovers a neighbor switch on the interface. The interface is

now operational. This event causes the interface to change out of
the Down state. The state it enters is determ ned by the
interface type. If the interface type is broadcast (nulti-

access), this event also causes the switch to begin sending
periodic Hello packets out over the interface.

t Tiner

This event is generated when the one-shot Wait tinmer expires,
triggering the end of the required waiting period before the
switch can begin the process of selecting a designated switch and
a backup designated switch on a nmulti-access link

Backup Seen

This event is generated when the switch has detected the existence
or non-exi stence of a backup designated switch for the link, as
determined in one of the follow ng two ways:

0 A Hello packet has been received froma neighbor that clainms to
be the backup designated switch

0 A Hello packet has been received froma neighbor that clainms to
be the designated switch. In addition, the packet indicated
that there is no backup

In either case, the interface nust have bidirectional conmunication
with its neighbor -- that is, the local switch nust be listed in the
nei ghbor’s Hel | o packet.

Thi

Ne

Kane

s event signals the end of the Waiting state.
ghbor change
This event is generated when there has been one of the follow ng
changes in the set of bidirectional neighbors associated with the
interface. (See Section 4.1 for information on neighbor states.)
o Bidirectional communication has been established with a
nei ghbor -- the state of the neighbor has changed to 2-\Way or
hi gher.

o Bidirectional comunication with a nei ghbor has been | ost --
the state of the neighbor has changed to Init or |ower.
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Kane

o0 A bidirectional neighbor has just declared itself to be either
the designated switch or the backup designated switch, as
detected by exami nation of that neighbor’s Hell o packets.

o A bidirectional neighbor is no |Ionger declaring itself to be
either the designated switch or the backup designated switch,
as detected by exanination of that neighbor’s Hello packets.

o The advertised switch priority of a bidirectional neighbor has
changed, as detected by examnination of that neighbor’s Hello
packet s.

When this event occurs, the designated switch and the backup
desi gnated switch nust be resel ected.

Loop Ind

This event is generated when an interface enters the Loopback
state. This event can be generated by either the network
managenent service or by the | ower-1level protocols.

Unl oop | nd

This event is generated when an interface | eaves the Loopback
state. This event can be generated by either the network
managenent service or by the | ower-1level protocols.

I nterface Down
This event is generated under the follow ng two circunstances:

o The VianHello [IDhell o] protocol has determ ned that the
interface is no longer functional.

o The neighbor state nmachi ne has detected a second nei ghboring
switch on a link presuned to be of type point-to-point. In
addition to generating the Interface Down event, the
nei ghbor state machi ne changes the interface type to
br oadcast .

In both instances, this event forces the interface state to Down.
However, when the event is generated by the neighbor state
machine, it is imediately followed by an Interface Up event.
(See Section 4.3.)
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3.3 Interface State Machi ne

This section presents a detailed description of the interface state
machi ne.

Interface states (see Section 3.1) change as the result of various
events (see Section 3.2). However, the effect of each event can
vary, depending on the current state of the interface. For this
reason, the state machine described in this section is organi zed
according to the current interface state and the occurring event.
For each state/event pair, the newinterface state is listed, along
with a description of the required processing.

Note that when the state of an interface changes, it nay be necessary
to originate a new switch |ink advertisenment. See Section 8.1 for
nmore i nformation.

Sone of the processing described here includes generating events for
t he nei ghbor state machine. For exanple, when an interface becones
i noperative, all neighbor connections associated with the interface
must be destroyed. For nore information on the neighbor state

machi ne, see Section 4. 3.

State(s): Down

Event: Interface Up
New state: Depends on action routine
Acti on:

If the interface is a point-to-point link, set the interface state
to Point-to-Point. Oherw se, start the Hello interval tiner,
enabling the periodic sending of Hello packets over the interface.
If the switch is not eligible to beconme the designated switch
change the interface state to DS O her. O herw se, set the
interface state to Waiting and start the one-shot wait tiner.
Create a new nei ghbor data structure for the nei ghbor swtch
initialize all neighbor paraneters and set the stateof the

nei ghbor to Down.

State(s): Wiiting

Event: Backup Seen

New state: Depends on action routine

Action:
Sel ect the designated switch and backup designated switch for the
attached link, as described in Section 6.3.1. As a result of this
sel ection, set the new state of the interface to either DS O her,
Backup or DS
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State(s): Wiiting

Event: Wait Timer

New state: Depends on action routine

Acti on:
Sel ect the designated switch and backup designated switch for the
attached |link, as described in Section 6.3.1. As a result of this
sel ection, set the new state of the interface to either DS O her,
Backup or DS.

State(s): DS Other, Backup or DS

Event: Nei ghbor Change

New state: Depends on action routine

Acti on:
Resel ect the designated switch and backup designated switch for
the attached |ink, as described in Section 6.3.1. As a result of
this selection, set the new state of the interface to either DS
O her, Backup or DS.

State(s): Any State

Event: Interface Down

New st at e: Down

Action:
Reset all variables in the interface data structure and di sabl e
all timers. |In addition, destroy all neighbor connections

associated with the interface by generating the Kill Nor event on
all neighbors listed in the interface data structure.

State(s): Any State

Event: Loop Ind

New state: Loopback

Acti on:
Reset all variables in the interface data structure and di sable
all timers. |In addition, destroy all neighbor connections
associated with the interface by generating the Kill Nor event on
all neighbors listed in the interface data structure.

State(s): Loopback

Event: Unloop Ind

New state: Down

Acti on:
No action is necessary beyond changing the interface state to Down
because the interface was reset on entering the Loopback state.
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4. Nei ghbor Data Structure

Each switch conducts a conversation with its neighboring sw tches and
each conversation is described by a neighbor data structure. A
conversation is associated with a switch interface, and is identified
by the nei ghboring switch |ID

Note that if two switches have multiple attached Iinks in comon,
mul ti pl e conversati ons ensue, each described by a uni que nei ghbor
data structure. Each separate conversation is treated as a separate
nei ghbor.

The nei ghbor data structure contains all information relevant to any

adj acency fornmed between the two nei ghbors. Renenber, however, that

not all neighbors becone adjacent. An adjacency can be thought of as
a highly devel oped conversati on between two switches.

State

The functional |evel of the neighbor conversation. See Section
4.1 for a conplete description of neighbor states.

Inactivity tiner

A one-shot timer used to determ ne when to decl are the nei ghbor
down if no Hello packet is received fromthis (multi-access)

nei ghbor. The length of the tinmer is Sw tchDeadl nterval seconds,
as contained in the neighbor’s Hello packet. This timer is not
used on point-to-point |inks.

Master/ sl ave fl ag

A flag indicating whether the local switch is to act as the master
or the slave in the database exchange process (see Section 7.2).
The master/slave relationship is negotiated when the conversation
changes to the ExStart state.

Sequence nunber

A 4-octet nunber identifying individual Database Description
packets. Wien the neighbor state ExStart is entered and the

dat abase exchange process is started, the sequence nunber is set
to a value not previously seen by the neighboring switch. (One
possi bl e schenme is to use the switch’s tinme of day counter.) The
sequence nunber is then increnmented by the naster with each new
Dat abase Description packet sent. See Section 7.2 for nore

i nformati on on the database exchange process.
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Nei ghbor 1D

The switch I D of the neighboring switch, as discovered by the
VI anHel | o protocol [IDhello] or contained in the neighbor’s Hello
packets.

Nei ghbor priority

The switch priority of the neighboring switch, as contained in the
nei ghbor’s Hell o packets. Switch priorities are used when
selecting the designated switch for the attached nulti-access
link. Priority is not used on point-to-point |inks.

Interface identifier

A 10-octet value that uniquely identifies the interface over which
this conversation is being held. This value consists of the 6-
octet base MAC address of the neighbor switch, followed by the 4-
octet local port number of the interface.

&

i ghbor’ s desi gnated sw tch

The switch ID identifying the neighbor’s idea of the designated
switch, as contained in the neighbor’s Hello packets. This value
is used in the local selection of the designated switch. It is
not used on point-to-point |inks.

&

i ghbor’ s backup designated sw tch

The switch ID identifying the neighbor’s idea of the backup

desi gnated switch, as contained in the neighbor’s Hell o packets.
This value is used in the local selection of the backup designated
switch. It is not used on point-to-point |inks.

Link state retransm ssion |i st

The list of link state advertisenents that have been forwarded
over but not acknow edged on this adjacency. The local switch
retransmits these link state advertisenents at periodic intervals
until they are acknow edged or until the adjacency is destroyed.
(For nore information on retransnitting link state advertisenents,
see Section 8.2.5.)
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Dat abase summary |i st

The set of link state adverti senment headers that sumrarize the
local |link state database. Wen the conversation changes to the
Exchange state, this list is sent to the neighbor via Database
Description packets. (For nore information on the synchronization
of databases, see Section 7.)

Link state request |i st

The list of link state advertisenents that nust be received in
order to synchronize with the neighbor switch’s link state

dat abase. This list is created as Database Description packets
are received, and is then sent to the neighbor in Link State
Request packets. (For nore information on the synchronization of
dat abases, see Section 7.)

4.1 Neighbor States

Thi s section describes the various states of a conversation with a
nei ghbor switch. The states are listed in order of progressing
functionality. For exanple, the inoperative state is listed first,
followed by a list of the internmedi ate states through which the
conversation passes before attaining the final, fully functiona
state. The specification nmakes use of this ordering by references
such as "those nei ghbors/adjacencies in state greater than X'

Figure 2 represents the neighbor state nmachine. The arrows on the
graph represent the events causing each state change. These events
are described in Section 4.2. The neighbor state machine is
described in detail in Section 4.3.

Down
This is the initial state of a neighbor conversation.

I nit
In this state, the neighbor has been di scovered, but bidirectional
conmuni cation has not yet been established. Al neighbors in this

state or higher are listed in the VLS Hello packets sent by the
| ocal switch over the associated (nulti-access) interface.
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Figure 2: Nei ghbor State Machi ne
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2- Ny

In this state, comunication between the two switches is
bidirectional. This is the nost advanced state short of beginning
to establish an adjacency. On a multi-access link, the designated
switch and the backup designated switch are selected fromthe set
of neighbors in state 2-Way or greater.

ExStart

This state indicates that the two switches have begun to establish
an adj acency by determning which switch is the naster, as well as
the initial sequence nunber for Database Descriptor packets.

Nei ghbor conversations in this state or greater are called

adj acenci es.

Exchange

In this state, the switches are exchangi ng Dat abase Description
packets. (See Section 7.2 for a conplete description of this
process.) All adjacencies in the Exchange state or greater are
used by the distribution procedure (see Section 8.2), and are
capable of transmitting and receiving all types of VLSP routing
packets.

Loadi ng
In this state, the local switch is sending Link State Request
packets to the nei ghbor asking for the nore recent advertisenents
that were discovered in the Exchange state.

Ful |
In this state, the two switches are fully adjacent. These
adj acencies will now appear in switch |link and network |ink
adverti senments generated for the |ink

4.2 Events Causi ng Nei ghbor State Changes

The state of a nei ghbor conversation changes due to nei ghbor events.
This section describes these events.

Nei ghbor events are shown as arrows in Figure 2, the graphic

representation of the neighbor state machine. For nore infornmation
on the nei ghbor state nachine, see Section 4. 3.
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Hel | o Recei ved

This event is generated when a Hell o packet has been received from
a nei ghbor.

2-\W\y Recei ved

This event is generated when the |ocal switch sees its own swtch
IDIlisted in the neighbor’s Hell o packet, indicating that

bi di recti onal comuni cati on has been established between the two
swi t ches.

Negoti ati on Done

This event is generated when the naster/slave rel ationship has
been successfully negotiated and initial packet sequence nunbers
have been exchanged. This event signals the start of the database
exchange process (see Section 7.2).

Exchange Done

This event is generated when the database exchange process is
conpl ete and both switches have successfully transnmitted a full
sequence of Dat abase Description packets. (For nore infornmation
on the database exchange process, see Section 7.2.)

BadLSReq

This event is generated when a Link State Request has been
received for a link state advertisenent that is not contained in
t he database. This event indicates an error in the
synchroni zati on process.

Loadi ng Done
This event is generated when all Link State Updates have been

received for all out-of-date portions of the database. (See
Section 7.3.)

Adj OK?
This event is generated when a decision nmust be nade as to whet her
an adj acency will be established or mmintained with the nei ghbor.
This event will initiate sonme adjacenci es and destroy others.
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Seq Nunber M smatch

This event is generated when a Dat abase Description packet has
been received with any of the follow ng conditions:

o The packet contains an unexpected sequence nunber.

o The packet (unexpectedly) has the Init bit set.

o The packet has a different Options field than was
previously seen

These conditions all indicate that an error has occurred during
the establishnment of the adjacency.

1- ay

This event is generated when bidirectional conmunication with the
nei ghbor has been lost. That is, a Hello packet has been received
fromthe neighbor in which the local switch is not |isted.

Ki Il Nbr

This event is generated when further conmunication with the
nei ghbor is inpossible.

I nactivity Tiner

This event is generated when the inactivity tinmer has expired,

i ndicating that no Hell o packets have been received fromthe

nei ghbor in Sw tchDeadl nterval seconds. This tinmer is used only
on broadcast (nulti-access) |inks.

LLDown

This event is generated by the |ower-level switch discovery
protocols and indicates that the nei ghbor is now unreachabl e.

4.3 Nei ghbor State Machi ne

This section presents a detail ed description of the neighbor state
machi ne.

Nei ghbor states (see Section 4.1) change as the result of various
events (see Section 4.2). However, the effect of each event can
vary, depending on the current state of the conversation with the
nei ghbor. For this reason, the state machi ne described in this
section is organized according to the current neighbor state and the
occurring event. For each state/event pair, the new nei ghbor state
is listed, along with a description of the required processing.
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Not e that when the nei ghbor state changes as a result of an interface
Nei ghbor Change event (see Section 3.2), it may be necessary to rerun
the designated switch selection algorithm In addition, if the
interface associated with the nei ghbor conversation is in the DS
state (that is, the local switch is the designated switch), changes
in the neighbor state may cause a new network |ink advertisenent to
be originated (see Section 8.1).

When the nei ghbor state machi ne nust invoke the interface state
machine, it is invoked as a scheduled task. This sinplifies
processing, by ensuring that neither state nmachi ne executes
recursively.

State(s): Down

Event: Hello Received

New state: Depends on the interface type

Acti on:
If the interface type of the associated link is point-to-point,
change the nei ghbor state to ExStart. O herw se, change the
nei ghbor state to Init and start the inactivity timer for the
nei ghbor. |If the tiner expires before another Hell o packet is
recei ved, the neighbor switch is declared dead.

State(s): Init or greater

Event: Hello Received

New state: No state change

Acti on:
If the interface type of the associated link is point-to-point,
determ ne whether this notification is for a different nei ghbor
than the one previously seen. If so, generate an Interface Down
event for the associated interface, reset the interface type to
br oadcast and generate an Interface Up event.

Note: This procedure of generating an Interface Down event and
changing the interface type to broadcast is also executed if the
nei ghbor for whomthe notification was received is running an ol der

version of the protocol software (see Section 6.1). In previous
versions of the protocol, all interfaces were treated as if they were
br oadcast .

If the interface type is broadcast, reset the inactivity tinmer for
t he nei ghbor.
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State(s): Init
Event: 2-Way Received
New state: Depends on action routine

Acti on:
Det er mi ne whet her an adjacency will be formed with the nei ghbor
(see Section 6.4). |If no adjacency is to be formed, change the

nei ghbor state to 2-Way.

O herwi se, change the neighbor state to ExStart. |Initialize the
sequence nunber for this neighbor and declare the I ocal switch to
be master for the database exchange process. (See Section 7.2.)

State(s): ExStart

Event: Negotiation Done

New state: Exchange

Acti on:
The Negotiation Done event signals the start of the database
exchange process. See Section 7.2 for a detailed description of
this process.

State(s): Exchange
Event: Exchange Done
New state: Depends on action routine

Acti on:
If the neighbor Link state request list is enpty, change the
nei ghbor state to Full. This is the adjacency’s final state.

O herwi se, change the neighbor state to Loading. Begin sending
Li nk State Request packets to the neighbor requesting the npst
recent link state advertisenents, as discovered during the

dat abase exchange process. (See Section 7.2.) These
advertisenments are listed in the link state request |i st

associ ated with the nei ghbor.

State(s): Loading

Event: Loadi ng Done

New state: Full

Acti on:
No action is required beyond changi ng the nei ghbor state to Full.
This is the adjacency’s final state.
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State(s): 2-Way

Event: Adj OK?

New state: Depends on action routine

Acti on:
If no adjacency is to be forned with the neighboring switch (see
Section 6.4), retain the neighbor state at 2-Way. QO herw se,
change the neighbor state to ExStart. |Initialize the sequence
nunmber for this neighbor and declare the Iocal switch to be master
for the database exchange process. (See Section 7.2.)

State(s): ExStart or greater

Event: Adj OK?

New state: Depends on action routine

Acti on:
I f an adj acency should still be forned with the neighboring swtch
(see Section 6.4), no state change and no further action is
necessary. O herw se, tear down the (possibly partially forned)
adj acency. Cear the link state retransnission |ist, database
summary list and link state request |ist and change the nei ghbor
state to 2-\Way.

State(s): Exchange or greater

Event: Seq Nunber M smatch

New state: ExStart

Acti on:
Tear down the (possibly partially forned) adjacency. Cear the
link state retransm ssion |ist, database summary list and |ink
state request list. Change the neighbor state to ExStart and make
anot her attenpt to establish the adjacency.

State(s): Exchange or greater

Event: BadLSReq

New state: ExStart

Acti on:
Tear down the (possibly partially forned) adjacency. Cear the
link state retransm ssion |ist, database summary list and |ink
state request list. Change the neighbor state to ExStart and make
anot her attenpt to establish the adjacency.

State(s): Any state

Event: Kill Nbr

New state: Down

Acti on:
Term nate the nei ghbor conversation. Disable the inactivity tinmer
and clear the link state retransmission |list, database sunmary
list and link state request |ist.
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State(s): Any state

Event: LLDown

New state: Down

Acti on:
Term nate the nei ghbor conversation. Disable the inactivity tinmer
and clear the link state retransmission |list, database sunmary
list and link state request |ist.

State(s): Any state

Event: Inactivity Tiner
New state: Down
Acti on:

Term nate the neighbor conversation. Disable the inactivity tinmer
and clear the link state retransmission |list, database sunmary
list and link state request I|ist.

State(s): 2-Vay or greater

Event: 1-Way Received

New state: Init

Acti on:
Tear down the adjacency between the switches, if any. Cear the
link state retransm ssion list, database sumary list and link
state request |ist.

State(s): 2-Way or greater
Event: 2-Way received
New state: No state change
Acti on:

No action required.

State(s): Init
Event: 1-Way received
New state: No state change
Acti on:
No action required.

5. Area Data Structure
The area data structure contains all the informati on needed to run
the basic routing algorithm One of its conponents is the link state
dat abase -- the collection of all switch |link and network |ink
adverti senments generated by the swi tches.

The area data structure contains the follow ng itens:
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Area | D

A 4-octet value identifying the area. Since VLSP does not support
mul tiple areas, the value here is always zero.

Associ ated switch interfaces

Alist of interface |IDs of the local switch i nterfaces connected
to network |inks.

Li nk state dat abase

The collection of all current |link state adverti sements for the
switch fabric. This collection consists of the follow ng:

Switch |Iink adverti senents

Alist of the switch |link advertisenents for all switches in the
fabric. Switch |ink adverti senents descri be the state of each
switch’'s interfaces.

Net work |ink adverti senents

Alist of the network link advertisements for all nulti-access
network links in the switch fabric. Network |ink advertisenents
descri be the set of switches currently connected to each |ink

Best path(s)

A set of end-to-end hop descriptions for all equal -cost best paths
fromthe local switch to every other switch in the fabric. Each
hop is specified by the interface ID of the next link in the path.
Best paths are derived fromthe collected switch |ink and network
l'ink advertisenents using the Dijkstra algorithm [Perl man]

5.1 Adding and Deleting Link State Advertisenents
The link state database within the area data structure nust contain,
at nost, a single instance of each link state advertisement. To keep
t he database current, a switch adds link state advertisenents to the
dat abase under the follow ng conditions:

o Wiuen a link state advertisenent is received during the
di stribution process

o Wien the switch itself generates a link state adverti senent
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(See Section 8.2.4 for information on installing link state
advertisenments.)

Li kewi se, a switch deletes |link state advertisements fromthe
dat abase under the follow ng conditions:

o Wuen a link state advertisenent has been superseded by a newer
i nstance during the flooding process

o0 Wen the switch generates a newer instance of one of its self-
ori gi nated advertisements

Not e that when an advertisenent is deleted fromthe |link state
dat abase, it nmust also be renpved fromthe link state retransn ssion
list of all neighboring switches.

5.2 Accessing Link State Advertisenents

An inmplenmentation of the VLS protocol nust provide access to

i ndividual link state advertisenents, based on the advertisenent’s
type, link state identifier, and advertising switch [1]. This | ookup
function is invoked during the link state distribution procedure and
during calculation of the set of best paths. |In addition, a swtch
can use the function to deternine whether it has originated a
particular link state advertisenent, and if so, with what sequence
nunber .

5.3 Best Path Lookup

An inmplenmentation of the VLS protocol nust provide access to multiple
equal - cost best paths, based on the base MAC addresses of the source
and destination switches. This |ookup function should return up to
three equal -cost paths. Paths should be returned as |lists of end-
to-end hop information, with each hop specified as a interface |ID of
the next link in the path -- the 6-octet base MAC address of the next
switch and the 4-octet | ocal port nunber of the link interface.

6. Di scovery Process
The first operational stage of the VLS protocol is the discovery
process. During this stage, each switch dynamically detects its

nei ghboring switches and establishes a relationship with each of
t hese nei ghbors. This process has the followi ng conponent steps:
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0 Neighboring switches are detected on each functioni ng network
i nterface.

o Bidirectional conmunication is established with each nei ghbor
swi tch.

0 A designated switch and backup designated switch are selected for
each multi-access network link

0 An adjacent relationship is established with sel ected nei ghbors on
each li nk.

6.1 Nei ghbor Discovery

Wien the switch first cones on line, VLSP assunmes all network |inks
are point-to-point and no nore than one neighboring switch will be

di scovered on any one port. Therefore, at startup, VLSP relies on

the VlianHell o protocol [IDhello] for the discovery of its neighbor

swi t ches.

As each neighbor is detected, VianHello triggers a Found Nei ghbor
event, notifying VLSP that a new nei ghbor has been di scovered. (See
[IDhello] for a description of the Found Nei ghbor event and the

i nformati on passed.) VLSP enters the neighbor switch IDin the Iist
of known nei ghbors and creates a new nei ghbor data structure with a
nei ghbor status of Down. A Hello Received nei ghbor event is then
gener at ed, which changes the nei ghbor state to ExStart.

There are two circunmstances under which VLSP will change the type of
an interface to broadcast:

o If VLSP receives a subsequent notification from W anHel | o,
specifying a second (different) neighbor switch on the port., the
interface is then known to be multi-access. VLSP generates an
Interface Down event for the interface, resets the interface type
to broadcast, and then generates an Interface Up event.

o If the functional |evel of the neighbor switch is |less than 2, the
nei ghbor is running a previous version of the VLSP software in

which all links were treated as broadcast l|inks. VLSP i nmedi ately
changes the interface type to broadcast and generates an Interface
Up event.

In both cases, VLSP assunes control of conmunication over the
interface by exchanging its own VLSP Hell o packets with the
nei ghbors on the |ink
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Note: These Hello packets are in addition to the Intersw tch

Keepal i ve nmessages sent by VianHello. ManHello still continues to
nmonitor the condition of the interface and notifies VLSP of any
change.

Each Hell o packet contains the followi ng data used during the
di scovery process on multi-access |inks:

0o The switch ID and priority of the sending sw tch

0 Values specifying the interval timers to be used for sending Hello
packets and deci di ng whether to declare a nei ghbor switch Down.

0 The switch ID of the designated switch and the backup desi gnated
switch for the link, as understood by the sending swtch

o0 Alist of switch IDs of all neighboring switches seen so far on
the link

For a detailed description of the Hell o packet format, see Section
10. 6. 1.

When VLSP receives a Hell o packet (on a broadcast link), it first
attenpts to identify the sending switch by matching its switch IDto
one of the known neighbors listed in the interface data structure.

If this is the first Hello packet received fromthe switch, the
switch IDis entered in the list of known nei ghbors and a new

nei ghbor data structure is created with a nei ghbor status of Down.

At this point, the remainder of the Hello packet is exam ned and the
appropriate interface and nei ghbor events are generated. |In all
cases, a neighbor Hello Received event is generated. Oher events
may al so be generated, triggering further steps in the discovery
process or other actions, as appropriate.

For a detailed description of the interface state machi ne, see
Section 3.3. For a detailed description of the neighbor state
machi ne, see Section 4. 3.

6.2 Bidirectional Comrunication
Before a conversation can proceed with a nei ghbor swtch,

bi di recti onal comunicati on nust be established with that nei ghbor.
Bi di recti onal comuni cation is detected in one of two ways:
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0 On a point-to-point link, the VianHell o protocol sees its own
switch IDlisted in an Interswitch Keepalive nessage it has
recei ved from the nei ghbor.

0O On anulti-access link, VLSP sees its own switch IDIlisted in a
VLSP Hell o packet it has received fromthe neighbor.

In either case, a neighbor 2-WAy Recei ved nei ghbor event is
gener at ed.

Once bidirectional comunicati on has been established with a

nei ghbor, the local switch deternines whether an adjacency will be
formed with the neighbor. However, if the link is a nulti-access
link, a designated switch and a backup designated switch nust first
be selected for the Iink. The next section contains a description of
the designated switch, the backup designated switch, and the

sel ecti on process.

6.3 Designated Switch

Every nulti-access network |ink has a designated switch. The
designated switch perforns the follow ng functions for the routing
prot ocol :

0 The designated switch originates a network |ink advertisenent on
behal f of the link, listing the set of switches (including the
designated switch itself) currently attached to the link. For a
detail ed description of network |ink adverti senents, see Section
11. 3.

0 The designated switch becones adjacent to all other swi tches on
the link. Since the link state databases are synchroni zed across
adj acenci es, the designated switch plays a central part in the
synchroni zati on process. For a description of the synchronization
process, see Section 7.

Each multi-access network Iink also has a backup desi gnated switch.
The primary function of the backup designated switch is to act as a
standby for the designated switch. |If the current designated switch
fails, the backup designated switch becomes the designated switch

To facilitate this transition, the backup designated switch fornms an
adj acency with every other switch on the link. Thus, when the backup
desi gnated switch nust take over for the designated switch, its link
state database is already synchronized with the databases of al

ot her switches on the |ink
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Note: Point-to-point network |inks have neither a designated switch
or a backup designated switch

6.3.1 Selecting the Designated Switch

When a nulti-access link interface first becones functional, the
switch sets a one-shot Wait timer (with a value of SwitchDeadl nterva
seconds) for the interface. The purpose of this timer is to ensure
that all switches attached to the |link have a chance to establish

bi di recti onal communi cation before the designated switch and backup
designated switch are selected for the link

Wien the Wait timer is set, the interface enters the Waiting state.
During this state, the switch exchanges Hell o packets with its

nei ghbors attenpting to establish bidirectional conmunication. The
interface | eaves the Waiting state under one of the follow ng

condi tions:

o The Wait timer expires.

0 A Hello packet is received indicating that a designated switch or
a backup designhated switch has already been specified for the
i nterface.

At this point, if the swtch sees that a designated swi tch has

al ready been selected for the link, the switch accepts that
designated switch, regardless of its own switch priority and MAC
address. This situation typically neans the switch has come up late
on a fully functioning link. Although this nmakes it harder to
predict the identity of the designated switch on a particular |ink
it ensures that the designated switch does not change needl essly,
necessitating a resynchroni zati on of the databases.

If no designated switch is currently specified for the link, the
switch begins the actual selection process. Note that this selection
al gorithm operates only on a |list of neighbor switches that are
eligible to becone the designated switch. A neighbor is eligible to
be the designated switch if it has a switch priority greater than
zero and its neighbor state is 2-Way or greater. The local switch
includes itself on the list of eligible switches as long as it has a
switch priority greater than zero

The sel ection process includes the follow ng steps:

1. The current values of the link's designated switch and backup
desi gnated switch are saved for use in step 6.

2. The new backup designated switch is selected as foll ows:
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a) Elimnate from consideration those switches that have decl ared
thensel ves to be the designated switch.

b) If one or nore of the remaining swtches have decl ared
thensel ves to be the backup designated switch, elinmnate from
consi deration all other sw tches.

c) Fromthe remaining list of eligible switches, select the switch
havi ng the highest switch priority as the backup desi gnated
switch. If multiple switches have the sanme (highest) priority,
select the switch with the highest switch ID as the backup
desi gnhated switch.

The new designated switch is selected as foll ows:

a) If one or nore of the switches have decl ared thensel ves to be
the designated switch, elinm nate from consideration all other
Swi t ches.

b) Fromthe remaining list of eligible switches, select the switch
havi ng the highest switch priority as the designated sw tch.
If multiple switches have the sane (highest) priority, select
the switch with the highest switch ID as the designated sw tch.

If the I ocal switch has been newy selected as either the

desi gnated switch or the backup designated switch, or is now no
| onger the designated switch or the backup designated swi tch,
repeat steps 2 and 3, above, and then proceed to step 5.

If the local switch is now the designated switch, it wll
elimnate itself fromconsideration at step 2a when the sel ection
of the backup designated switch is repeated. Likew se, if the
local switch is now the backup designated switch, it wll
elimnate itself fromconsideration at step 3a when the sel ection
of the designated switch is repeated. This ensures that no switch
will select itself as both backup designated switch and designated
switch [2].

Set the interface state to the appropriate value, as foll ows:

If the local switch is now the designated switch, set the
interface state to DS.

If the local switch is now the backup designated switch, set the
interface state to Backup.

G herwi se, set the interface state to DS O her.
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6. If either the designated switch or backup designated switch has
now changed, the set of adjacencies associated with this |ink mnust
be nodified. Sone adjacencies may need to be forned, while others
may need to be broken. Generate the neighbor Adj OK? event for al
nei ghbors with a state of 2-Way or higher to trigger a
reexam nation of adjacency eligibility.

Caution: If VLSP is inplemented with configurable parameters, care
must be exercised in specifying the switch priorities. Note that if
the local switch is not itself eligible to becone the designated
switch (i.e., it has a switch priority of 0), it is possible that

nei ther a backup designated switch nor a designated switch will be
sel ected by the above procedure. Note also that if the local switch
is the only attached switch that is eligible to becone the designated
switch, it will select itself as designated switch and there will be
no backup designated switch for the link. For this reason, it is
advi sable to specify a default switch priority of 1 for all swtches.

6.4 Adj acenci es

VLSP creates adjacenci es between nei ghboring switches for the purpose
of exchanging routing information. Not every two nei ghboring
switches will becone adjacent. On a nulti-access |ink, an adjacency
is only forned between two switches if one of themis either the

desi gnated switch or the backup designated switch

Note that an adjacency is bound to the network [ink that the two
swi tches have in conmon. Therefore, if two switches have nultiple
links in comon, they may al so have nul ti pl e adj acenci es between

t hem

The decision to form an adjacency occurs in two places in the
nei ghbor state machi ne:

o Wien bidirectional comunication is initially established with the
nei ghbor.

0 Wen the designated switch or backup designated switch on the
attached |ink changes.

The rules for establishing an adj acency between two nei ghboring
switches are as follows:

0 On a point-to-point link, the two neighboring switches always
establish an adj acency.

0 On a nmulti-access link, an adjacency is established with the
nei ghboring switch under one of the follow ng conditions:
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The local switch itself is the designated switch

The local switch itself is the backup designhated switch
The nei ghboring switch is the designated sw tch

The nei ghboring switch is the backup desi gnated sw tch

(e} elNelNe]

If no adjacency is fornmed between two nei ghboring switches, the state
of the nei ghbor conversation renains set to 2-\Way.

7. Synchronizing the Databases

In an SPF-based routing algorithm it is inportant for the link state
dat abases of all switches to stay synchroni zed. VLSP sinplifies this
process by requiring only adjacent switches to remain synchronized.

The synchroni zati on process begi ns when the switches attenpt to bring
up the adjacency. Each switch in the adjacency describes its

dat abase by sendi ng a sequence of Database Description packets to its
nei ghbor. Each Database Descri ption packet describes a set of |ink
state advertisenents bel onging to the database. Wen the neighbor
sees a link state advertisenent that is nore recent than its own

dat abase copy, it nakes a note to request this newer advertisenent.

During this exchange of Database Description packets (known as the
dat abase exchange process), the two switches forma naster/slave
relationship. Database Description packets sent by the master are
known as polls, and each poll contains a sequence nunber. Polls are
acknowl edged by the slave by echoing the sequence nunber in the

Dat abase Description response packet.

When al | Database Description packets have been sent and

acknowl edged, the database exchange process is conpleted. At this
poi nt, each switch in the exchange has a list of link state
advertisenments for which its neighbor has nore recent instances.
These advertisenents are requested using Link State Request packets.

Once the database exchange process has conpleted and all Link State
Requests have been satisfied, the databases are deened synchronized
and the nei ghbor states of the two switches are set to Full
indicating that the adjacency is fully functional. Fully functiona
adj acenci es are advertised in the link state adverti senents of the
two switches [3].
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7.1 Link State Adverti senents

Li nk state adverti senents formthe core of the database fromwhich a
switch calculates the set of best paths to the other switches in the
fabric.

Each link state advertisenent begins with a standard header. This
header contains three data itens that uniquely identify the |ink
state advertisenent.

o The link state type. Possible values are as follows:

1 Switch |ink adverti senent -- describes the collected states of
the switch’s interfaces.

2 Network |ink advertisenent -- describes the set of sw tches
attached to the network |ink.

o The link state ID, defined as foll ows:

o For a switch link advertisenent -- the switch I D of the
originating switch

o For a network link advertisenent -- the switch ID of the
designated switch for the link

0 The switch ID of the advertising switch -- the switch that
generated the adverti senent

The link state adverti senent header also contains three data itens
that are used to deternine which instance of a particular link state
advertisenment is the nost current. (See Section 7.1.1 for a
description of how to deternm ne which instance of a link state
advertisenment is the nost current.)

o0 The link state sequence nunber

0o The link state age, stored in seconds

0 The link state checksum a 16-bit unsigned val ue cal cul ated for
the entire contents of the link state advertisenent, with the
exception of the age field

The remai nder of each |ink state advertisenment contains data specific

to the type of the advertisenent. See Section 11 for a detailed

description of the link state header, as well as the format of a
switch link or network Iink advertisenent.
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7.1.1 Determining Wiich Link State Advertisenent |s Newer

At various tinmes while synchronizing or updating the link state

dat abase, a switch nust determ ne which instance of a particular |ink
state advertisenent is the nost current. This decision is nade as
foll ows:

0 The advertisenent having the greater sequence nunber is the npst
current.

o If both instances have the sanme sequence nunber, then:
o If the two instances have different checksum val ues, then the
i nstance having the larger checksumis considered the nost
current [4].

o If both instances have the same sequence nunber and the same
checksum val ue, then

o If one (and only one) of the instances is of age MaxAge, then
the instance of age MaxAge is considered the nost current [5].

o Else, if the ages of the two instances differ by nore than
MaxAgeDi ff, the instance having the smaller (younger) age is
consi dered the nost current [6].
o Else, the two instances are considered identical
7.2 Dat abase Exchange Process

There are two stages to the database exchange process:

0 Negotiating the master/slave relationship
o0 Exchangi ng dat abase summary i nformation

7.2.1 Dat abase Description Packets

Dat abase Description packets are used to describe a switch's link
state dat abase during the database exchange process. Each Dat abase
Descri ption packet contains a list of headers of the link state
advertisenents currently stored in the sending switch' s database.
(See Section 11.1 for a description of a link state adverti senent
header.)

In addition to the link state headers, each Database Description
packet contains the followi ng data itens:
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o Aflag (the Mbit) indicating whether or not nore packets are to
follow. Depending on the size of the |ocal database and the
maxi num si ze of the packet, the list of headers in any particul ar

Dat abase Description packet nay be only a partial list of the
total database. Wien the Mbit is set, the list of headers is
only a partial list and nore headers are to follow in subsequent
packets.

o Aflag (the I-bit) indicating whether or not this is the first
Dat abase Description packet sent for this execution of the
dat abase exchange process.

o Aflag (the Ms-bit) indicating whether the sending switch thinks
it is the master or the slave in the database exchange process.
If the flag is set, the switch thinks it is the naster.

0 A 4-octet sequence nunber for the packet.

While the switches are negotiating the nmaster/sl ave rel ationship,

t hey exchange "enpty" Database Description packets. That is, packets
that contain no |ink summary information. |Instead, the flags and
sequence nunber constitute the information required for the
negoti ati on process.

See Section 10.6.2 for a nore detail ed description of a Database
Descri pti on packet.

7.2.2 Negotiating the Master/ Slave Rel ationship

Before two switches can begin the actual exchange of database

i nformati on, they nust decide between thensel ves who will be the
master in the exchange process and who will be the slave. They nust
al so agree on the starting sequence nunber for the Database
Descri pti on packets.

Once a switch has decided to forman adjacency with a nei ghboring
switch, it sets the neighbor state to ExStart and begi ns sendi ng
enpty Dat abase Description packets to its neighbor. These packets
contain the starting sequence nunber the switch plans to use in the
exchange process. Also, the |I-bit and Mbit flags are set, as well
as the Ms-bit. Thus, each switch in the exchange begi ns by believing
it wll be the master.

Enpty Dat abase Description packets are retransmitted every
Rxnt I nterval seconds until the nei ghbor responds.
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When a switch receives an enpty Database Description packet fromits
nei ghbor, it determ nes which switch will be the master by conparing
the switch IDs. The switch with the highest switch I D becones the
master of the exchange. Based on this determ nation, the switch
proceeds as foll ows:

o If the switch is to be the slave of the database exchange process,
it acknowl edges that it is the slave by sending another enpty
Dat abase Description packet to the nmaster. This packet contains
the master’s sequence nunber and has the Ms-bit and the I-bit
cl ear ed.

0 The switch then generates a nei ghbor event of Negotiation Done to
change its neighbor state to Exchange and waits for the first
non- enpty Dat abase Description packet fromthe master

o If the switch is to be the master of the database exchange, it
waits to receive an acknow edgnent fromits neighbor -- that is,
an enpty Dat abase Description packet with the Ms-bit and I-bit
cl eared and containing the sequence nunber it (the naster)
previously sent.

o0 Wen it receives the acknow edgnment, it generates a nei ghbor event
of Negotiation Done to change its nei ghbor state to Exchange and
begi n the actual exchange of Database Description packets.

Note that during the negotiation process, the receipt of an

i nconsi stent packet will result in a neighbor event of Seq Nunber
M smatch, ternminating the process. See Section 4.3 for nore

i nformati on.

7.2.3 Exchangi ng Dat abase Descri ption Packets
Once the neighbor state changes to Exchange, the switches begin the
exchange of Database Description packets containing |ink state
sumary data. The process proceeds as foll ows:

1. The master sends a packet containing a list of link state headers.
If the packet contains only a portion of the unexchanged dat abase

-- that is, nore Database Description packets are to follow -- the
packet has the Mbit set. The Ms-bit is set and the I-bit is
cl ear.

If the slave does not acknow edge the packet within Rxntlnterva
seconds, the nmaster retransmts the packet.
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When the sl ave receives a packet, it first checks the sequence
nunber to see if the packet is a duplicate. |If so, it sinply
acknowl edges the packet by clearing the M5-bit and returning the
packet to the master. (Note that the slave acknow edges al

Dat abase Description packets that it receives, even those that are
duplicates.)

O herwi se, the slave processes the packet by doing the follow ng:

o For each link state header listed in the packet, the slave
searches its own |link state database to determ ne whether it
has an instance of the adverti sement.

o |If the slave does not have an instance of the link state
advertisenent, or if the instance it does have is ol der than
the instance listed in the packet, it creates an entry inits
link state request list in the neighbor data structure. See
Section 7.1.1 for a description of how to determni ne which
instance of a link state advertisenent is the newest.

o Wen the slave has exam ned all headers, it acknow edges the
packet by turning the Ms-bit off and returning the packet to
t he nmaster.

When the master receives the first acknow edgnent for a particul ar
Dat abase Description packet, it processes the acknow edgnent as
foll ows:

o For each link state header listed in the packet, the naster
checks to see if the slave has indicated it has an instance of
the link state advertisenent that is newer than the instance

the master has in its own database. |f so, the nmaster creates
an entry inits link state request list in the neighbor data
structure.

o The master then increnments the sequence nunber and sends
anot her packet containing the next set of link state summary
information, if any.

Subsequent acknow edgnments for the Database Description packet
(those with the same sequence nunber) are di scarded.

When the naster sends the last portion of its database sumrary

information, it clears the Mbit in the packet to indicate that no
nore packets are to be sent.
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4. \When the sl ave receives a Database Description packet with the M
bit clear, it processes the packet, as described above in step 2.
After it has conpl eted processing and has acknow edged the packet
to the nmaster, it generates an Exchange Done nei ghbor event and
its nei ghbor state changes to Loadi ng.

The dat abase exchange process is now conplete for the slave, and
it begins the process of requesting those link state
advertisenments for which the naster has nobre current instances
(see Section 7.3).

5. Wen the naster receives an acknow edgnment for the final Database
Descri ption packet, it processes the acknow edgnent as descri bed
above in step 3. Then it generates an Exchange Done nei ghbor
event and its nei ghbor state changes to Loadi ng.

The dat abase exchange process is now conplete for the naster, and
it begins the process of requesting those link state
advertisenments for which the slave has nore current instances (see
Section 7.3).

Note that during this exchange, the receipt of an inconsistent packet
will result in a neighbor event of Seq Number M snatch, termnating
the process. See Section 4.3 for nore information.

7.3 Updating the Database

When either switch conpletes the dat abase exchange process and its
nei ghbor state changes to Loading, it has a list of link state
advertisenents for which the neighboring switch has a nore recent
instance. This list is stored in the neighbor data structure as the
link state request |ist.

To conmpl ete the synchronization of its database with that of its
nei ghbor, the switch nust obtain the nost current instances of those
link state advertisenents.

The switch requests these advertisenents by sending its neighbor a
Li nk State Request packet containing the description of one or nore
link state advertisenment, as defined by the advertisenent’s type,
link state I D, and advertising switch. (For a detailed description
of the Link State Request packet, see Section 10.6.3.) The switch
continues to retransmt this packet every Rxntlnterval seconds until
it receives a reply fromthe nei ghbor.
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When t he nei ghbor switch receives the Link State Request packet, it
responds with a Link State Update packet containing its nost current
i nstance of each of the requested advertisenents. (Note that the
nei ghboring switch can be in any of the Exchange, Loading or Ful

nei ghbor states when it responds to a Link State Request packet.)

I f the neighbor cannot |ocate a particular link state advertisenent
in its database, sonething has gone wong with the synchronization
process. The switch generates a BadLSReq nei ghbor event and the
partially formed adjacency is torn down. See Section 4.3 for nore

i nformati on.

Dependi ng on the size of the link state request list, it may take
nore than one Link State Request packet to obtain all the necessary
advertisenments. Note, however, that there nust at nost one Link

St at e Request packet outstanding at any one tine.

7.4 An Exanpl e
Figure 3 shows an exanpl e of an adjacency being forned between two
switches -- S1 and S2 -- connected to a network Iink. S2 is the
designated switch for the link and has a higher switch ID than S1.

The nei ghbor state changes that each switch goes through are |isted
on the sides of the figure.
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S + Fomm oo o - +
| Switch | | Switch |
| S1 | | S2 |
S + Fomm oo o - +
Down Down
Hel l o (DS=0, seen=0)
_____________________________________ >
I nit
Hell o (DS=S2, seen= , S1)
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
ExSt art
DB Description (Seg=x, |, M Master)
_____________________________________ >
ExSt art
DB Description (Seg=y, |, M Master)
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
xchange
DB Description (Seg=y, M Sl ave)
_____________________________________ >
Exchange
DB Description (Seq=y+1, M Master)
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
DB Description (Seq=y+1, M Sl ave)
_____________________________________ >
DB Description (Seg=y+n, Master)
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
DB Description (Seg=y+n, Sl ave)
_____________________________________ >
Loadi ng Ful |
Li nk State Request
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
Li nk State Update
_____________________________________ >
Li nk State Request
Ko e e e e e e e e e e e e e e e e e e e e m e e e — - -
Li nk State Update
_____________________________________ >
Ful |

Figure 3: An Exanple of Bringing Up an Adjacency
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At the top of Figure 3, S1's interface to the Iink becones
operational, and Sl begins sending Hell o packets over the interface.
At this point, S1 does not yet know the identity of the designated
switch or of any other neighboring switches. S2 receives the Hello
packet from S1 and changes its neighbor state to Init. 1In its next
Hel | o packet, S2 indicates that it is itself the designated switch
and that it has received a Hello packet from Sl. S1 receives the
Hel | o packet and changes its state to ExStart, starting the process
of bringing up the adjacency.

S1 begins by asserting itself as the naster. Wen it sees that S2 is
i ndeed the master (because of S2's higher switch ID), S1 changes to
sl ave and adopts S2's sequence nunber. Database Description packets
are then exchanged, with polls coning fromthe master (S2) and
acknowl edgnents fromthe slave (S1). This sequence of Database
Descri ption packets ends when both the poll and associ at ed

acknowl edgnent have the Mbit off.

In this exanple, it is assunmed that S2 has a conpletely up-to-date
dat abase and i nmedi ately changes to the Full state. S1 will change to
the Full state after updating its database by sending Link State
Request packets and receiving Link State Update packets in response.

Note that in this exanple, Sl has waited until all Database
Description packets have been received from S2 before sending any
Link State Request packets. However, this need not be the case. Sl
could interleave the sending of Link State Request packets with the
recepti on of Database Description packets.

8. Mintaining the Databases

Each switch advertises its state (also known as its link state) by
originating switch link advertisenents. |In addition, the designated
switch on each network |ink advertises the state of the |link by
originating network |ink advertisenments.

As described in Section 7.1, link state advertisenents are uniquely
identified by their type, link state I D, and advertising swtch.

Link state advertisenents are distributed throughout the swtch

fabric using a reliable flooding algorithmthat ensures that all
switches in the fabric are notified of any link state changes.
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8.1 Originating Link State Advertisenents

A new instance of each link state advertisenent is originated any
time the state of the switch or |link changes. Wen a new instance of
a link state advertisenent is originated, its sequence nunber is
incremented, its age is set to zero, and its checksumis cal cul at ed.
The advertisenent is then installed into the local link state

dat abase and forwarded out all fully operational interfaces (that is,
those interfaces with a state greater than Waiting) for distribution
t hroughout the switch fabric. See Section 8.2.4 for a description of
the installation of the advertisenent into the |link state database
and Section 8.2.5 for a description of how adverti senents are

f or war ded.

A switch originates a new instance of a link state advertisenent as a
result of the follow ng events:

0 The state of one of the switch’'s interfaces changes such that the
contents of the associated switch |ink adverti senent changes.

0 The designated switch on any of the switch's attached network
i nks changes. The switch originates a new switch |ink
advertisement. Also, if the switch itself is now the designated
switch, it originates a new network |ink advertisenment for the
l'i nk.

0 One of the switch's neighbor states changes to or fromFull. If
this changes the contents of the associated switch |ink
advertisenment, a new instance is generated. Also, if the switch
is the designated switch for the attached network link, it
originates a new network Iink advertisenent for the Iink.

Two instances of the sane |link state advertisement nust not be
originated within the tinme period MnLSInterval. Note that this may
require that the generation of the second instance to be del ayed up
to MnLSI nterval seconds.

8.1.1 Switch Link Advertisenents

A switch link advertisenent describes the collected states of al
functioning links attached to the originating switch -- that is, al
attached links with an interface state greater than Down. A switch
originates an enpty switch link advertisenent when it first becones
functional. It then generates a new instance of the advertisenent
each tinme one of its interfaces reaches a fully functioning state
(Point-to-Point or better).
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Each link in the advertisenment is assigned a type, based on the state
of interface, as shown in Table 4.

Interface state Li nk type Descri ption

Poi nt - t o- Poi nt 1 Poi nt-to-point |ink
DS O her* 2 Mul ti-access |ink
Backup* 2 Mul ti-access |ink
DS* * 2 Mul ti-access |ink

*If a full adjacency has been forned with the designated
switch.

**|f a full adjacency has been formed with at | east one
other switch on the link

Table 4: Link Types in a Switch Link Advertisenent

Each link in the advertisenment is also assigned a link identifier
based on its link type. 1In general, this value identifies another
switch that also originates advertisenents for the link, thereby
providing a key for accessing other link state advertisenents for the
link. The relationship between Iink type and IDis shown in Table 5.

Type Description Link 1D
1 Poi nt-to-point |ink Switch I D of neighbor swtch
2 Mul ti-access |ink Switch I D of designated switch

Table 5: Link IDs in a Switch Link Adverti senent

In addition to a type and an identifier, the description of each Iink
specifies the interface ID of the associated network |ink

Finally, each link description includes the cost of sending a packet
over the link. This output cost is expressed in the link state
nmetric and nust be greater than zero.

To illustrate the format of a switch |ink adverti senent, consider the
switch fabric shown in Figure 4.

In this exanple, switch SW. has 5 nei ghboring switches (shown as
boxes) distributed over 3 network links (shown as lines). The base
MAC address of each switch is al so shown adjacent to each box. On
switch SW, ports 01 and 02 attach to point-to-point network Iinks,

Kane I nf or mat i onal [ Page 53]



RFC 2642 Cabl etron’s VLS Protocol Specification August 1999

while port 03 attaches to a nmulti-access network link with three
attached switches. The interface state of each port is shown next to
the line representing the corresponding |ink.

00- 00- 1d- 22- 23-c5

01
AR + Loopback SRR +
| SWB |-----------a--- | SwW | 00-00-1d-1f-05-81
+--a oo - + 02 +------- +
00- 00- 1d-17- 35- a4 | 03
I
| DS O her
I
T Fom e oo +
I I I
| DS O her | Backup | DS
I I I
S S + Fomm e - + S S +
| SW | |  SWb | | SW |
S S + Fomm e - + S S +

00- 00- 1d- 4a- 26- b3 00- 00- 1d-4a- 27- 1c 00- 00- 1d- 7e- 84- 2e

Figure 4: Sanple Switch Fabric

The switch |ink advertisenment generated by switch SWL woul d contain
the followi ng data itens:

: switch l'ink adverti senent for switch SW

LS age = 0 ; always true on origination
Options = (T-bit|E-bit) ; options
LS type =1 ; this is a switch link advert
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. SW's switch ID
Link State I D = 00-00-1d-1f-05-81-00-00-00-00
Advertising switch = 00-00-1d- 1f - 05- 81- 00- 00- 00- 00

# links = 2
; link on interface port 1
Link I D = 00-00-1d-22-23-c5-00-00-00-00 ;. switch ID
Li nk Data = 00-00-1d-1f-05-81-00-00-00-01 ; interface ID
Type =1 ; pt-to-pt link
# other metrics =0 ; TOS 0 only

TOS O netric =1
; link on interface port 2 is not fully functional

; link on interface port 3

Link 1 D = 00-00- 1d- 7e- 84- 2e- 00- 00- 00- 00 ;. switch ID of DS
Li nk Data = 00-00-1d-1f-05-81-00-00-00-03 ; interface ID
Type = 2 ; multi-access

# other metrics = 0 TOCS 0 only

TCS 0 netric = 2

(See Section 11.2 for a detailed description of the format of a
switch link advertisenent.)

8.1.2 Network Link Advertisenents

Network |ink advertisements are used to describe the sw tches
attached to each nulti-access network |ink.

Note: Network Iink advertisenments are not generated for point-to-
poi nt |inks.

A network link advertisenent is originated by the designated switch
for the associated nmulti-access link once the switch has established
a full adjacency with at | east one other switch on the link. Each
advertisenent lists the switch IDs of those switches that are fully
adj acent to the designated switch. The designated switch includes
itself inthis list.

To illustrate the format of a network link advertisenment, consider
again the switch fabric shown in Figure 4. In this exanple, network
link advertisenents will be generated only by switch SW5, the

designated switch of the multi-access network Iink between switches
SWL and switches SW, SWs, and SVé.

The network link advertisenent generated by switch SW would contain
the followi ng data itens:
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: network |link adverti sement for switch SW

LS age = 0 ; always true on origination
Opti ons (T-bit|E-bit) ; options
LS type 2 ; this is a network Iink advert

. SWb's switch ID
Link State I D = 00-00-1d-73-84-2e-00-00-00-00
Advertising switch 00- 00- 1d- 73-84- 2e- 00- 00- 00- 00

00- 00- 1d- 7e- 84- 2e- 00- 00- 00- 00
00- 00- 1d- 4a- 26- b3- 00- 00- 00- 00
00- 00- 1d- 1f - 05- 81- 00- 00- 00- 00
00- 00- 1d- 4a- 27- 1c- 00- 00- 00- 00

Attached sw tch
Attached swi tch
Attached swi tch
Attached swi tch

(See Section 11.3 for a detailed description of the format of a
network |ink advertisenent.)

8.2 Distributing Link State Advertisenents

Link state advertisenents are distributed throughout the swtch
fabric encapsulated within Link State Update packets. A single Link
State Update packet may contain several distinct advertisenents.

To nake the distribution process reliable, each advertisenent nust be
explicitly acknow edged in a Link State Acknow edgnment packet. Note,
however, that nultiple acknow edgnents can be grouped together into a
single Link State Acknow edgnent packet. A sending switch retransmts
unacknow edged Link State Update packets at regular intervals unti

t hey are acknow edged.

The remai nder of this section is structured as foll ows:
0 Section 8.2.1 presents an overview of the distribution process.

0 Section 8.2.2 describes how an incomng Link State Update packet
i s processed.

0 Section 8.2.3 describes how a Link State Packet is forwarded --
both by the originating switch and an intermedi ate receiving
swi tch.

0 Section 8.2.4 describes how adverti senents are installed into the
| ocal dat abase.

0 Section 8.2.5 describes the retransni ssion of unacknow edged
adverti senents.
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0 Section 8.2.6 describes how advertisenents are acknow edged.
8.2.1 Overview

The phil osophy behind the distribution of Iink state advertisenents
is based on the concept of adjacencies -- that is, each switch is
only required to remain synchronized with its adjacent nei ghbors.

When a switch originates a new instance of a link state
advertisenent, it formats the advertisenent into a Link State Update
packet and fl oods the packet out each fully operational interface --
that is, each interface with a state greater than Waiting. However,
only those neighbors that are adjacent to the sending switch need to
process the packet.

The sending switch indicates which of its neighbor sw tches should
process the adverti senent by specifying a particular nulticast
destination in the network | ayer address information (see Section
10.3). The sending switch sets the value of the network |ayer
destination switch IDfield according to the state of the interface
over which the packet is sent:

o If the interface state is Point-to-Point, DS, or Backup, the
switch is adjacent to all other switches on the Iink and al
nei ghbori ng swi tches nmust process the packet. Therefore, the
destination field is set to the nulticast switch ID
Al | SPFSwi t ches.

o If the interface state is DS O her, the switch is only adjacent to
the designated switch and the backup designated switch and only
those two nei ghboring switches nust process the packet.

Therefore, the destination field is set to the multicast switch ID
Al | DSwi t ches.

A simlar logic is used when a switch receives a Link State Update
packet containing a new instance of a |link state advertisenent.
After processing and acknow edgi ng the packet, the receiving switch
forwards the Link State Update packet as

0 On the interface over which the original Link State Update packet
was received:
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o If the receiving switch is the designated switch for the
attached network link, the packet is forwarded to all other
switches on the link. (The destination field is set to
Al'l SPFSwi tches.) The originating switch will recognize that it
was the advertisenent originator and discard the packet.

o If the receiving switch is not the designated switch for the
attached network link, the packet is not sent back out the
interface over which it was received.

o0 On all other interfaces:

o If the receiving switch is the designated switch for the
attached network link, the packet is forwarded to all switches
on the link. (The destination field is set to All SPFSw tches.)

o If the receiving switch is neither the designated switch or the
backup designated switch for the attached network link, the
packet is forwarded only to the designated switch and the
backup designated switch. (The destination field is set to
Al'l DSwi t ches.)

Each Link State Update packet is forwarded and processed in this
fashion until all switches in the fabric have received notification
of the new instance of the link state adverti senent.

8.2.2 Processing an Incom ng Link State Update Packet

When the a Link State Update packet is received, it is first

subj ected to a nunber of consistency checks. In particular, the Link
State Update packet is associated with a specific neighbor. If the
state of that neighbor is |l ess than Exchange, the entire Link State
Updat e packet is discarded.

Each link state advertisenent contained in the packet is processed as
fol | ows:

1. Validate the advertisenent’s |ink state checksum and type. If the
checksumis invalid or the type is unknown, discard the
advertisement wi thout acknow edging it.

2. If the advertisenent’s age is equal to MaxAge and there is

currently no instance of the advertisenment in the local link state
dat abase, then do the foll ow ng:
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Kane

a) Acknow edge the advertisenent by sending a Link State
Acknow edgment packet to the sendi ng nei ghbor (see Section
8.2.6).

b) Purge all outstanding requests for equal or previous instances
of the advertisenent fromthe sendi ng neighbor’s Link State
Request i st.

c) If the neighbor is Exchange or Loading, install the
advertisenent in the link state database (see Section 8.2.4).
O herwi se, discard the advertisenent.

If the advertisenent’s age is equal to MaxAge and there is an
i nstance of the advertisenent in the local link state database,
then do the foll ow ng:

a) If the advertisenent is listed in the link state retransm ssion
list of any neighbor, renove the advertisenent fromthe
retransmssion list(s) and del ete the database copy of the
advertisenent.

b) Discard the received (MaxAge) advertisenent w thout
acknow edging it.

If the advertisenment’s age is | ess than MaxAge, attenpt to locate
an instance of the advertisenent in the local |ink state database.
If there is no database copy of this advertisenent, or the

recei ved advertisenent is nore recent than the database copy (see
Section 7.1.1), do the follow ng:

a) If there is already a database copy, and if the database copy
was installed |l ess than M nLSI nterval seconds ago, discard the
new advertisenment w thout acknow edging it.

b) O herwi se, forward the new advertisenent out sonme subset of the
|l ocal interfaces (see Section 8.2.3). Note whether the
advertisenent was sent back out the receiving interface for
| ater use by the acknow edgnent process.

c) Renopve the current database copy fromthe Link state
retransm ssion lists of all neighbors.

d) Install the new advertisenent in the |ink state database,
repl aci ng the current database copy. (Note that this may cause
the cal cul ation of the set of best paths to be schedul ed. See
Section 9.) Tinmestanp the new adverti senent with the tinme that
it was received to prevent installation of another instance
wi thin M nLSInterval seconds.
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e) Acknow edge the advertisenent, if necessary, by sending a Link
St ate Acknow edgnent packet back out the receiving interface.
(See Section 8.2.6.)

f) If the link state advertisenent was initially advertised by the
Il ocal switch itself, advance the adverti senent sequence numnber
and i ssue a new instance of the advertisenent. (Receipt of a
newer instance of an advertisenent nmeans that the | ocal copy of
the advertisenent is left over frombefore the last tine the
switch was restarted.)

5. If the received advertisenent is the same i nstance as the database
copy (as determ ned by the algorithmdescribed in Section 7.1.1),
do the foll ow ng:

a) If the advertisenent is listed in the neighbor’s link state
retransmission list, the local switch is expecting an
acknow edgnent for this advertisenent. Treat the received
advertisenment as an inplied acknow edgnent, and renove the
advertisenent fromthe link state retransm ssion list. Note
this inplied acknow edgnent for |ater use by the acknow edgnent
process (Section 8.2.6).

b) Acknow edge the advertisenent, if necessary, by sending a Link
St ate Acknow edgnent packet back out the receiving interface.
(See Section 8.2.6.)

I f the database copy of the advertisenent is nore recent than the
i nstance just received, do the follow ng:

a) Determ ne whether the instance is listed in the neighbor |ink
state request list. |If so, an error has occurred in the
dat abase exchange process. Restart the dat abase exchange
process by generating a nei ghbor BadLSReq event for the sending
nei ghbor and term nate processing of the Link State Update
packet .

b) O herw se, generate an unusual event to network nanagenent and
di scard the advertisenent.

8.2.3 Forwarding Link State Advertisenents

When a new i nstance of an advertisenment is originated or after an

i ncom ng advertisement has been processed, the switch nust decide
over which interfaces and to which neighbors the advertisenment will
be forwarded. |In some instances, the switch nmay decide not to
forward the advertisenment over a particular interface because it is
able to determine that the neighbors on that attached |ink have or
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will receive the adverti senent from another switch on the |ink

The deci sion of whether to forward an adverti senent over each of the
switch’s interfaces is made as foll ows:

1

Kane

Each nei ghboring switch attached to the interface is exam ned to
determ ne whether it should receive and process the new
advertisenment. For each neighbor, the followi ng steps are
execut ed:

a) If the neighbor state is |ess than Exchange, the nei ghbor need
not receive or process the new adverti senent.

b) If the neighbor state is Exchange or Loadi ng, examine the link
state request |list associated with the neighbor. [If an
i nstance of the new advertisenment is on the list, the
nei ghboring switch already has an instance of the
advertisenent. Conpare the new advertisenent to the neighbor’s

copy:

o If the new advertisenment is |ess recent, the neighbor need
not receive or process the new adverti senent.

o If the two copies are the sane instance, delete the
advertisement fromthe link state request list. The
nei ghbor need not receive or process the new adverti senent

[7].

0 Oherw se, the new advertisenent is nore recent. Delete the
advertisement fromthe link state request list. The
nei ghbor may need to receive and process the new
adverti senent.

c) If the new advertisement was received fromthis neighbor, the
nei ghbor need not receive or process the advertisenent.

d) Add the new advertisenent to the link state retransm ssion |i st
for the neighbor.

The swi tch nust now deci de whether to forward the new
adverti sement out the interface.

a) If the link state advertisenment was not added to any of the
link state retransm ssion lists for neighbors attached to the
interface, there is no need to forward the adverti senent out
the interface.
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b) If the new adverti senent was received on this interface, and it
was received fromeither the designated switch or the backup
designated switch, there is no need to forward the
advertisenment out the interface. Chances are all neighbors on
the attached network |ink have al so received the adverti senent
al r eady.

c) If the new advertisenment was received on this interface and the
state of the interface is Point-to-Point, there is no need to
forward the adverti senent since the received advertisenent was
ori gi nated by the neighbor switch

d) If the new adverti senment was received on this interface, and
the interface state is Backup -- that is, the switch itself is
t he backup designated switch -- there is no need to forward the
advertisenent out the interface. The designated switch will
di stribute advertisenents on the attached network |ink.

e) Otherw se, the adverti senent nust be forwarded out the
i nterface.

To forward a link state adverti senent, the switch first increnments
the advertisenent’s age by InfTransDel ay seconds to account for
the transmi ssion tinme over the link. The switch then copies the
advertisenment into a Link State Update packet

Forwar ded advertisenents are sent to all adjacent switches
associated with the interface. |If the interface state is Point-
to-Point, DS, or Backup, the destination switch ID field of the
network | ayer address information is set to the nulticast switch
ID All SPFSwi tches. If the interface state is DS Qther, the
destination switch IDfield is set to the nulticast switch ID

Al | DSwi t ches.

8.2.4 Installing Link State Advertisenments in the Database

When a new |l ink state advertisenent is installed into the link state
dat abase, as the result of either originating or receiving a new

i nstance of an advertisenent, the switch nmust determ ne whether the

best paths need to be recalculated. To nake this determi nation, do

the foll ow ng:

1. Conpare the contents of the new instance with the contents of the
old instance (assum ng the older instance is available). Note that
this conparison does not include any data fromthe link state
header. Differences in fields within the header (such as the
sequence nunber and checksum which are guaranteed to be different
in different instances of an advertisenent) are of no consequence
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when deci di ng whether or not to recal cul ate the set of best paths.

2. If there are no differences in the contents of the two
adverti sement instances, there is no need to recal cul ate the set
of best paths.

3. O herw se, the set of best paths nust be recal cul at ed.

Note al so that the ol der instance of the advertisenent nust be
renoved fromthe |ink state database when the new advertisenent is
installed. The older instance nust also be renoved fromthe |ink
state retransm ssion lists of all neighbors.

8.2.5 Retransmitting Link State Advertisenents

When a switch sends a |ink state advertisenent to an adjacent

nei ghbor, it records the advertisenent in the neighbor’s link state
retransmission list. To ensure the reliability of the distribution
process, the switch continues to periodically retransnit the
advertisenents specified in the list until they are acknow edged.

The interval tiner used to trigger retransm ssion of the
advertisenents is set to Rxntlnterval seconds, as found in the
interface data structure. Note that if this value is too | ow,

needl ess retransm ssions will ensue. |If the value is too high, the
speed with which the databases synchroni ze across adj acenci es may be
affected if there are | ost packets.

Wien the interval timer expires, entries in the retransm ssion |ist

are formatted into one or nore Link State Update packets. (Renmenber

that nultiple advertisenents can fit into a single Link State Update
packet.) The age field of each advertisenment is increnmented by

I nf TransDel ay, as found in the interface data structure, before the

advertisenment is copied into the outgoing packet.

Link State Update packets containing retransmtted adverti senments are
al ways sent directly to the adjacent switch. That is, the destination
field of the network | ayer addressing infornmation is set to the
switch ID of the neighboring switch

If the adjacent switch goes down, retransnissions will continue unti
the switch failure is detected and the adjacency is torn down by the
VLSP di scovery process. When the adjacency is torn down, the |ink
state retransmission list is cleared.

Kane I nf or mat i onal [ Page 63]



RFC 2642 Cabl etron’s VLS Protocol Specification August 1999

8.2.6 Acknow edgi ng Link State Advertisenents

Each link state advertisenent received by a switch nust be

acknowl edged. I n nost cases, this is done by sending a Link State
Acknow edgnent packet. However, acknow edgnents can al so be done
inplicitly by sending Link State Update packets (see step 4a of
Section 8.2.2).

Mul ti pl e acknow edgnents can be grouped together into a single Link
St at e Acknow edgnent packet.

Sendi ng an acknow edgment

Li nk State Acknow edgnent packets are sent back out the interface
over which the advertisenment was received. The packet can be sent
i Mmedi ately to the sending neighbor, or it can be del ayed and sent
when an interval tinmer expires.

o Sending del ayed acknow edgnents facilitates the formatti ng of
mul ti pl e acknow edgnents into a single packet. This enables a
singl e packet to send acknow edgnments to several nei ghbors at
once by using a nulticast switch IDin the destination field of
the network | ayer addressing information (see below). Delaying
acknowl edgnents al so random zes the acknow edgnent packets sent
by the multiple switches attached to a nmulti-access network
l'ink.

Note that the interval used to time del ayed acknow edgnents
must be short (less than Rxntinterval) or needl ess
retransm ssions will ensue.

Del ayed acknow edgnments are sent to all adjacent switches
associated with the interface. |If the interface state is

Poi nt-to-Point, DS, or Backup, the destination field of the
network | ayer addressing information is set to the nulticast
switch ID All SPFSwitches. |If the interface state is DS O her,
the destination field is set to the multicast switch ID

Al'l DSwi t ches.

o | mediate acknow edgnents are sent directly to a specific
nei ghbor in response to the receipt of duplicate link state
advertisements. These acknow edgnents are sent immedi ately
when the duplicate is received.

The nethod used to send a Link State Acknow edgnent packet --

ei ther delayed or i medi ate -- depends on the circunstances
surroundi ng the recei pt of the advertisenent, as shown in Table 6.
Note that switches with an interface state of Backup send
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acknow edgnents differently than other switches because they play
a slightly different role in the distribution process (see Section
8.2.3).

Action taken in state
G rcunst ances Backup O her states

Adverti senent was No ack sent No ack sent
f orwar ded back out
receiving interface

Advertisenent is Del ayed ack sent Del ayed ack
nore recent than i f advertisenent sent

dat abase copy, but received from DS,

was not forwarded el se do not hi ng

back out receiving

i nterface

Adverti senent was a Del ayed ack sent No ack sent
duplicate treated i f advertisenent

as an inplied acknow recei ved from DS,

| edgnent (step 4a of el se do not hi ng

Section 8.2.2)

Adverti senent was a I mredi at e ack | mredi at e ack
duplicate not treated sent sent

as an inplied acknow

| edgment

Adverti senent age I mredi at e ack | mredi at e ack
equal to MaxAge and sent sent

no current instance
found i n dat abase

Tabl e 6: Sending Link State Acknow edgnents

Recei vi ng an acknow edgnent

Kane

When the a Link State Acknow edgnent packet is received, it is
first subjected to a nunber of consistency checks. |In particular
the packet is associated with a specific neighbor. If the state of
that neighbor is |less than Exchange, the entire Link State

Acknow edgrent packet is discarded.

Each acknow edgnent contained in the packet is processed as
fol l ows:
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o If the advertisenent bei ng acknowl edged has an instance in the
link state retransmi ssion list for the sending nei ghbor, do the
fol |l ow ng:

o If the acknow edgnent is for the same instance as that
specified in the list (as deternined by the procedure
described in Section 7.1.1), renove the instance fromthe
retransm ssion |ist.

0 Oherwi se, log the acknow edgrment as questi onabl e.
8.3 Aging the Link State Database

Each link state adverti senent has an age field, containing the
advertisenent’s age, expressed in seconds. Wen the advertisenent is
copied into a Link State Update packet for forwarding out a
particular interface, the age is incremented by |InfTransDel ay seconds
to account for the transm ssion time over the link. An
advertisenent’s age i s never increnmented past the val ue MaxAge.
Advertisenents with an age of MaxAge are not used to cal cul ate best
pat hs.

If alink state advertisenent’s age reaches MaxAge, the switch
flushes the advertisenment fromthe switch fabric by doing the
fol |l ow ng:

o Oiginate a new instance of the advertisenent with the age field
set to MaxAge. The distribution process will eventually result in
the advertisenent being renpbved fromthe retransmi ssion lists of
all switches in the fabric.

0 Once the advertisenment is no longer contained in the link state
retransm ssion |ist of any neighbor and no neighbor is in a state
of Exchange or Loadi ng, renove the advertisenment fromthe | ocal
i nk state database.

8.3.1 Premature Aging of Advertisenents

A link state adverti senent can be prematurely flushed fromthe switch
fabric by forcing its age to MaxAge and redistributing the
adverti senent.

A switch that was previously the designated switch for a multi-access
network |ink but has lost that status due to a failover to the backup
designated switch prematurely ages the network link advertisenents it
originated for the link.
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10.

Premat ure agi ng al so occurs when an advertisenment’s sequence nunber
must wap -- that is, when the current advertisenent instance has a
sequence nunber of Ox7fffffff. In this circunmstance, the
advertisenent is prematurely aged so that the next instance of the
advertisement can be originated with a sequence nunber of 0x80000001
and be recogni zed as the npbst recent instance.

A switch may only prematurely age those |link state advertisenments for
which it is the advertising switch.

Cal cul ati ng the Best Paths

Once an adj acency has been formed and the two switches have
synchroni zed their databases, each switch in the adjacency cal cul ates
the best path(s) to all other switches in the fabric, using itself as
the root of each path. In this context, "best" path neans that path
with the | owest total cost netric across all hops. |If there are

mul tiple paths with the same (I owest) total cost netric, they are al
cal cul ated. Best paths are stored in the area data structure.

Paths are cal cul ated using the well-known Dijkstra algorithm For a
detail ed description of this algorithm the reader is referred to
[Perl man], or any of a nunber of standard textbooks dealing with
networ k routing.

Not e that whenever there is a change in an adjacency rel ationship, or
any change that alters the topology of the switch fabric, the set of
best paths must be recal cul at ed.

Prot ocol Packets

This section describes VLS protocol packets and link state
adverti senents.
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10.

There are five distinct VLSP packet types, as listed in Table 7.

Type Packet Nane Functi on Descri ption
1 Hel | o Sel ect DS/ Backup DS  Section 10.6.1
2 Dat abase Summari ze dat abase

Descri ption contents Section 10.6.2
3 LS Request Dat abase downl oad Section 10.6.3
4 LS Update Dat abase updat e Section 10.6.4
5 LS Ack FI oodi ng acknow-

| edgnent Section 10.6.5

Table 7: VLSP Packet Types

Al'l VLSP packets are encapsulated within a standard | SMP packet, with
the VLS packet carried in the | SMP nessage body. The | SMP packet is
described in Section 10. 1.

Since it is inmportant that the |link state databases remain
synchroni zed throughout the switch fabric, processing of both

i nconi ng and out goi ng routing protocol packets should take priority
over ordinary data packets. Section 10.2 describes packet
processi ng.

Al'l VLSP packets begin with network | ayer addressing information,
described in Section 10.3, followed by a standard header, described
in Section 10. 4.

Wth the exception of Hello packets, all VLSP packets deal with lists
of link state advertisenents. The format of a |link state
adverti sement is described in Section 11.

1 | SMP Packet For nat

Al'l VLSP packets are encapsul ated within a standard | SMP packet. | SWP
packets are of variable |length and have the foll owi ng genera
structure:

o Frame header
o | SMP packet header
o | SWMP nessage body
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10. 1.1 Frane Header

| SMP packets are encapsulated within an | EEE 802-conpliant frane
usi ng a standard header as shown bel ow

0 1 2 3
01234567890123456789012345678901
B i i S e S i T i I S e O e il it R T S S e S i e =
00 | I
+ Desti nati on address B s i T O S i st S SRR S SRR TR
04 |
i T T O e T st T S T S SRR TR Sour ce addr ess
08 |
i i T e it I S S R S S S i ol it R S S o e S S e
12 | Type
R e T T e e o i i oI S e S e
16 |
+

T+ 7 +

Desti nati on address
This 6-octet field contains the Media Access Control (MAC) address
of the multicast channel over which all switches in the fabric
recei ve | SMP packets. The destination address of all |SMP packets
contain a val ue of 01-00-1D 00-00-00.

Sour ce address

This 6-octet field contains the physical (MAC) address of the
switch originating the | SMP packet.

Type

This 2-octet field identifies the type of data carried within the
frame. The type field of |SMP packets contains the val ue 0x81FD
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10.1.2 | SMP Packet Header

The | SMP packet header consists of 6 octets, as shown bel ow

0 1 2 3

01234567890123456789012345678901
i T T O S e e sl S T e e e e e i I IR R S TR S S T S e
OO0 |/ /11111 bbb rrrirr
AL ErD Frame header [0 TTTIEEETEEEIETEEEEE L rrrr iy
HTTTTTT (14 octets) [T TTTT1] +-4-4-4- 4= - 4= 4= 4o+ - - - - - - 4

2 | /1110 ETEEErr i irrn Ver si on |
B I i ST S I S S S s ST I I S Y S i T S S Y

16 | | SMP nessage type | Sequence nunber |
B I i ST S I S S S s ST I I S Y S i T S S Y
20 | |
+

Franme header
This 14-octet field contains the franme header.
Ver si on
This 2-octet field contains the version nunber of the InterSwitch
Message Protocol to which this | SMP packet adheres. This docunent
descri bes | SMP Version 2.0. | SMP nessage type

This 2-octet field contains a value indicating which type of |SM
nessage i s contained within the nessage body. Valid values are as

fol l ows:
1 (reserved)
2 Interswitch Keepalive nessages
3 Interswitch Link State nessages
4 Interswi tch Spanning Tree BPDU nessages and
Interswitch Renote Bl ocki ng nessages
5 Interswitch Resolve and New User nessages
6 (reserved)
7 Tag- Based Fl ood nessages
8 Interswitch Tap nmessages

Al'l VLS protocol nessages have an | SMP nessage type of 3.
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Sequence nunber

This 2-octet field contains an internally generated sequence
nunber used by the various protocol handlers for interna
synchroni zati on of nessages.

10.1. 3 | SMP Message Body

The | SMP nessage body is a variable-length field containing the
actual data of the | SMP nessage. The length and content of this
field are determ ned by the value found in the nessage type field.
VLSP packets are contained in the | SMP nessage body.

10. 2 VLSP Packet Processing

Note that with the exception of Hello packets, VLSP packets are sent
only between adjacent nei ghbors. Therefore, all packets travel a
si ngl e hop.

VLSP does not support fragnentation and reassenbly of packets.
Therefore, packets containing lists of Iink state advertisenents or
advertisenent headers nust be formatted such that they contain only
as many advertisenments or headers as will fit within the size
constraints of a standard ethernet frane.

When a protocol packet is received by a switch, it nust first pass
the following criteria before being accepted for further processing:

o The checksum number nust be correct.

0 The destination switch ID (as found in the network | ayer address
informati on) nust be the switch ID of the receiving switch, or one
of the nulticast switch IDs Al SPFSwi tches or Al | DSwi t ches.

If the destination switch IDis the nulticast switch ID
Al DSwi t ches, the state of the receiving interface nust be Point-
to- Point, DS, or Backup.

o0 The source switch ID (as found in the network | ayer address
i nformati on) must not be that of the receiving switch. (That is,
| ocally originated packets should be discarded.)

At this point, if the packet is a Hello packet, it is accepted for
further processing.
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10.

Since all other packet types are only sent between adjacent

nei ghbors, the packet nmust have been sent by one of the switch's
active neighbors. |If the source switch ID matches the switch ID of
one of the receiving switch’s active neighbors (as stored in the
interface data structure associated with the inport interface), the
packet is accepted for further processing. Oherw se, the packet is
di scar ded.

3 Network Layer Address Infornation

As nentioned in Section 2.2.1, portions of the VLS protocol (as
derived from OSPF) are dependent on certain network | ayer addresses
-- in particular, the Al SPFSw tches and Al | DSwi t ches nul ti cast
addresses that drive the distribution of link state adverti senents

t hroughout the switch fabric. 1In order to facilitate the

i npl ementation of the protocol at the physical MAC | ayer, network

| ayer address information is encapsulated in the VSLP packets. This
information i mMmediately follows the | SMP frame and packet header and
i mredi ately precedes the VLSP packet header, as shown bel ow

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
I I
: frame header / | SMP header :
I I
T S o T s T T o S T il sl S T R S i i
00 | I
Unused (20 octets)

!I--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-!I-
20 | I
+ Source switch ID +
24 | I
+ I S T i i S YR Y S S
28 | I I
T S S T i (e ST Y S S +
32 | |
+ Destination switch ID +
36 | |
T S o T s T T o S T il sl S T R S i i
40 | I

VLSP header
I I

T T T S i S S S S e T T S s i =
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10.

Source switch ID
This 10-octet field contains the switch I D of the sending switch.
Destination switch ID

This 10-octet field contains the switch ID of the packet
destination. The value here is set as foll ows:

0 Hello packets are addressed to the multicast switch ID
Al'l SPFSwi t ches.

o The designated switch and the backup designated switch address
initial Link State Update packets and Link State Acknow edgnent
packets to the multicast switch ID Al | SPFSwi t ches.

o Al other switches address initial Link State Update packets
and Link State Acknow edgnent packets to the rnulticast switch
I D Al Il DSwi t ches.

0 Retransnissions of Link State Update packets are al ways
addressed directly to the nonrespondi ng swtch.

o Database Description packets and Link State Request are always
addressed directly to the other switch participating in the
dat abase exchange process.

VLSP header

This 30-octet field contains the VLSP standard header. See
Section 10. 4.

4 VLSP Packet Header

Every VLSP packet starts with a common 30-octet header. This header,
along with the data found in the network |ayer address information,
contains all the data necessary to determ ne whet her the packet

shoul d be accepted for further processing. (See Section 10.1.)

The format of the VLSP header is shown below. Note that the header
starts at offset 36 of the | SMP nmessage body, follow ng the network
| ayer address information.
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0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
I I
: frame header / | SMP header :
I I

T T T S i S S S S e T T S s i =

00 | I
: Net wor k | ayer address information :
!I-- B T T s e T T S o o i S S i i iy Si S S !I-
40 | (unused) | Type | Packet | ength |
T S o T s T T o S T il sl S T R S i i
44 | |
+ Source switch ID +
48 | I
+ B i e i S S S S S N e =
52 | | Area ID. . . |
T S o T s T T o S T il sl S T R S i i
56 | Area ID. . . | Checksum |
T S o T s T T o S T il sl S T R S i i
60 | Aut ype | |
T S e s S SR SRR SRR A S Aut henti cati on +
64 | I
+ B i e i S S S S S N e =
68 |
T S S T i (e ST Y S S
Type

This 1-octet field contains the packet type. Possible values are
as follows:

Hel | o

Dat abase Descri ption

Li nk State Request

Li nk State Update

Li nk State Acknow edgnent

OrhWwWNBE

Packet |ength

Kane

This 2-octet field contains the length of the protocol packet, in

bytes, calculated fromthe start of the VLSP header, at offset 20

of the | SMP nessage body. |If the packet length is not an integra

nunber of 16-bit words, the packet is padded with an octet of zero
(see the description of the checksumfield, below).
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Switch ID
This 10-octet field contains the switch I D of the sending swtch
Area I D

This 4-octet field contains the area identifier. Since VLSP does
not support nultiple areas, the value here is always zero.

Checksum

This 2-octet field contains the packet checksum value. The
checksumis calculated as the 16-bit one’s conpl enment of the one's
conpl ement sumof all the 16-bit words in the packet, beginning
with the VLSP header, excluding the authentication field. |If the
packet length is not an integral nunber of 16-bit words, the
packet is padded with an octet of zero before calculating the
checksum

AuType

This 2-octet field identifies the authentication schene to be used
for the packet. Since authentication is not supported by this
version of VLSP, this field contains zero.

Aut henti cati on

This 8-octet field is reserved for use by the authentication
scheme. Since authentication is not supported by this version of
VLSP, this field contains zeroes.

10.5 Options Field

Hel | o packets and Dat abase Description packets, as well as link state
advertisenents, contain a 1-octet options field. Using this field, a
switch can comunicate its optional capabilities to other VLSP
switches. The receiving switch can then choose whether or not to
support those optional capabilities. Thus, switches of differing
capabilities potentially can be mixed within a single VLSP routing
domai n.

Two optional capabilities are currently defined in the options field:
routi ng based on Type of Service (TOS) and support for externa
routi ng beyond the I ocal switch fabric. These two capabilities are
specified in the options field as shown bel ow.
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10.

10.

i o SR S
| 0] 0| O] O] O| O E| T|
S i S S S

The options field
T-bit

The T-bit specifies the switch’s Type of Service (TOS) capability.
If the T-bit is set, the switch supports routing based on nonzero
types of service.

E-bit

The E-bit specifies the switch’s external routing capability. If
the E-bit is set, the switch supports external routing.

Note: The current version of VLSP supports neither of these
capabilities. Therefore, both the T-bit and the E-bit are clear and
the options field contains a value of zero.

6 Packet Fornats

This section contains detailed descriptions of the five VLS protocol
packet s.

6.1 Hell o Packets

Hel | o packets are sent periodically over multi-access switch
interfaces in order to discover and nmintain nei ghbor relationships.

Note: Hello packets are not sent over point-to-point network |inks.
For point-to-point |links, the VLS protocol relies on the VianHel |l o
protocol [IDhello] to notify it of neighboring swtches.

Since all switches connected to a common network |ink nmust agree on
certain interface paraneters, these paranmeters are included in each
Hel | o packet. A switch receiving a Hell o packet that contains
paraneters inconsistent with its own view of the interface will not
establish a neighbor relationship with the sending sw tch.

The fornmat of a Hello packet is shown bel ow.
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0 1 2 3
01234567890123456789012345678901
il aT T T S o S S e I S S R T it sl T s s
00 | I
: Net wor k | ayer addressing / VLSP header :
I I
il aT T T S o S S e I S S R T it sl T s s
70 | (unused -- mnust be 0) |
il aT T T S o S S e I S S R T it sl T s s
74 | Hel | ol nt | Opti ons | Priority |
il aT T T S o S S e I S S R T it sl T s s
78 | Deadl nt |
il aT T T S o S S e I S S R T it sl T s s
82
Desi gnated switch ID
86

T S e il S S S S S S

T S S S e T sl S S S S S &

90

94
Backup designated switch ID
98
i S S i i T s ST U S Y S S T S S i i
102

T+ +— +— +— +— +
T+ +— +— +— +— +

Nei ghbor [i st :
+ +
I
i s i i T e S S S S s s st S S S
Networ k | ayer addressing / VLSP header

This 70-octet field contains the network | ayer addressing
i nformati on and the standard VLS protocol packet header. The
packet header type field contains a value of 1.

Hel | ol nt
This 2-octet field contains the interval, in seconds, at which
this switch sends Hell o packets.

Opti ons

This 1-octet field contains the optional capabilities supported by
the switch, as described in Section 10.5.
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Priority

This 1-octet field contains the switch priority used in selecting
the designated switch and backup designated switch (see Section
6.3.1). If the value here is zero, the switch is ineligible to
becone the designated switch or the backup designhated switch

Deadl nt

This 4-octet field contains the length of time, in seconds, that
nei ghboring switches will wait before declaring the interface down
once they stop receiving Hello packets over the interface. The
val ue here is equal to the value of SwitchDeadl nterval, as found
in the interface data structure.

Desi gnated switch

This 10-octet field contains the switch I D of the designated
switch for this network link, as currently understood by the
sending switch. This value is set to zero if the designated
switch selection process has not yet begun

Backup desi gnated sw tch

This 10-octet field contains the switch I D of the backup
designated switch for the network link, as currently understood by
the sending switch. This value is set to zero if the backup

desi gnated switch selection process has not yet begun.

Nei ghbor |i st
This variable-length field contains a list of switch IDs of each
switch fromwhich the sending switch has received a valid Hello
packet within the |ast Sw tchDeadl nterval seconds.
6. 2 Dat abase Description Packets
Dat abase Description packets are exchanged while an adjacency is
bei ng formed between two nei ghboring switches and are used to
descri be the contents of the topol ogical database. For a conplete
description of the database exchange process, see Section 7.2.

The format of a Dat abase Description packet is shown bel ow.
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0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
00
! Net wor k | ayer addressing / VLSP header !
!l-- B s T T ST e S o I S I I T T sl s S S S +-!|-
70 | (unused -- mnust be 0) | Opti ons | FI ags |
T S o T s T T o S T il sl S T R S i i
74 | Sequence nunber |
T S o T s T T o S T il sl S T R S i i
78 | |
+ +
. Li nk state advertisenent headers :
+ +

T T I S S e T S S il S S S S SUp St

Networ k | ayer addressing / VLSP header

This 70-octet field contains the network | ayer addressing
informati on and the standard VLS protocol packet header. The
packet header type field contains a value of 2.

Opti ons

This 1-octet field contains the optional capabilities supported by
the switch, as described in Section 10.5.

Fl ags
This 1-octet field contains a set of bit flags that are used to

coordi nate the database exchange process. The format of this
octet is as foll ows:

N i ST S S S
| O] O] O] O] O I'| M M5
N i ST S S S
l-bit (Init)
The I-bit is used to signhal the start of the exchange. It is set

while the two switches negotiate the nmaster/slave relationship and
the starting sequence nunber.
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M bit (More)

The Mbit is set to indicate that nore Database Description
packets to foll ow

M5-bit (Master/ Sl ave)

The MS-bit is used to indicate which switch is the master of the
exchange. If the bit is set, the sending switch is the master
during the database exchange process. |If the bit is clear, the
switch is the slave.

Sequence nunber

This 4-octet field is used to sequence the Database Description
packets during the database exchange process. The two switches

i nvol ved in the exchange process agree on the initial value of the
sequence nunber during the master/slave negotiation. The nunber
is then increnmented for each Database Description packet in the
exchange.

To acknow edge each Dat abase Description packet sent by the
master, the slave sends a Database Description packet that echoes
the sequence nunber of the packet being acknow edged.

Li nk state adverti senent headers

This variable-length field contains a list of |link state headers
that describe a portion of the master’s topol ogi cal dat abase.

Each header uniquely identifies a link state advertisenent and its
current instance. (See Section 11.1 for a detailed description of
a link state advertisenent header.) The nunber of headers
included in the list is calculated inplicitly fromthe | ength of
the packet, as stored in the VLSP packet header (see Section

10. 4) .

10. 6.3 Link State Request Packets
Li nk State Request packets are used to request those pieces of the
nei ghbor’ s database that the sending switch has discovered (during
t he dat abase exchange process) are nore up-to-date than instances in
its own database. Link State Request packets are sent as the | ast
step in bringing up an adjacency. (See Section 7.3.)

The format of a Link State Request packet is shown bel ow.
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00

70

74

88

82

86

90

94

+
I
I

+

e+ +— +— +— +—

+

0 1 2 3

01234567890123456789012345678901
B T T T S S T 2T S T A S i U S
I
I
B T T T S S T T S S T A S i S S

Link state type |
B S S i S S s T S S e T sl St S M S ST S S

Networ k | ayer addressing / VLSP header

Link state I D
i T i S S il T s S SR S
B S T s S S S S

Advertising switch ID

T S S S T i S e i o AL S S S S S S S S

e+ +— +— +

B T T T S S T T S S T A S i S S

Networ k | ayer addressing / VLSP header

This 70-octet field contains the network | ayer addressing

[
p

nformati on and the standard VLS protocol packet header. The
acket header type field contains a value of 3.

Link state type

This 4-octet field contains the link state type of the requested

ink state advertisenent, as stored in the adverti senent header

Link state I D

This 10-octet field contains the Iink state I D of the requested

ink state advertisenent, as stored in the adverti senent header

Advertising switch

Kane

This 10-octet field contains the switch I D of advertising swtch

a

for the requested |ink state advertisenent, as stored in the

dverti senent header.
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Note that the last three fields uniquely identify the
advertisement, but not its instance. The receiving switch wll
respond with its nost recent instance of the specified
advertisement.

Multiple Iink state advertisenments can be requested in a single
Li nk State Request packet by repeating the link state type, ID
and advertising switch for each requested advertisenent. The
nunmber of advertisenments requested is calculated inplicitly from
the Iength of the packet, as stored in the VLSP packet header.

10.6.4 Link State Update Packets

Link State Update packets are used to respond to a Link State Request
packet or to advertise a new instance of one or nore link state
advertisenents. Link State Update packets are acknow edged with Link
St ate Acknow edgnent packets. For nore information on the use of
Link State Update packets, see Section 7 and Section 8.

The format of a Link State Update packet is shown bel ow

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
00 | I
: Net wor k | ayer addressing / VLSP header :
I I
T S o T s T T o S T il sl S T R S i i
70 | # advertisenents |
T S o T s T T o S T il sl S T R S i i
74 | |
+ +
: Link state advertisenents :
+ +
I
T S o T s T T o S T il sl S T R S i i
Net wor k | ayer addressing / VLSP header

This 70-octet field contains the network | ayer addressing
i nformati on and the standard VLS protocol packet header. The
packet header type field contains a value of 4.

# adverti senents

This 4-octet field contains the nunber of |link state
advertisements included in the packet.
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Li nk state adverti senents

This variable-length field contains a list of link state
advertisenments. For a detailed description of the different types
of link state advertisenents, see Section 11.

10. 6.5 Link State Acknow edgnment Packets

Li nk State Acknow edgnent Packets are used to explicitly acknow edge
one or nore Link State Update packets, thereby making the
distribution of link state advertisenments reliable. (See Section
8.2.6.)

The format of a Link State Acknow edgment packet is shown bel ow

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
00 | I
: Net wor k | ayer addressing / VLSP header :
I I

T T T S i S S S S e T T S s i =

70 | I
+ +
: Li nk state adverti senent headers :
+ +
T S o T s T T o S T il sl S T R S i i

Networ k | ayer addressing / VLSP header

This 70-octet field contains the network | ayer addressing
informati on and the standard VLS protocol packet header. The
packet header type field contains a value of 5.

Li nk state adverti senent headers

This variable-length field contains a list of |link state headers
that are being acknow edged by this packet. Each header uniquely
identifies a link state advertisement and its current instance.
(See Section 11.1 for a detailed description of a link state
advertisement header.) The nunber of headers included in the |ist
is calculated inplicitly fromthe |length of the packet, as stored
in the VLSP packet header (see Section 10.4).
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11.

11.

Li nk State Advertisenent Fornmats

Link state advertisenments are used to describe various pieces of the
routing topology within the switch fabric. Each switch in the fabric
mai ntains a conplete set of all link state advertisenents generated

t hroughout the fabric. (Section 8.1 describes the circunstances
under which a link state advertisenment is originated. Section 8.2
descri bes how advertisements are distributed throughout the switch
fabric.) This collection of advertisenments, known as the link state
(or topological) database, is used to calculate a set of best paths
to all other switches in the fabric.

There are two types of link state advertisenent, as listed in Table
8.

Type Nane Functi on Descri ption
1 Switch |ink Lists all network Section 11.2
adverti senent | i nksattached to
a switch
2 Net wor k |i nk Lists all adjacen- Section 11.3
adverti senent cies on a network
i nk

Table 8: Link State Advertisenent Types

Each link state advertisenent begins with a standard header,
described in Section 11.1.

1 Link State Advertisenent Headers

Al'l link state advertisenents begin with a conmon 32-octet header.
Thi s header contains infornmation that uniquely identifies the
advertisenent -- its type, link state ID, and the switch ID of its

advertising switch. Also, since nmultiple instances of a link state
advertisenent can exist concurrently in the switch fabric, the header
contains infornmation that pernits a switch to deternine which

i nstance is the nost recent -- the age, sequence nunber and checksum

The format of the link state adverti senent header is shown bel ow.
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0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
00 | Age | Opti ons | LS Type |
T S o T s T T o S T il sl S T R S i i

04 | I
+ Link state ID +
08 | |
+ I S T i i S YR Y S S
12 | I I
T S S T i (e ST Y S S +
16 | I
+ Advertising switch ID +
20 | I
T S o T s T T o S T il sl S T R S i i
24 | Sequence numrber |
T S o T s T T o S T il sl S T R S i i
28 | Checksum | Length |
T S o T s T T o S T il sl S T R S i i
Age

This 2-octet field contains the time, in seconds, since this
i nstance of the link state adverti senent was ori gi nat ed.

Opti ons

This 1-octet field contains the optional capabilities supported by
the advertising switch, as described in Section 10.5.

LS type

This 1-octet field contains the type of the link state
adverti senent. Possible values are:

1 Switch |Iink adverti senent
2 Net wor k |i nk adverti senent

Link state ID
This 10-octet field identifies the switch that originates
advertisements for the Iink. The content of this field depends on
the advertisenment’s type.

o For a switch link advertisenent, this field contains the switch
ID of the originating switch
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11.

o For a network link advertisenent, this field contains the
switch I D of the designated switch for the link

Note: In VLSP, the link state ID of an advertisenent is always the
sane as the advertising switch. This |level of redundancy results
fromthe fact that OSPF uses additional types of link state
advertisenents for which the originating switch is not the
advertising swtch.

Advertising switch

This 10-octet field contains the switch ID of the switch that
originated the link state advertisenent.

Sequence nunber

This 4-octet field is used to sequence the instances of a
particular link state advertisenment. The nunber is increnented
for each new instance.

Checksum

This 2-octet field contains the checksum of the conplete contents
of the link state advertisenent, excluding the age field. The
checksum used is commonly referred to as the Fl etcher checksum and
is docunmented in [RFCO05]. Note that since this checksumis
cal cul ated for each separate adverti senent, a protocol packet
containing lists of advertisenents or advertisenment headers will
contain nultiple checksum val ues.

Lengt h

This 2-octet field contains the total length, in octets, of the
link state advertisenent, including the header.

2 Switch Link Adverti senents

A switch link advertisenent is used to describe all functioning
network links of a switch, including the cost of using each |ink.

Each functioning switch in the fabric originates one, and only one,
switch link advertisenent -- all of the switch’s |inks nust be
described in a single advertisenment. A switch originates its first
switch link advertisenment (containing no links) when it first becones
functional. It then originates a new instance of the advertisement
each tinme any of its neighbor states changes such that the contents
of the advertisenent changes. See Section 8.1 for details on
originating a switch link advertisenent.
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The format of a switch link adverti senent i s shown bel ow.

0 1 2 3
01234567890123456789012345678901
T S o T s T T o S T il sl S T R S i i
00 | I
Li nk state header :
I

!I--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
32 | (unused -- rmust be 0) | # |inks |
T i T s s I T sl S P Y S Y S S S S
36 | I
+ Link ID +
40 | I
+ B i e i S S S S S N e =
44 | I |
B s T o S S S S i it S S +
48 | I
+ Li nk data +
52 | |
T i T s s I T sl S P Y S Y S S S S
56 | Li nk type | # TOS | TOS 0 netric |
T i T s s I T sl S P Y S Y S S S S
60 |

I
I I
T S o T s T T o S T il sl S T R S i i
Li nk state header
This 32-octet field contains the standard link state adverti senent
header. The type field contains a 1, and the link state ID field
contains the switch ID of the advertising swtch
# links
This 2-octet field contains the nunber of |inks described by this

advertisenment. This value nust be equal to the total nunber of
functioning network links attached to the swtch.
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Link 1D

This 10-octet field identifies the other switch that origi nates
link state advertisenents for the link, providing a key for
accessing other link state advertisenents for the |ink. The value
here is based on the link type, as foll ows:

o For point-to-point links, this field contains the switch ID of
t he nei ghbor switch connected to the other end of the |ink

o For nmulti-access links, this field contains the switch |ID of
the designated switch for the link

Li nk data

This 10-octet field contains additional data necessary to
cal culate the set of best paths. Typically, this field contains
the interface I D of the Iink.

Li nk type

This 1-octet field contains the type of |ink being described.
Possi bl e val ues are as foll ows:

1 Poi nt-to-point |ink
2 Mul ti-access link

# TOS

This 1l-octet field contains the nunber of nonzero type of service
netrics specified for the link. Since the current version of VLSP
does not support routing based on nonzero types of service, this
field contains a value of zero.

TOS O netric

This 2-octet field contains the cost of using this link for the
zero TOS. This value is expressed in the Iink state netric and
nmust be greater than zero

Note that the last five fields are repeated for all functioning
network |inks attached to the advertising switch. |If the interface
state of attached |ink changes, the switch nmust originate a new

i nstance of the switch Iink advertisenent.
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11.3 Network Link Advertisenents

A network link advertisenent is originated by the designated switch
of each multi-access network Iink. The advertisenment describes al
switches attached to the link that are currently fully adjacent to
the designated switch, including the designated switch itself. See
Section 8.1 for details on originating a switch |ink advertisenent.

Network |ink advertisenments are not generated for point-to-point
network |inks.

The format of a network |ink adverti senent i s show bel ow.

0 1 2 3
01234567890123456789012345678901
T S S S T T T T o il S S S i S S i s o

00 |
|

T S T e L S e T T S S S S S S S S il i e o

32 | (unused)
e i i S o i S I i S S i (s S

36 |
+

Li nk state header

. Switch list
+
I
e i i S o i S I i S S i (s S
Li nk state header
This 32-octet field contains the standard |ink state advertisene
header. The type field contains a 2, and the link state ID fiel
contains the switch ID of the designated switch
Switch list
The switch IDs of all switches attached to the network link that
are currently fully adjacent to the designated switch. The
designated switch includes itself in this Iist.

12. Protocol Paraneters

This section contains a conpendi um of the parameters used in the VL
pr ot ocol .
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12.1 Architectural Constants

Several VLS protocol paraneters have fixed architectural values. The
nane of each architectural constant follows, together with its val ue
and a short description of its function.

Al | SPFSwi t ches

The multicast switch ID to which Hello packets and certain other
protocol packets are addressed, as specified in the destination
switch ID field of the network | ayer address information (see
Section 10.3). The value of Al SPFSwi tches is EO-00-00- 05-00-00-
00- 00.

Al

DSwi t ches

The multicast switch ID to which Link State Update packets and
Li nk State Acknow edgnent packets are addressed, as specified in
the destination switch ID field of the network | ayer address

i nformation (see Section 10.3), when they are destined for the
desi gnated switch or the backup designated switch of a network
link. The value of AlIDSw tches is EO-00-00-06-00-00-00-00.

LSRef reshTi me

The interval at which the set of best paths recalculated if no
ot her state changes have forced a recal culation. The val ue of
LSRefreshTine is set to 1800 seconds (30 minutes).

M nLSI nt er va

The minimumtinme between distinct originations of any particul ar
link state advertisenent. The value of MnLSInterval is set to 5
seconds.

MaxAge

The maxi mum age that a link state advertisenent can attain. \Wen
an advertisenent’s age reaches MaxAge, it is redistributed

t hroughout the switch fabric. Wen the originating switch

recei ves an acknow edgnment for the advertisenment, indicating that
t he advertisement has been renoved fromall neighbor Link state
retransm ssion lists, the advertisenment is renoved fromthe
originating switch's database. Advertisenments having age MaxAge
are not used to calculate the set of best paths. The val ue of
MaxAge must be greater than LSRefreshTinme. The value of MaxAge is
set to 3600 seconds (1 hour).
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MaxAgeDi f f

The maxi mumtinme disparity in ages that can occur for a single
link state instance as it is distributed throughout the switch
fabric. Most of this tinme is accounted for by the tine the
advertisenment sits on switch output queues (and therefore not

agi ng) during the distribution process. The val ue of MaxAgeDiff is
set to 900 seconds (15 minutes).

LSInfinity

The link state nmetric value indicating that the destination is
unreachable. It is defined to be a binary value of all ones.

12. 2 Configurabl e Paraneters

Many of the switch interface paranmeters used by VLSP nmay be nade
configurable if the inplenenter so desires. These paraneters are
listed below. Sanple default values are given for sonme of the
par aneters.

Not e that some of these paraneters specify properties of the

i ndi vidual interfaces and their attached network |Iinks. These
paraneters nmust be consistent across all the switches attached to
that |ink.

Interface output cost(s)

The cost of sending a packet over the interface, expressed in the
link state nmetric. This is advertised as the link cost for this
interface in the switch’s switch link advertisenent. The interface
out put cost nust al ways be greater than zero.

Rxnt | nterva

The nunber of seconds between |ink state adverti senent

retransm ssions for adjacencies established on this interface.
This value is al so used when retransmitting Database Description
packets and Link State Request packets. This val ue nmust be greater
than the expected round-trip delay between any two switches on the
attached link. However, the val ue should be conservative or

needl ess retransm ssions will result. A typical value for a |ocal
area network woul d be 5 seconds.
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I nf TransDel ay

The estimated nunber of seconds it takes to transmt a Link State
Updat e packet over this interface. Link state advertisenments
contained in the Link State Update packet nust have their age
incremented by this amount before transm ssion. This value nust
take into account the transmi ssion and propagation delays for the
interface and nust be greater than zero. A typical value for a

| ocal area network would be 1 second.

Switch priority

An 8-bit unsigned integer. Wen two switches attached to the sane
network |link contend for selection as the designated switch, the
switch with the highest priority takes precedence. |If both
switches have the sane priority, the switch with the highest base
MAC addr ess becones the designated switch. A switch whose switch
priority is set to zero is ineligible to becone the designated
switch on the attached Iink.

Hel | ol nt er val

The length of tine, in seconds, between the Hell o packets that the
switch sends over the interface. This value is advertised in the
switch's Hell o packets. It nust be the same for all swi tches
attached to a common network link. The smaller this value is set,
the faster topol ogi cal changes will be detected. However, a
smaller interval will also generate nore routing traffic. A

typi cal value for a |l ocal area network woul d be 10 seconds.

Swi t chDeadl nt erva

The length of tinme, in seconds, that neighboring switches wll

wait before declaring the interface down once they stop receiving
Hel | o packets over the interface. This value is advertised in the
switch's Hell o packets. It nust be the same for all swi tches
attached to a comon network |ink and should be sonme multiple of

the Hellolnterval paranmeter. A typical value would be 4 tines
Hel | ol nterval .
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13. End Not es

[1] During calculation of the set of best paths, a network |ink
adverti senment nust be | ocated based solely on its link state ID
Not e, however, that the |l ookup in this case is still well defined,
since no two network advertisenments can have the sanme link state ID

[2] It is instructive to see what happens when the designated switch
for a network link fails. Call the designated switch for the link Sl
and the backup designated switch S2. If switch S1 fails (or its
interface to the link goes down), the other switches on the link wll
detect S1's absence within Sw tchDeadl nterval seconds. Al swtches
may not detect this condition at precisely the sanme time. The
switches that detect S1's absence before S2 does will tenporarily

sel ect S2 as both designated switch and backup designhated switch

When S2 detects that S1 is down, it will nove itself to designated
switch. At this time, the remaining switch with the highest switch
priority will be selected as the backup designated sw tch

[3] Note that it is possible for a switch to resynchronize any of its
fully established adjacencies by setting the neighbor state back to
ExStart. This causes the switch on the other end of the adjacency to
process a SegNunmber M smatch event and al so revert to the ExStart
state.

[4] Wen two advertisenments have different checksum val ues, they are
assuned to be separate instances. This can occur when a switch
restarts and |l oses track of its previous sequence nunber. In this
case, since the two advertisenments have the same sequence nunber, it
is not possible to determ ne which advertisenment is actually newer.
If the wong advertisenment is accepted as newer, the originating
switch will originate another instance.

[5] An instance of an advertisenment is originated with an age of
MaxAge only when it is to be flushed fromthe database. This is done
ei ther when the adverti senent has naturally aged to MaxAge, or (nore
typi cally) when the sequence nunber nust wap. Therefore, a received
i nstance with an age of MaxAge nust be processed as the nost recent
in order to flush it properly fromthe database.

[6] MaxAgeDiff is an architectural constant that defines the maxi mum
disparity in ages, in seconds, that can occur for a single link state
instance as it is distributed throughout the switch fabric. If two
advertisenents differ by nore than this anount, they are assuned to
be different instances of the same advertisement. This can occur when
a switch restarts and | oses track of its previous sequence number.
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[7] This is howthe link state request list is enptied, causing the
nei ghbor state to change to Full.

14. Security Considerations
Security concerns are not addressed in this docunent.
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TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
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