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| P over HI PPI
Status of This Menop

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

ANSI Standard X3.218-1993 (HI PPI-LE[3]) defines the encapsul ation of
| EEE 802.2 LLC PDUs and, by inplication, IP on HPPI. ANSI X3.222-
1993 (HIPPI-SC 4]) describes the operation of H PPl physi cal
switches. The ANSI conmittee responsible for these standards chose
to I eave H PPl networking issues |argely outside the scope of their
standards; this docunent describes the use of HHPPI switches as IP
| ocal area networks.

This memp is a revision of RFC 1374, "IP and ARP on HPPI", and is
intended to replace it in the Standards Track. RFC 1374 has been a
Proposed Standard since Novenber, 1992, with at |east 10

i npl erentations of I P encapsul ation and H PPl switch discipline. No
maj or changes to it are required. However, the ARP part of RFC 1374
has not had sufficient inplenmentation experience to be advanced to
Draft Standard. The present docunent contains all of RFC 1374 except
for the description ARP, which has been noved into a separate
docunent .
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1 Introduction

The ANSI Hi gh-Performance Parallel Interface (H PPl) is a sinplex
data channel. Configured in pairs, H PPl can send and receive data
si mul taneously at nearly 800 negabits per second. (H PPl has an
equal |y applicable 1600 negabit/second option.) Between 1987 and
1991, the ANSI X3T9.3 HI PPl working group drafted four docunents that
bear on the use of H PPl as a network interface. They cover the
physi cal and electrical specification (HPPI-PH[1]), the fram ng of
a stream of bytes (HI PPI-FP [2]), encapsul ation of |EEE 802.2 LLC

(H PPI-LE [3]), and the behavior of a standard physical |ayer sw tch
(HPPI-SC[4]). HPPI-LE also inplies the encapsul ation of Internet
Protocol [5]. The reader should be fanmiliar with the ANSI H PP
docunents, copies of which are archived at the site "ftp.network. cont
in the directory "hippi", and rmay be obtained via anonynmous FTP

H PPl switches can be used to connect a variety of conputers and

peri pheral equi pnment for nany purposes, but the working group stopped
short of describing their use as Local Area Networks. This neno
takes up where the working group left off, using the guiding
principle that except for length and hardware header, Internet

dat agrans sent on HI PPl shoul d be identical to the sane datagrans
sent on a conventional network, and that any datagram sent on a
conventional 802 network[6] should be valid on H PPI
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2 Scope

This nenp describes the H PPl interface between a host and a
crosspoint switch that conplies with the H PPI-SC draft standard.

| ssues that have no inpact on host inplenentations are outside the
scope of this nenpb. Host inplenentations that conply with this nmeno
are believed to be interoperable on a network conposed of a single
H PPl -SC switch. They are also interoperable on a sinple point-to-
poi nt, two-way HI PPl connection with no switch between them They
may be interoperable on nore conpl ex networks as well, depending on
the internals of the switches and how they are interconnected;
however, these details are inplenentati on dependent and outside the
scope of this neno.

Wthin the scope of this neno are:

1. Packet format and header contents, including H PPI-FP, H PPI-
LE, | EEE 802.2 LLJ 7] and SNAP.

2. Il-Field contents

3. Rules for the use of connections.
Qutsi de of the scope are

1. Address Resolution (ARP)

2. Network configuration and nmanagenent

3. Host internal optimzations

4. The interface between a host and an outboard protocol
processor.

2.1 Changes from RFC 1374

RFC 1374 described the use of ARP on HI PPlI, but because of

i nsufficient inplenmentation experience, the description of ARP has
been separated from | P encapsul ati on and noved to an | nformati onal
meno. It nay be returned to the standards track in the future if
interest and inplenentations warrant it.
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RFC 1374’ s specification of IP over H PPl has been changed in this
docunment. Certain packet format options, permitted in RFC 1374, are
no | onger all owed:

1. Optional short burst first;
2. D1 fill bytes;
3. Nonzero D2 offset.

That is, the header format is no |l onger variable and is required to
be that which is recommended by RFC 1374.

Wth these changes, it is possible to send packets which conformto
the ANSI standards but not to this nmeno. Because there are no RFC
1374 inplementations in use that used these options, we believe that
all existing RFC 1374 inplenentations are conpliant with the
requirenments of this nmeno, and there should be no interoperability
probl enms associated with these changes.

2.2 Terninol ogy

In this docunment the use of the word SHALL in capital letters
i ndi cates nandatory points of conpliance.

3 Definitions
Convent i onal

Used with respect to networks, this refers to Ethernet, FDDI and
802 LAN types, as distinct from H PPl -SC LANSs.

Desti nation
The HI PPl inplenmentation that receives data froma H PPl Source.
Node

An entity consisting of one H PPl Source/Destination pair that is
connected by parallel or serial HHPPI to a H PPI-SC switch and
that transmts and receives | P datagrans. A node may be an
Internet host, bridge, router or gateway. This nmeno uses the term
node in place of the usual "host" to indicate that a host m ght be
connected to the H PPl LAN not directly, but through an external
adapt or that does sone of the protocol processing for the host.
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Serial H PPI

An inplenmentation of HIPPI in serial fashion on coaxial cable or
optical fiber, informally standardi zed by inplenmentor’s agreenent
in the Spring of 1991

Swi t ch Address

A val ue used as the address of a node on a H PPlI-SC network. It
is transmtted in the I-field. H PPI-SC switches may map Switch
Addr esses to physical port nunbers.

Sour ce

The HI PPl inplenmentation that generates data to send to a Hl PP
Desti nati on.

Uni versal LAN Address (ULA)

A 48 bit globally uni que address, adm nistered by the |EEE,
assi gned to each node on an Ethernet, FDDI, 802 network or H PPI-
SC LAN.

4 Equi prent

A H PPl network can be conposed of nodes with H PPl interfaces, H PP
cabl es or serial links, H PPI-SC switches, gateways to other
net wor ks.

Each HI PPl interconnection between a node and a swi tch SHALL consi st
of a pair of HI PPl links, one in each direction.

If a link between a node and the switch is capable of the 1600
Megabi t/ second data rate option (i.e. Cable B installed for 64 bit

wi de operation) in either direction, the node's H PPI-PH

i npl enentation SHALL al so be capable of 32 bit operation (Cable B
data suppressed) and SHALL be able to select or deselect the 1600Md/ s
data rate option at the establishnent of each new connection
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A single H PPI-SC switch has a "non-bl ocki ng" characteristic, which
means there is always a path available fromany Source to any

Destination. |f the network consists of nore than one switch, the
path froma Source to a Destination may include a H PPl |ink between
switches. |If this link is used by nore than one Source/ Destination

pair, a "blocking" network is created: one Source may be bl ocked from
access to a Destination because another Source is using the link it
shares. Strategies for establishing connections rmay be nore
conpl i cated on bl ocki ng networks than on non-bl ocki ng ones.

This nenp does not take bl ocking issues into account, assuning that
the HI PPl LAN consists of one H PPI-SC switch or, if the network is
nmore conplex than that, it presents no additional problens that a
node nust be aware of.

5 Protoco
5.1 Packet Format

The HI PPl packet format for Internet datagrans SHALL conformto the

H PPl - FP and HI PPl -LE draft standards, with further restrictions as

i nposed by this neno. Because this nenpb is nore restrictive than the
ANSI standards, it is possible to send encapsul ated | P datagrans that
conformto the ANSI standards, but are illegal according to this
meno. Destinations may either accept or ignore such datagrans.

To sunmari ze the additional restrictions on ANSI standards found
her e:

Any short burst nust be the |ast burst of the packet.
Leadi ng short bursts are not pernitted.

Nonzero values for the HIPPI-FP D2_Ofset field are not
permtted.

The D1_AreaSi ze SHALL be 3 (64-bit words). No D1 Fill is
permtted.

Not e: Al though this docunent is for I P over H PPl, the encapsul ation
descri bed bel ow accommdat es ARP as wel | .

The HI PPl -FP D1_Area SHALL contain the H PPl -LE header. The HI PPI-FP
D2_Area, when present, SHALL contain one |EEE 802.2 Type 1 LLC
Unnunbered Information (U) PDU. Support of |EEE 802.2 XID, TEST and
Type 2 PDUs is not required on H PPI, and Destinations that receive
these PDUs nmay either ignore themor respond correctly according to

| EEE 802. 2 requiremnents.
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The length of a H PPl packet, including trailing fill, SHALL be a

mul tiple of eight bytes as required by H PPI-LE.

NS, Fomm e m o e o m e e e e e e oo Fommmmmmmo oo oo +

| | | 0 - 7|

| HPPI-FP | HPPI-LE | IEEE 802.2 LLC/SNAP | IP . bytes |

| (8 bytes) | (24 bytes) | (8 bytes) | fill |
NS, Fomm e m o e o m e e e e e e oo Fommmmmmmo oo oo +

H PPl Packet Structure
ULP-id (8 bits) SHALL contain 4.
D1 _Data_Set Present (1 bit) SHALL be set.
Start_D2_on_Burst_Boundary (1 bit) SHALL be zero.
Reserved (11 bits) SHALL contain zero.
Dl_Area_Size (8 bits) SHALL be sent as 3.
D2_Ofset (3 bits) SHALL be zero.
D2_Size (32 bits) Shall contain the nunber of bytes in the
| EEE 802.2 LLC Type 1 PDU, or zero if no PDUis present. It
SHALL NOT exceed 65,288. This val ue includes the | EEE 802. 2

LLC/ SNAP header and the I P datagram |t does not include
trailing fill bytes. (See "MIU', below)

H PPl - LE Header

FC (3
adm n

Doubl
W th

bits) SHALL contain zero unless otherw se defined by | ocal
i stration.

e Wde (1 bit) SHALL contain one if the Destination associated
the sendi ng Source supports 64 bit H PPl operation. O herw se

it SHALL contain zero.

Messa

ge_Type (4 bits) contains a code identifying the type of H PPI-

LE PDU. Defined val ues are:

Renw ck

Dat a PDU

Address Resol uti on Request PDU (AR _Request)

Address Resol uti on Response PDU ( AR _Response)

Sel f Address Resol ution Request PDU (AR_S Request)
Sel f Address Resol ution Response PDU (AR_S Response)

~AWNPEFO

St andar ds Track [ Page 8]



RFC 2067 | P over HI PPI January 1997

Destination_Switch_Address is a 24-bit field containing the
Switch Address of the Destination if known, otherw se zero.
If the address conprises |less than 24 bits, it SHALL be right
justified (occupying the least significant bits) in the
field.

Destinati on_Address_Type (4 bits) and Source_Address_Type (4
bits) contain codes identifying the type of addresses in the
Destination_Switch_Address and Source_Switch_Address fields
respectively. Defined values (binary) are:

0 Unspecified

1 HIPPI-SC Source Route (24 bits)

2 HIPPI-SC Address (12 bits)
Source_Switch_Address is a 24-bit field containing the Switch
Address of the Source. |If the address conprises |less than 24
bits, it SHALL be right justified (occupying the |east
significant bits) in the field.

Reserved (16 bits) SHALL contain zero.
Destination_| EEE Address (48 bits) SHALL contain the 48 bit
Uni versal LAN MAC Address of the Destination if known,

ot herwi se zero

LE Local ly_Admi nistered (16 bits) SHALL contain zero UNLESS
ot herwi se defined by | ocal adninistration.

Source_| EEE_Address (48 bits) SHALL contain the 48 bit
Uni versal LAN MAC Address of the Source if known, otherw se
zZero.

| EEE 802.2 LLC

The | EEE 802.2 LLC Header SHALL begin in the first byte of the
H PPl - FP D2_Ar ea.

SSAP (8 bits) SHALL contain 170 (' AA' h).

DSAP (8 bits) SHALL contain 170 (' AA" h).

CTL (8 bits) SHALL contain 3 (Unnunbered | nformtion).
SNAP

Organi zation Code (24 bits) SHALL be zero
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Et her Type (16 bits) SHALL be set as defined in Assigned Nunbers [8]:
| P = 2048 (' 0800 h), ARP = 2054 (’'0806’'h), RARP = 32,821 (’8035'h).

31 28 23 21 15 10 7 2 0
F-- - - - Fomm e oo T S Fomm o e F--- - - Fomm e oo F-- - - - +
0 | 04 | 1] O] Reserved | 03 | 0 |
S T S F-- - - - +
1] (n+8) I
F-- - - - I S o m o m o e o e e e e e e e e e e e e e e e e—ao o +
2 |[LA] | WM. Type | Desti nati on_Sw t ch_Address |
F-- - - - I S o m o m o e o e e e e e e e e e e e e e e e e—ao o +
3| DAT| SAT| Source_Swi t ch_Address |
Fomm e - Fomm e - S o m m e e e e e e e eeao o +
4 | Reserved | [Destination_| EEE Address] |
o mm e e e e e e e e e e eaao - + |
5| I
o m e e o e e e e e e e e eao - o m m e e e e e e e eeao o +
6 | [ LA] [ Sour ce_| EEE_Addr ess] |
o mm e e e e e e e e e e eaao - + |
7 I
S S S S +
8 | AA | AA | 03 | 00 |
S S S S +
9 | 00 | 00 | [ Et her Type] |
S S S S +
10 | Message byte O | Message byte 1 | Message byte 2 | . . . |
B I B I Fom - +- - - |
I

I
| - o e e e e oo o Fom e e e e oo o Fom e e e e oo o +

| | byte (n-2) | byte (n-1) | FI LL |
S S S S +
N-1] FILL | FI LL | FI LL | FI LL |
S S S S +
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H PPl Packet For mat

Wrds 0-1: HI PPI-FP Header

Wrds 2-7: Dl Area (H PPI-LE Header)

Wrds 8-9: D2 Area (I EEE 802.2 LLC/ SNAP)

Wrds 10-(N-1): D2 Area (IP nessage)

(n) is the nunmber of bytes in the |IP nessage.

[LA] fields are zero unless used otherw se |ocally.
Abbrevi ations: "W Doubl e_Wde field;

"M Type" = Message Type field;
"D AT" = Destination_Address_Type;
"S AT" = Source_Address_Type;

[FILL] bytes conplete the H PPl packet to an even
nunber of 32 bit words. The nunber of fill bytes
is not counted in the data |ength.

| EEE 802. 2 Data

The | EEE 802.2 Data SHALL begin in the byte follow ng the EtherType
field. Fill bytes SHALL be used followi ng the Data as necessary to
make the nunber of bytes in the packet a multiple of 8. In
accordance with H PPl -FP, the anmount of this fill is not included in
the D2_Si ze value in the H PPl - FP Header.

The order of the bytes in the data streamis from hi gher nunbered to
| ower nunbered data signal (left to right) within the H PPl word, as
specified in HPPI-FP Clause 7, "Wrd and byte formats." Wth the
1600 negabit/second data rate option (64 bit) bits 32 through 63 are
on Cable B, so that the four bytes on Cable B cone logically before
those on Cable A, Wthin each byte, the nost significant bit is the
hi ghest nunbered si gnal

5.2 48 bit Universal LAN MAC Addresses

| EEE St andard 802. 1A specifies the Universal LAN MAC Address. The
gl obal Iy unique part of the 48 bit space is adninistered by the | EEE
Each node on a H PPl -SC LAN shoul d be assigned a ULA. Miltiple ULAs
may be used if a node contains nore than one | EEE 802.2 LLC protoco
entity.
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The fornmat of the address within its 48 bit H PPI-LE fields follows
| EEE 802. 1A canonical bit order and H PPI-FP bit and byte order:

31 23 15 7 0
o e m e o e o e e e oo SRS SRS +
| (not used for ULA) | ULA byte O |L|G ULA byte 1 |
SRS SRS SRS SRS +
| ULA byte 2 | ULAbyte 3 | ULA byte 4 | ULA byte 5 |
SRS SRS SRS SRS +

Uni ver sal LAN MAC Addr ess For mat

L (UL bit) =1 for Locally adm nistered addresses, 0 for
Uni ver sal
G (I/Gbit) =1 for Goup addresses, 0 for Individual

The use of ULAs is optional, but encouraged. Although ULAs are not
used by HI PPl -SC switches, they may be hel pful for H PPl Switch
Address resol ution, and for distinguishing between nmultiple |Iogical
entities that nay exist within one node. They may al so be used by
gat eway devices that replace H PPl hardware headers with the MAC
headers of other LANs. Carrying the ULAs in the H PPl header may
sinplify these devices, and it may also help if H PPl is used as an
interface to some future H PPl based LAN that uses ULAs for

addr essi ng.

5.3 I-Field format
fi The I-field bits, as defined in H PPl -SC, SHALL be set as foll ows:
Local ly Administered (bit 31) SHALL be zero.

Reserved (bits 30, 29) should be zero. Destinations SHALL
accept any value for these bits.

Doubl e wide (bit 28) SHALL be set when Source Cable B is
connected and the Source wants a 64 bit connection. |t SHALL
be zero ot herw se

Direction (bit 27) should be sent as zero, however
Destinations SHALL accept either zero or one and interpret
the Routing Control field accordingly, per H PPI-SC

Path Sel ection (bits 26, 25) SHALL be 00, 01, or 11 (binary)
at the Source’s option. 00 (source route node) indicates
that the I-field bits 23-00 contain a 24 bit source route; 01
or 11 (logical address npode) indicate that bits 23-00 contain
12 bit Source and Destination Addresses. The value 11 is
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meani ngf ul when nore than one route exists froma Source to a
Destination; it allows the switch to choose the route. Use
of 01 forces the switch always to use the sane route for the
sane Source/ Destination pair.

Canp-on (bit 24) may be 1 or 0; however, a Source SHALL NOT
make consecutive requests w thout Canp-on to the same
Destination while the requests are being rejected. The
purpose of this restriction is to prevent a node from
circunventing the fair share arbitrati on nmechani smof the
switch by repeating requests at a very high rate.

If | ogical address nobde is used:
Source Address (bits 23-12) is not used.

Destination Address (bits 11-0) SHALL contain the Switch
Address of the Destination.

|f source route node i s used:

Routing control (bits 23-00) SHALL contain the route to
t he Destination.

5.4 Rul es For Connections

The followi ng rules for connection nmanagenent by Source and
Destination are intended to insure frequent, fair share access to
Destinations for which nultiple Sources are contending. |[|f possible,
nodes should transfer data at full H PPl speeds and hol d connections
no | onger than necessary.

A source may hold a connection for as long as it takes to send 68

H PPl bursts at what ever speed the two connected nodes can achieve
together. The nunber of packets sent in one connection is not
limted, except that the nunber of bursts over all the packets should
not exceed 68. This is not a recommendation to send as many packets
as possi bl e per connection; one packet per connection is acceptable.
The purpose of this linit is to give each Source an fair share of a
conmon Destination’ s bandwidth. Wthout a limt, if thereis a
Destination that is constantly in denand by multiple Sources, the
Source that sends the nost data per connection w ns the greatest
share of bandwi dt h.

The linmt of 68 bursts is not absolute. An inplenentation may check
the burst count after transmi ssion of a packet and end the connection
if it is greater than or equal to sonme threshold. |If this is done,
the threshol d should be | ess than 68 depending on the typical packet
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size, to ensure that the 68 burst Iimt is not normally exceeded.

For instance, a Source sending 64K packets woul d send two per
connection (130 bursts) if it checked for 68 at the end of each
packet. In this situation the Source is required to check for a

val ue small enough that it will not send a second packet in the sane
connecti on.

Destinations SHALL accept all packets that arrive during a
connection, and may di scard those that exceed its buffering capacity.
A Destination SHALL NOT abort a connection (deassert CONNECT) sinply
because too many bursts were received; however a Destination may
abort a connection whose duration has exceeded a tine period of the
Destination’s choosing, as long as the Source is allowed anple tine
to transmit its quota of bursts.

The rul es adnoni sh the node to do certain things as fast as it can,
however there is no absolute neasure of conpliance. Nodes that

cannot transfer data at full H PPl speeds can still interoperate but
the faster the inplenentation, the better the perfornmance of the
network will be.

Assumi ng that bursts flow at the maxi numrate, the nost inportant
factor in network throughput is the connection switching tine,
nmeasured fromthe deassertion of REQUEST by the Source at the end of
one connection to its first assertion of BURST after the
establ i shnent of the new connecti on.

| mpl enent ati ons shoul d keep this time as short as possible. For a
gui del i ne, assuming parallel H PPl and a single H PPI-SC switch, ten
m croseconds permits nearly full H PPl throughput with full-sized
packets, and at 60 mi croseconds the avail able throughput is reduced
by about 10% (See "Perfornmance", bel ow.)

All H PPl electrical signaling SHALL conply with HPPI-PH In every
case, the follow ng rules go beyond what HI PPl -PH requires.

Rul es for the Source

1. Do not assert REQUEST until a packet is ready to send.

2. Transmit bursts as quickly as READYs pernit. Except for
the required H PPl Source WAait states, there should be no
delay in the assertion of BURST whenever the Source' s READY

counter i s nonzero.

3. Mdke a best effort to ensure that connection durations do
not exceed 68 bursts.
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4. Deassert REQUEST i mmedi ately when no packet is avail able
for inmediate transm ssion or the |ast packet of the
connecti on has been sent.

Rul es for the Destination

1. Rej ect all connections if unable to receive packets.
This frees the requesting Source to connect to other
Destinations with a mninmumof delay. Inability to receive

packets is not a transient condition, but is the state of the
Destination when its network interface is not initialized.

2. A HPPI node should be prepared to efficiently accept
connections and process incom ng data packets. Wile this
may be best achi eved by not asserting connect unless 68
bursts worth of buffers is available, it may be possible to
nmeet this requirement with fewer buffers. This may be due to
a priori agreenment between nodes on packet sizes, the speed
of the interface to nove buffers, or other inplenentation
dependent consi derati ons.

3. Accept a connection inmediately when buffers are
avail able. The Destination should never delay the acceptance
of a connection unnecessarily.

4. Once initialized, a Destination may reject connection
requests only for one of the foll owi ng reasons:

1. The I-field was received with incorrect parity.

2. The I-field contents are invalid, e.g. the "W bit set when the
Destinati on does not support the 1600 negabit data rate option,
the "Locally Admi nistered" bit is set, the Source is not
permitted to send to this Destination, etc.

Transient conditions within the Destination, such as tenporary
buffer shortages, must never cause rejected connections.

5. lgnore aborted connection sequences. Sources nay tine
out and abandon attenpts to connect; therefore aborted
connection sequences are normal events.

5.5 MU
Maxi mum Transni ssion Unit (MIU) is defined as the length of the IP
packet, including |IP header, but not including any overhead bel ow I P.

Conventional LANs have MIU sizes deterni ned by physical |ayer
specification. MIUs may be required sinply because the chosen medi um
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won't work with larger packets, or they may serve to limt the anpunt
of time a node nust wait for an opportunity to send a packet.

H PPl has no inherent limt on packet size. The H PPI-FP header
contains a 32 bit D2_Size field that, while it may linmit packets to
about 4 gigabytes, inposes no practical lint for networking

pur poses. Even so, a H PPI-SC switch used as a LAN needs an MIU so
that Destination buffer sizes can be determ ned.

The MIU for H PPl -SC LANs is 65280 byt es.
This val ue was sel ected because it allows the I P packet to fit in one

64K byte buffer with up to 256 bytes of overhead. The overhead is 40
bytes at the present tine; there are 216 bytes of room for expansion.

Hl PPI - FP Header 8 bytes
Hl PPI - LE Header 24 bytes
| EEE 802.2 LLC/ SNAP Headers 8 bytes

Maxi mum | P packet size (MIU) 65280 bytes

Tot al 65320 bytes (64K - 216)
6 Canp-on

When several Sources contend for a single Destination, the Canp-on
feature allows the H PPI-SC switch to arbitrate and ensure that al
Sources have fair access. (H PPI-SC does not specify the nethod of
arbitration.) Wthout Canp-on, the contending Sources would sinply
have to retry the connection repeatedly until it was accepted, and
the fastest Source would usually win. To guarantee fair share
arbitration, Sources are prohibited from maki ng repeated requests to
the sanme Destination without Canmp-on in such a way as to defeat the
arbitration.

There is another inportant reason to use Canp-on: when a connection
wi t hout Canp-on is rejected, the Source cannot deternmni ne whether the
rejection cane fromthe requested Destination or fromthe switch

The Source al so cannot tell the reason for the rejection, which could
be either that the Destination was off line or not cabled, or the |-
field was erroneous or had incorrect parity. Sources should not
treat a rejection of a request w thout Canp-on as an error. Canp-on
prevents rejection due to the tenporary busy case; with one
exception, rejection of a Canp-on request indicates an error
condition, and an error event can be recorded. The exception occurs
when a 64 bit connection is attenpted to a Destination that does not
have Cable B connected, resulting in a reject. This case is covered
in "Channel Data Rate Di scovery", bel ow.

Renwi ck St andar ds Track [ Page 16]



RFC 2067 | P over HI PPI January 1997

7 Path MIU Di scovery

RFC 1191 [9] describes the method of determning MIU restrictions on
an arbitrary network path between two hosts. H PPl nodes may use
this nethod w thout nodification to discover restrictions on paths
bet ween HI PPl - SC LANs and ot her networks. Gateways between H PPl -SC
LANs and ot her types of networks should inplenment RFC 1191

8 Channel Data Rate Discovery

H PPl exists in two data rate options (800 nmegabit/second and 1600
nmegabi t/second). The higher data rate is achieved by making the

H PPl 64 bits parallel instead of 32, using an extra cabl e contai ning
32 additional data bits and four parity bits. H PPlI-SC swtches can
be designed to attach to both. Source and Destination H PPI

i npl ement ati ons can be designed to operate at either rate, selectable
at the time a connection is established. The "W bit (bit 28) of the
I-field controls the width of the connection through the switch
Sources with both cables A and B attached to the switch may set the

"W bit to request a 1600 nmegabi t/second connection. If the
requested destination also has both cables attached, the switch can
connect Source to Destination on both cables. |If the requested

Destination has only Cable A the switch rejects the request.

Si xty-four bit Sources can connect to 32 bit Destinations by
requesting with the "W bit clear and not using Cable B. Sixty-four
bit Destinations nust examine the "W bit in the received I-field and
use or ignore Cable B accordingly. Note that both | NTERCONNECT
signals stay active while a 64 bit HPPlI is used in 32 bit node.

The followi ng table sumrarizes the possi bl e conbinations, the
switch’s action for each, and the width of the resulting connection

Desti nation

Fom e e e o i oo Fom e e e a oo +

| 32 | 64 |

S . Fom e e e o i oo Fom e e e a oo +
| | WeO | Accept 32 | Accept 32 |
| 32 +----- i e +
| | W1 | N A | N A |
Source +----4----- I I +
| | WeO | Accept 32 | Accept 32 |
| 64 +----- i e +
| | WL | Rej ect | Accept 64 |
S . Fom e e e o i oo Fom e e e a oo +
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H PPl Connecti on Conbi nati ons

If the path between a 64 bit Source and a 64 bit Destination includes
nmore than one switch, and the route between switches uses a link that
is only 32 bits wide, the switch rejects 64 bit connection requests
as if the Destination did not have 64 bit capability.

In a mxed LAN of 32 bit and 64 bit H PPIs, a 64 bit Source needs to
know the data rates avail able at each Destination and on the path to
it. This can be known a priori by manual configuration, or it can be
di scovered dynamically. The only reliable nmethod of discovery is
sinply to attenpt a 64 bit connection with Canp-on. As |long as 64
bit connections succeed, the Source knows the Destination and path
are double width. |If a 64 bit connection is rejected, the Source
tries to connect for 32 bits. |If the 32 bit connection succeeds, the
Source assunes that the Destination or path is not capable of double
wi dth operation, and uses only 32 bit requests after that. |If the 32
bit request is rejected, the Source assunes that the Destination or
path is down and nmakes no determ nation of its capability.

The Double_Wde bit in the H PPl -LE header, if nonzero, gives the
node that receives it a hint that the 64 bit connection attenpt may
be wort hwhil e when sending on the return path.

Not e that Canp-on nust be used at least in the 64 bit attenpt,
because it renoves sonme anbiguity fromthe neaning of rejects. |If
the request is made with the "W bit and no Canp-on, a reject could
mean either that the Destination has no Cable B or that it is sinply
busy, and no conclusion can be drawn as to its status for 64 bit
connecti ons.

9 Perfornmance

The HI PPl connection rules are designed to pernmit best utilization of
the avail able H PPl throughput under the constraint that each
Destination nmust be nmade avail able frequently to receive packets from
di fferent Sources. This discipline asks both Sources and
Destinations to mnimze connection setup overhead to deliver high
performance. Low connection setup tines are easily achi eved by

har dwar e i npl enentati ons, but overhead may be too high if software is
required to execute between the initial request of a connection and
the begi nning of data transfer. Hardware inplenentations in which
connection setup and data transfer proceed froma single software
action are very desirable.

Hl PPl connections are controlled by H PPl Sources; a Destination,

being unable to initiate a di sconnect without the possibility of data
loss, is a slave to the Source once it has accepted a connection
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Optim zations of connection strategy are therefore the province of
the HI PPl Source, and several optimzations are permtted.

If the rate of available nmessage traffic is |less than the avail abl e
H PPl t hroughput and Destinations are sel dom busy when a connection
is requested, connection optim zations do not pay off and the

sinpl est strategy of waiting indefinitely for each connection to be
made and sendi ng nessages strictly in the order queued cannot be

i nproved upon. However if sone nodes are slow, or network
applications can send or receive nessages at a higher aggregate rate
than the avail abl e H PPl bandw dth, Sources may frequently encounter
a busy Destination. |In these cases, certain host output queuing
strategi es may enhance channel utilization. Sources may mnaintain
separate output queues for different H PPl Destinations, and abandon
one Destination in favor of another if a connection attenpt wi thout
Canp-on is rejected or a connection request with Canp-on is not
accepted within a predetermned interval. Such a strategy results in
aborted connection sequences (defined in H PPI-PH REQUEST is
deasserted before any data is sent). Destinations nmust treat these
as normal events, perhaps counting them but otherw se ignhoring them

Two conponents of connection setup tine are out of the control of
both Source and Destination. One is the tine required for the switch
to connect Source to Destination, currently |ess than four

m croseconds in the largest commercially available (32 port) swtch.
The second conponent is the round trip propagation tine of the
REQUEST and CONNECT signals, negligible on a standard 25 neter copper
H PPl cabl e, but contributing a total of about 10 m croseconds per

kil ometer on fiber optic links. H PPI-SC LANs spanning nore than a

few kilonmeters will have reduced throughput. Linmited span networks
with buffered gateways or bridges between them nmay perform better
than Iong serial H PPl 1inks.

A Source is required to drop its connection after the transm ssion of
68 HI PPl bursts. This nunber was chosen to allow the transni ssion of
one mexi mum si zed packet or a reasonabl e nunber of snaller sized
packets. The following table lists sone possibilities, with

cal cul at ed maxi mum burst and throughput rates in mllions (10**6) of
byt es per second:
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10

Maxi mum HI PPl Thr oughput Rates

Nunber Nunmber Hold Burst ------ Max throughput MB/sec-------

User of of Time Rate Connection Setup Overhead (usec)
Dat a Packets Bursts (usec) MB/sec 10 30 60 90 120 150
63K 1 64 654 98.7 97.2 94.4 90.4 86.8 83.4 80.3
32K 2 66 665 98.6 97.1 94.3 90.4 86.8 83.5 80.4
16K 4 68 667 98.3 96.8 94.1 90.2 86.6 83.3 80.2
8K 7 63 587 97.8 96.1 93.0 88.7 84.8 81.2 77.8
4K 13 65 551 96.7 95.0 91.7 87.2 83.1 79.4 76.0
2K 22 66 476 94.6 92.7 89.0 84.0 79.6 75.6 72.0
1K 34 68 384 90.8 88.5 84.2 78.5 73.5 75.8 65.3

These cal cul ati ons are based 259 40 ns clock periods to transnmit a
full burst and 23 clock periods for a short burst. (H PPI-PH
specifies three clock periods of overhead per burst.) A packet of
kil obytes of user data consists of "n" full bursts and one short
burst equal in length to the nunber of bytes in the HPPI, LLC IP
and TCP headers. "Hold Tinme" is the m nimum connection duration
needed to send the packets. "Burst Rate" is the effective transfer
rate for the duration of the connection, not counting connection
switching tinme. Throughput rates are in negabytes/second, accounting
for connection switching tinmes of 10, 30, 60, 90, 120 and 150

m croseconds. These calculations ignore any linit on the rate at

whi ch a Source or Destination can process snall packets; such linits
may further reduce the avail abl e throughput if small packets are
used.

n

Sharing the Switch

Networ k interconnection is only one potential application of H PPI
and HI PPl -SC switches. VWhile network applications need very frequent
transi ent connections, other applications may favor |onger term or
even permanent connections between Source and Destination. Since the
switch can serve each Source or Destination with hardware paths
totally separate fromevery other, it is quite feasible to use the
sane switch to support LAN interconnects and conputer/periphera
appl i cations simultaneously.

Switch sharing is no probl em when unlike applications do not share a
H PPl cable on any path. However if a host nust use a single input
or output cable for network as well as other kinds of traffic, or if
a link between swi tches nust be shared, care nust be taken to ensure
that all applications are conpatible with the connection discipline
described in this nenb. Applications that hold connections too |ong
on links shared with network traffic may cause | oss of network
packets or serious degradation of network service.
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14 Appendix A -- H PPl Basics

This section is included as an aid to readers who are not conpletely
famliar with the H PPl standards.

Hl PPl - PH descri bes a parallel copper data channel between a Source
and a Destination. H PPl transnits data in one direction only, so
that two sets are required for bidirectional flow The follow ng
figure shows a sinple point-to-point [ink between two conputer

syst ens:

NS, + S, +
I I I I
| B R + B R + |
| | HPPI | Cabl e | HPPI | |
| | R RRREEEEEEE > | |
| | Source | | Dest | |
| System +-------- + AEEEE T + System |
| X B R + B R + Y |
| | HPPI | Cabl e | HPPI | |
| | <o + | |
| | Dest | | Source | |
| B R + B R + |
I I I I
NS, + S, +

A Sinple H PPl Dupl ex Link
Paral | el copper cables may be up to 25 nmeters in | ength.

In this docunment, all H PPl connections are assunmed to be paired
H PPl channel s.

H PPl - PH has a single optional feature: it can use a single cable in
each direction for a 32 bit parallel channel with a naxi numdata rate
of 800 negabit/second, or two cables for 64 bits and 1600
nmegabit/second. Cable A carries bits 0-31 and is used in both nodes;
Cable B carries bits 32-63 and is use only with the 1600
nmegabi t/ second data rate option
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H PPl Si gnal Hierarchy
H PPl has the follow ng hardware signals:
Source to Destination

| NTERCONNECT A

| NTERCONNECT B (64 bit only)
CLOCK (25 MHz)

REQUEST

PACKET

BURST

DATA (32 or 64 signals)

PARI TY (4 or 8 signals)

Destination to Source

| NTERCONNECT A

| NTERCONNECT B (64 bit only)
CONNECT

READY

The | NTERCONNECT |ines carry DC vol tages that indicate that the cable
is connected and that the renote interface has power. | NTERCONNECT
is not used for signaling.

The CLOCK signal is a continuous 25 MHz (40 ns period) square wave.
Al'l Source-to-Destination signals are synchronized to the clock

The REQUEST and CONNECT |ines are used to establish |ogical
connections. A connection is always initiated by a Source as it
asserts REQUEST. At the same tinme it puts 32 bits of data on DATA
lines 0-31, called the I-field. The Destination sanples the DATA
lines and can conplete a connection by asserting CONNECT. Packets
can be transmitted only while both REQUEST and CONNECT are asserted.

A Destination can also reject a connection by asserting CONNECT for
only a short interval between 4 and 16 H PPl clock periods (160-640
nanoseconds). The Source knows a connection has been accepted when
CONNECT is asserted for nore than 16 clocks or it receives a READY
pul se.

Ei t her Source or Destination can terninate a connection by
deasserting REQUEST or CONNECT, respectively. Normally connections
are termnated by the Source after its |ast Packet has been sent. A
Destination cannot term nate a connection w thout potential |oss of
dat a.
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Fo-m oo - o e e e e e e Fo-m oo - +
| Idle | Connect ed | Idlie|
Fo-m oo - o e e e e e e Fo-m oo - +
/ \
/ \
/ \
/ \
/ \
S S + F----- - + F----- - + F----- - +
|I-field| |Packet | |Packet | |Packet |
S S + F----- - + F----- - + F----- - +
/ \
/ \
/ \
/ \
/ \
/ \
/ \
e + F----- + F--- - - +
| Burst| |Burst|...|Burst]
e + F----- + F--- - - +

H PPl Logi cal Frami ng Hierarchy

The Source asserts PACKET for the duration of a Packet transm ssion
deasserting it to indicate the end of a Packet. A sequence of Bursts
conprise a Packet. To send a burst, a Source asserts the BURST
signal for 256 clock periods, during which it places 256 words of
data on the DATA lines. The first or last Burst of a Packet nay be

| ess than 256 cl ock periods, allow ng the transm ssion of any

i ntegral nunber of 32 or 64 bit words in a Packet.
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The READY signal is a pulse four or nore clock periods long. Each
pul se signals the Source that the Destination can receive one Burst.
The Destination need not wait for a burst before sending anot her
READY if it has burst buffers available; up to 63 unanswered READYs
may be sent, allowing H PPl to operate at full speed over distances
of many kiloneters. |[If a Source nust wait for flow control, it
inserts idle periods between Bursts.

o s o o o m o m o e e e e e e e e e e e e oo +
REQUEST- - - + +----
o m o s o o o o e e e e e e e e ooo—- - +
CONNECT--------- + +- -
o s o e o o e e o e e e e e e e e oo oo +
PACKET------------- + +----
+- + +- + +- + +- + +- + +- + +- + +- +
READY------------ S I R R R G I SIS I S S e i S
S S S S S + 4----- +
BURST-------------- + +- + +- + +- + H-e e e - -
DATA------ |-field----DATA------ DATA------ DATA- - - - - DATA----------

H PPl Signal Timng D agram
Serial H PP

There is no ANSI standard for H PPl other than the parallel copper
cabl e version. However an inplenmentors’ agreement exists, specifying
a serial protocol to extend H PPl signals on optical fiber or coaxial
copper cable. Serial |inks may be used interchangeably with parall el
links to overconme HI PPl distance limtations; they are transparent to
t he Source and Destination, except for the possibility of |onger
propagati on del ays.
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|-Field and Switch Control

The REQUEST, CONNECT and |-field features of H PPlI-PH were desi gned
for the control of switches as described in HHPPI-SC. A switchis a
hub with a nunber of input and output H PPl ports. H PPl Sources are
cabled to switch input ports, and switch output ports are cabled to
H PPl Destinations. Wen a H PPl Source requests a connection, the
switch interprets the I-field to select an output port and

el ectrically connects the H PPl Source to the H PPl Destination on
that port. Once connected, the switch does not interact with the

H PPIs in any way until REQUEST or CONNECT is deasserted, at which
time it breaks the physical connection and deasserts its output
signhals to both sides. Sone existing switch inplenentations can
switch connections in |ess than one microsecond. There is the
potential for as many simultaneous connections, each transferring
data at H PPl speeds, as there are input or output ports on the
switch. A switch offers much greater total throughput capacity than
broadcast or ring nedia.

31 28 26 23 11 0
T S e o m e e e e e oaao - +
| L] |WD|PS | C Sour ce Address | Destination Address

T S e o m e e e e e oaao - +

H PPl -SC I -field Format (Logical Address Mode)

Locally defined (1 => entire I-field is locally defined)
Wdth (1 => 64 bit connection)

Direction (1 => swap Source and Destination Address)
Path Sel ection (01 => Logi cal Address Mde)

Camp-on (1 => wait until Destination is free)

o) [
OBOs
[ L T ||

H PPl - SC defines I-field formats for two di fferent addressing nodes.
The first, called Source Routing, encodes a string of port numbers in
the lower 24 bits. This string specifies a route over a nunber of
switches. A Destination’s address nay differ fromone Source to
another if rmultiple switches are used.

The second format, called Logical Address Mdde, defines two 12 bit
fields, Source Address and Destination Address. A Destination’s 12
bit Switch Address is the sane for all Sources. Sw tches conmonly
have address | ookup tables to map 12 bit | ogical addresses to

physi cal ports. This nmode is used for networking.
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Control fields in the I-field are:

L The "Locally Defined" bit, when set, indicates that the I-field
is not in the standard format. The neaning of bits 30-0 are
| ocal |y defi ned.

W The Wdth bit, when set, requests a 64 bit connection through
the switch. It is nmeaningless if Cable B is not installed at
the Source. If Wis set and either the Source or the requested
Destination has no Cable B to the switch, the switch rejects
the connection. Qherwi se the switch connects both Cable A and
Cable Bif Wis set, or Cable Aonly if Wis clear. This
feature is useful if both Source and Destination
i mpl ement ati ons can sel ectively disable or enable Cable B on
each new connecti on

D The Direction bit, when set, reverses the sense of the Source
Address and Destination Address fields. |In other words, D=1
means that the Source Address is in bits 0-11 and the
Destination Address is in bits 12-23. This bit was defined to
give devices a sinple way to route return nessages. It is not
useful for LAN operations.

PS The Path Sel ection field determ nes whether the |-field
contains Source Route or Address information, and in Logical
Addr ess node, whether the switch may select fromnmultiple
possible routes to the destination. The value "01" selects
Logi cal Address node and fixed routes.

C The Canp-on bit requests the switch not to reject the
connection if the selected Destination is busy (connected to
anot her Source) but wait and nake the connection when the
Destination is free.

15 Appendix B -- How to Build a Practical H PPl LAN
"I'P on H PPI" describes the network host’s view of a H PPl |ocal area
networ k wi t hout providing nmuch information on the architecture of the
network itself. Here we describe a network constructed from
avail abl e H PPl conponents, having the foll owing characteristics:

1. Atree structure with a central H PPI-SC conpliant hub and
optional satellite switches

2. Each satellite is connected to the hub by just one bidirectional
H PPl 1ink.
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3. Serial HI PPl or transparent fiber optic H PPl extender devices
may be used in any link.

4. Some satellites nay be a particular switch product which is not
HI PPI - SC conpl i ant.

5. Host systens are attached either directly to the hub or to
satellites, by single bidirectional links in which both H PPl cables
go to the same nunbered switch port.

Swi tch Address Managenent

Switch addresses use a flat address space. The 12-bit address is
subdi vided into 6 bits of switch nunber and 6 bits of port nunber.

11 5 0

Logi cal Address Construction

Swi tches may be nunbered arbitrarily. A given host’'s address

consi sts of the nunber of the switch it is directly attached to and

t he physical port nunber on that switch to which its input channel is
attached.

In the singly-connected tree structure, there is exactly one path
bet ween any pair of hosts. Since each satellite must be connected
directly to the hub, the maxi mumlength of this path is three hops,
and the mnimumlength is one. Each H PPlI-SC conpliant switch is
progranmed to nmap each of the host switch addresses to the
appropriate output port: either the port to which the host is
directly attached or a port that is linked to another switch in the
path to it.

Speci al Treatnment of Nonstandard Switches

There is one comercially available switch that was desi gned
before the drafting of HHPPI-SC and is not fully conpliant. It is
in comopn use, so it is worth making sonme special provisions to
allowits use in a HHPPI LAN. This switch supports only the
Source Route npde of addressing with a four bit right shift that
can be disabled by a hardware switch on each input port.

Addr esses cannot be mapped. The switch does not support the "W,
"D', or "PS" fields of the I-field; it ignores their contents.

Use of this switch as a satellite will require a slight deviation
fromnormal |-field usage by the hosts that are directly attached
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toit. Hosts attached to standard swi tches are not affected.

For a destination connected to a non conpliant satellite, the
satellite uses only the least significant four bits of the I-field
as the address. Since the address contains the destination’s
physi cal port nunber in the least significant bits, its port wll
be selected. Nonstandard swi tches should be set to disable |-
field shifting at the input fromthe hub, so that the destination

host will see its correct switch address in the I-field when
perform ng sel f-address discovery. |-field shifting nust be
enabl ed on the satellite for each input port to which a host is
attached.

Hosts attached to nonstandard satellites nust deviate fromthe
normal |-field usage when connecting to hosts on another switch.

It is suggested that all host inplenmentations have this capability
as long as the nonstandard switches remain in use. The host nust
know, by sone manual configuration nmethod, that it is connected to
a nonstandard switch, and it nust have its "link port" nunber;

that is, the nunber of the port on the satellite that is connected
to the hub.

The nornmal I-field format for a 32-bit connection, per the
docunent, is this:

31 26 23 11 0
S S o m e e oo +
|]0O0O0O0O0Ix 11C Unused | Destination Address
S S o m e e oo +
The special |-field format is:

31 26 24 15 4 3 0
S S o e e e oo S S +
|]O0O0O0O0Ix 11C Unused | Destination Address | Link |
S S o e e e oo S S +

This I-field is altered by shifting the lower 24 bits left by four
and adding the link port nunber. Canp-on is optional, and the PS
field is set to 01 or 11 (the host’s option) as if the switch
supported | ogi cal address node. Al other I-field bits are set to
zero. \Wien the host requests a connection with this I-field, the
switch selects a connection through the link port to the hub, and
shifts the lower 24 bits of the I-field right by four bits. The link
port nunber is discarded and the I-field passed through to the hub is
a proper H PPI-SCI-field selecting | ogical address node.

Renwi ck St andar ds Track [ Page 29]



RFC 2067 | P over HI PPI January 1997

A host on a nonstandard satellite may use the special I-field format
for all connection requests. |If connecting to another host on the
sane satellite, this will cause the connection to take an
unnecessarily long path through the hub and back. |If an optinization
is desired, the host can be given additional information to allow it
to use the standard |I-field format when connecting to another host on
the same switch. This information could consist of a list of the

ot her hosts on the sanme switch, or the details of address formation,
along with the switch nunber of the local satellite, which would
all ow the host to analyze the switch address to deterni ne whether or
not the destination is on the local switch. This optimzation is
fairly conplicated and may not al ways be worthwhil e.
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