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Abstract
Thi s docunent devel ops an architecture and a set of requirenents
needed to support alerting of hosts that are in dormant node. The

architecture and requirenents are designed to guide devel opnent of an
| P protocol for alerting dornant |IP nobile hosts, commonly call ed

pagi ng.
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1. | nt r oducti on

In [1], a problem statenent was devel oped to explain why an I P
protocol was desirable for alerting hosts in dormant node, conmonly
called paging. In this docunent, a set of requirenents is devel oped
for guiding the devel opnment of an | P paging protocol. Based on the
requirements, an architecture is developed to represent the
functional relationships between |ogical functional entities

i nvol ved.
2. Ter mi nol ogy
Pl ease see [1] for definition of ternms used in describing paging. 1In

addi tion, this docunent defines the follow ng termns:
Wde Casting - Either broadcasting or nulticasting.

| nacti ve Mbde - The host is no longer listening for any
packets, not even periodically, and not sending packets. The
host may be in a powered off state, it may have shut down al
interfaces to drastically conserve power, or it may be out of
range of a radi o access point.

3. Security Considerations

An | P pagi ng protocol introduces new security issues. |In this
section, security issues with relevance to formul ating requirenents
for an | P paging protocol are discussed.

3.1. DoS Anplification

A DoS (Denial -of -Service) or DDoS (Distributed DoS) attack generally
consists of flooding a target network with bogus | P packets in order
to cause degraded network performance at victimnodes and/or routers.
Performance can be degraded to the point that the network cannot be
used. Currently, there is no preventive solution agai nst these
attacks, and the inpacts can be very inportant.

In general a DoS attacker profits froma so-called "anplifier" in
order to increase the damage caused by his attack. Paging can serve
for an attacker as a DoS anplifier.

An attacker (a malicious correspondent node) can send | arge nunbers
of packets pretending to be sent fromdifferent (bogus) correspondent
nodes and destined for large nunbers of hosts in inactive and dor nant
nodes. This attack, in turn, will be anplified by the pagi ng agent
whi ch wi de casts pagi hg nessages over a paging area, resulting in
nore than one networks being flooded. Cdearly, the damage can be

Kenpf, et al. I nf or mat i onal [ Page 3]



RFC 3154 Pagi ng Requirenents August 2001

nmore inportant in wireless networks that already suffer from scarce
radi o bandwi dt h.

Al ternatively, an attacker can sort out a host which:
1. sends periodic nmessages declaring that it is in dormant node,
2. never replies to paging requests.

Such a node nmay be the attacker’s node itself, or a second node
participating in the attack

That node is never in inactive node because of behavior 1 above. In
this case, the attacker can send | arge nunbers of packets destined

for that host which periodically declares that it is in dormant node
but never replies to paging nmessages. The inpact will be the sanme as
above however in this case the attack will be anplified indefinitely.

3.2. Queue Overfl ow

For reliability reasons, the paging protocol nay need to make
provisions for a pagi ng queue where a pagi ng request is buffered
until the requested host replies by sending a |ocation registration
nessage.

An attacker can exploit that by sending |arge nunbers of packets
havi ng different (bogus) correspondent node addresses and desti ned
for one or nore inactive hosts. These packets will be buffered in

t he pagi ng queue. However, since the hosts are inactive, the paging
queue may quickly overflow, blocking the incomng traffic from

| egiti mate correspondent nodes. As a result, all registered dormant
hosts nay be inaccessible for a while. The attacker can re-1launch
the attack in a continuous fashion

An attacker together with a bogus host that fails to respond to pages
can overflow the buffering provided to hold packets for dornmant node
hosts. If the attacker keeps sendi ng packets while the dornmant node
host fails to reply, the buffer can overflow.

3.3. Selective DoS agai nst Hosts
The followi ng vulnerabilities already exist in the absence of IP
pagi ng. However, they are included here since they can affect the
correct operation of the |IP paging protocol.
These vulnerabilities can be exploited by an attacker in order to

elimnate a particular host. This, in turn, can be used by an
attacker as a stepping stone to |launch other attacks.
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Forced Battery Consunption

An attacker can frequently send packets to a host in order to prevent
that host fromswitching to dormant node. As a result the host may
qui ckly run out of battery.

Bogus Pagi ng Areas

An attacker can periodically emit malicious packets in order to
confuse one or nore hosts about their actual |ocations. Currently,
there is no efficient way to authenticate such packets.

In the case of |P paging, these packets may al so contain bogus pagi ng
area information. Upon receipt of such a packet, a host nmay nobve and
send a location registrati on nessage pointing to a non-existing or

w ong paging area. The functional entities of the |IP paging protocol
may | oose contact with the host.

More inportantly, this attack can serve for sorting out a host which
shows the behaviors 1 and 2 described in Section 3.1.

Bogus Pagi ng Agents
An attacker can w de cast fake pagi ng nessages pretending to be sent
by a paging agent. The inpacts will be simlar to the ones descri bed
in Sections 4.1 and 4.3.1. However, depending on how the | P pagi ng
protocol is designed, additional harm may be caused.

4. Requi rement s
The following requirenents are identified for the |IP pagi ng protocol

4.1. Inpact on Power Consunption

The | P pagi ng protocol MJST mnimze inpact on the Host’s dormant
node operation, in order to mnimze excessive power drain.

4.2. Scalability
The | P pagi ng protocol MJST be scalable to mllions of Hosts.

4.3. Control of Broadcast/Milticast/Anycast
The protocol SHOULD provide a filter nmechanismto allow a Host prior
to entering dormant node to filter which broadcast/nmulticast/anycast

packets active a page. This prevents the Host from awakeni ng out of
dormant node for all broadcast/nulticast/anycast traffic.
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4. 4. Efficient Signaling for Inactive Mde

The | P pagi ng protocol SHOULD provide a mechani smfor the Tracking
Agent to determ ne whether the Host is in inactive node, to avoid
pagi ng when a host is conpletely unreachabl e.

4.5, No Routers

Since the basic issues involved in handling nobile routers are not
wel I under st ood and since nobile routers have not exhibited a

requi rement for paging, the I P paging protocol MAY NOT support
routers. However, the |IP paging protocol MAY support a router acting
as a Host.

4.6. Multiple Dormant Mddes

Recogni zing that there are multiple possible dormant nodes on the
Host, the I P paging protocol MJST work with different inplenmentations
of dormant node on the Host.

4.7. I ndependence of Mbility Protocol

Recogni zing that | ETF may support nultiple nmobility protocols in the
future and that paging may be of value to hosts that do not support a
mobility protocol, the I P paging protocol MJST be designed so there
is no dependence on the underlying nobility protocol or on any
nmobility protocol at all. The protocol SHOULD specify and provide
support for a nobility protocol, if the Host supports one.

4.8. Support for Existing Mbility Protocols

The | P pagi ng protocol MJST specify the binding to the existing IP
mobility protocols, nanely nobile IPv4 [2] and nobile IPv6 [3]. The
| P pagi ng protocol SHOULD make use of existing registration support.

4.9. Dormant Mbde Term nati on

Upon receipt of a page (either with or w thout an acconpanying L3
packet), the Host MJST execute the steps in its nobility protocol to
re-establish a routable L3 link with the Internet.

4.10. Net wor k Updat es

Recogni zing that |ocating a dormant node nobile requires the network
to have a rough idea of where the Host is located, the |P paging
prot ocol SHOULD provide the network a way for the Paging Agent to

i nform a dornmant node Host what paging area it is in and the IP
pagi ng protocol SHOULD provi de a neans whereby the Host can inform
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the Target Agent when it changes paging area. The |P paging protocol
MAY additionally provide a way for the Host to informthe Tracking
Agent what paging area it is in at sonme indeterm nate point prior to
entering dornmant node.

4. 11. Efficient Uilization of L2
Recogni zi ng that many existing wireless link protocols support paging
at L2 and that these protocols are often intimately tied into the
Host’'s dormant node support, the | P pagi ng protocol SHOULD provide
support to efficiently utilize an L2 paging protocol if avail able.
4.12. O thogonal ity of Paging Area and Subnets

The | P pagi ng protocol MJST allow an arbitrary mappi ng between
subnets and pagi ng areas.

4.13. Future L3 Pagi ng Support
Recogni zing that future dormant node and wireless |ink protocols may
be designed that nore efficiently utilize IP, the |IP paging protoco
SHOULD NOT require L2 support for paging.

4.14. Robust ness Agai nst Failure of Network El enents

The | P pagi ng protocol MJST be designed to be robust with respect to

failure of network elements involved in the protocol. The self-
heal i ng characteristics SHOULD NOT be any worse than existing routing
pr ot ocol s.

4. 15. Reliability of Packet Delivery
The | P pagi ng protocol MJST be designed so that packet delivery is
reliable to a high degree of probability. This does not necessarily
nmean that a reliable transport protocol is required.

4.16. Robust ness Agai nst Message Loss

The | P pagi ng protocol MJST be designed to be robust with respect to
| oss of nessages.

4.17. Flexibility of Administration
The | P pagi ng protocol SHOULD provide a way to flexibly auto-

configure Paging Agents to reduce the anobunt of administration
necessary in maintaining a wireless network with paging.
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4.

18. Flexibility of Paging Area Design

The | P pagi ng protocol MJST be flexible in the support of different
types of paging areas. Exanples are fixed pagi ng areas, where a

fi xed set of bases stations belong to the paging area for all Hosts,
and custom zed pagi ng areas, where the set of base stations is
custom zed for each Host

. 19. Avai l ability of Security Support

The | P pagi ng protocol MJST have avail abl e aut henticati on and
encryption functionality at |east equivalent to that provided by
| PSEC [ 5] .

. 20. Aut henti cati on of Pagi ng Location Registration
The | P pagi ng protocol MJST provide nutually authenticated pagi ng
|l ocation registration to insulate against replay attacks and to avoid
t he danger of malicious nodes registering for paging.

.21, Aut henti cation of Paging Area Information
The | P pagi ng protocol MJST provide a mechani smfor authenticating
pagi ng area information distributed by the Pagi ng Agent.

. 22. Aut henti cati on of Pagi ng Messages

The | P pagi ng protocol MJST provide a nmechani smfor authenticating L3
pagi ng nessages sent by the Pagi ng Agent to dornmant node Hosts. The
protocol MJST support the use of L2 security mechani snms so

i npl ementations that take advantage of L2 paging can al so be secured.

. 23. Pagi ng Vol une

The | P pagi ng protocol SHOULD be able to handl e | arge nunbers of
pagi ng requests wi thout denying access to any legitimte Host nor
degradi ng its perfornance.

. 24, Par si moni ous Security Messagi ng
The security of the IP paging protocol SHOULD NOT call for additiona
power consunption while the Host is in dornant node, nor require
excessi ve nessage exchanges.

. 25. Noni nterference with Host’s Security Policy

The | P pagi ng protocol MJST NOT inpose any limtations on a Host’'s
security policies.
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4. 26. Noni nterference with End-to-end Security

The | P pagi ng protocol MJST NOT inpose any limtations on a Host’s
ability to conduct end-to-end security.

4. 27. Det ecti on of Bogus Correspondent Nodes

The | P pagi ng protocol SHOULD nake provisions for detecting and
i gnoring bogus correspondent nodes prior to pagi ng nessages being
wi de cast on behalf of the correspondent node.

5. Functi onal Architecture

In this section, a functional architecture is devel oped that

descri bes the logical functional entities involved in |IP paging and
the interfaces between them Please note that the | ogica
architecture nakes absolutely no commtnent to any physi cal

i npl enentation of these functional entities whatsoever. A physical
i npl erentation may nerge particular functional entities. For
exanpl e, the Pagi ng Agent, Tracki ng Agent, and Dornant Monitoring
Agent may all be nerged into one in a particul ar physical

i npl enentation. The purpose of the functional architecture is to
identify the relevant systeminterfaces upon which protocol

devel opnent nmay be required, but not to nmandate that protocol

devel opnent will be required on all

5.1. Functional Entities
The functional architecture contains the foll owi ng el enents:

Host - The Host (H) is a standard IP host in the sense of [4]. The
Host may be connected to a wired | P backbone through a wireless

i nk over which | P datagrans are exchanged (nobil e usage pattern),
or it may be connected directly to a wired IP network, either
intermttently (nomadi c usage pattern) or constantly (w red usage
pattern). The Host may support sone type of IP nobility protoco
(for exanple, mobile IP [2] [3]). The Host is capable of entering
dormant node in order to save power (see [1l] for a detailed

di scussi on of dormant node). The Host al so supports a protocol
allowing the network to awaken it from dormant node if a packet
arrives. This protocol nmay be a specialized L2 pagi ng channel or
it may be a tinme-slotted dormant node in which the Host
periodically wakes up and listens to L2 for IP traffic, the
details of the L2 inplenmentation are not inportant. A dormant

Host is al so responsible for determning when its paging area has
changed and for responding to changes in paging area by directly
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5.2.

or indirectly inform ng the Tracking Agent about its | ocation.
Since routers are presuned not to require dormant node support, a
Host is never a router.

Pagi ng Agent - The Paging Agent is responsible for alerting the
Host when a packet arrives and the Host is in dornmant node.

Al erting of the Host proceeds through a protocol that is peculiar
to the L2 link and to the Host’s dornmant node inpl enentation,
though it may involve IP if supported by the L2. Additionally,
the Pagi ng Agent naintains paging areas by periodically w de
casting information over the Host’s link to identify the paging
area. The paging area information may be wide cast at L2 or it
may al so involve IP. Each paging area is served by a uni que
Pagi ng Agent .

Tracki ng Agent - The Tracking Agent is responsible for tracking a
Host’s location while it is in dormant node or active node, and
for determ ning when Host enters inactive node. It receives
updates from a dormant Host when the Host changes pagi ng area.
When a packet arrives for the Host at the Dormant Mnitoring
Agent, the Tracking Agent is responsible for notifying the Dormant
Moni tori ng Agent, upon request, what Paging Agent is in the Host’s
| ast reported paging area. There is a one to one mappi hg between
a Host and a Tracki ng Agent.

Dor mant Monitoring Agent - The Dormant Monitoring Agent detects
the delivery of packets to a Host that is in Dormant Mde (and

t hus does not have an active L2 connection to the Internet). It
is the responsibility of the Dormant Monitoring Agent to query the
Tracki ng Agent for the |last known Pagi ng Agent for the Host, and
i nformthe Pagi ng Agent to page the Host. Once the Pagi ng Agent
has reported that a routable connection to the Internet exists to
the Host, the Dormant Monitoring Agent arranges for delivery of
the packet to the Host. |In addition, the Host or its Tracking
Agent may select a Dormant Monitoring Agent for a Host when the
Host enters dornant node, and periodically as the Host changes
pagi ng area.

| nterfaces

The functional architecture generates the followi ng |ist of
interfaces. Note that the interfaces between functional entities
that are conbined into a single network elenment will require no
prot ocol devel oprent.

Host - Paging Agent (HPA) - The H PA interface supports the
follow ng types of traffic:
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W de casting of paging area information fromthe Paging
Agent .

The Pagi ng Agent alerting the Host when infornmed by the
Dor mant Mbnitoring Agent that a packet has arrived.

- Tracking Agent (HTA) - The H TA interface supports the

follow ng types of traffic:

The Host informng the Tracking Agent when it has changed
pagi ng area, and, optionally, prior to entering dornant
node, in what paging area it is |ocated.

Optionally, the Host informs the Tracking Agent at a pl anned
transition to inactive node.

Dor mant Monitoring Agent - Tracking Agent (DVA-TA) - The DVA-TA
i nterface supports the follow ng types of traffic:

A report fromthe Dormant Monitoring Agent to the Tracking
Agent that a packet has arrived for a dornmant Host for which
no route is avail able.

A report fromthe Tracking Agent to the Dornmant Monitoring
Agent giving the Paging Agent to contact in order to page
t he Host.

A report fromthe Tracking Agent to the Dormant Monitoring
Agent that a Host has entered inactive node, if not provided
directly by the Host

A report fromthe Tracking Agent to the Dornant Monitoring
Agent that a Host has entered dormant node, if not provided
directly by the Host.

Dor mant Mbnitoring Agent - Pagi ng Agent (DVA-PA) - The DMA-PA
i nterface supports the follow ng types of traffic:

A request fromthe Dormant Mnitoring Agent to the Paging
Agent to page a particular Host in dormant node because a
packet has arrived for the Host.

Negat i ve response indication fromthe Paging Agent if the
Host does not respond to a page.

Positive response fromthe Paging Agent indication if the
Host does respond to a page.
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- Delivery of the packet to the Host.

Host - Dorrmant Mnitoring Agent (H-DMA) - The H-DMA interface
supports the follow ng types of traffic:

- The Host registers to the Dormant Mnitoring Agent prior to
entering dormant node, (if needed) with filtering
i nformati on on which broadcast/multicast/anycast packets
trigger a page.

-  The Host informs the Dormant Monitoring Agent, when it
directly deregisters fromthe Dormant Monitoring Agent due
to a change from dormant node to active or inactive node.

5.3. Functional Architecture D agram

The functional architecture and interfaces lead to the foll ow ng

di agram
Fo-m oo - + H TA Fomm oo oo oo - +
| Host | <-----cmcmcmmmccnanann > | Tracking |
oo + | Agent |
NN R +
| | H DVA A
I T R + |
| | | DMA-TA
I |
| HPA [
Vv vV Vv
S + DVA- PA S +
| Paging | <-------------------- > |  Dor mant |
| Agent | | Monitoring |
A + | Agent |
Fomm e o e oo oo - +

Figure 1 - Paging Functional Architecture
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Copyright (C) The Internet Society (2001). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
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and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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