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TP/ I X2 The Next I nternet
Status of this Meno

This neno defines an Experinmental Protocol for the Internet

comunity. It does not specify an Internet standard. D scussion and
suggestions for inprovenment are requested. Please refer to the
current edition of the "I AB Oficial Protocol Standards" for the
standardi zati on state and status of this protocol. Distribution of
this nenp is unlimted.

Abstract

The first version of this nenp, describing a possible next generation
of Internet protocols, was witten by the present author in the
sunmer and fall of 1989, and circulated informally, including to the
| ESG in Decenber 1989. A further informal note on the addressing,
called "Toasternet Part I1", was circulated on the IETF mail Ii st
during March of 1992.
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1. Introduction

This nenp presents the specification for version 7 of the Internet
Protocol, as well as version 7 of the TCP and the user datagram
protocol. Version 7 has been designed to address several major

probl ens that have arisen as version 4 has evol ved and been depl oyed,
and to make a major step forward in the datagram sw tching and
forwardi ng architecture of the Internet.

The maj or problenms are threefold. First, the address space of
version 4 is now seen to be too small. Wile it was viewed as being
al nost inpossibly | arge when version 4 was desi gned, two things have
occurred to create a problem The first is a success crisis: the

i nternet protocols have been nore w dely used and accepted than their
designers anticipated. Al so, technology has noved forward, putting
m croprocessors into devices not anticipated except as future dreans
a decade ago.

The second nmajor problemis a perceived routing explosion. The
present routing architecture of the internet calls for routing each

organi zation’s network independently. It is becom ng increasingly
clear that this does not scale to a universal internet. Wile it is
possible to route several billion networks in a flat, structurel ess

domain, it is not desireable.
There is also the political adm nistrative issue of assigning network

nunbers to organi zations. The version 4 adm nistrative systemcalls
for organi zations to request network assignnents froma single
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authority. Wiile to some extent this has been alleviated by
reserving blocks to del egated assignnents, the address space is not
| arge enough to do this in the necessary general case, with |arge
bl ocks allocated to (e.g.) national authority.

The third problemis the increasing bandw dth of the networks and of
the applications possible on the network. The TCP, while having
proven useful on an unprecedented range of network speeds, is nowthe
limting factor at the highest speeds, due to restrictions of w ndow
si ze, sequence-space, and port nunbers. These limtations can all be
addressed by increasing the sizes of the relevant fields. See

[ RFC1323] .

There is also an opportunity to nove the technol ogy forward, and take
advant age of a combi nati on of the best features of the hop-by-hop
connectionl ess forwardi ng of version 4 (and CLNP) as well as the
pre-established paths of version 5 (and, e.g., the OSI CONS).

Internet Version 7 includes four major areas of inprovenent, while at
the same time retaining interoperation with version 4 with a snal
anmount of conversi on know edge i nposed on version 7 hosts and
routers.

o It increases the address fields to 64 bits, with sufficient
space for visible future expansion of the internet.

o It adds a nunbering layer for adm nistrations, above the
organi zation or network |ayer, as well as providing nore
space for subnetting w thin organizations.

o It increases the range of speeds and network path del ays over

which the TCP will operate satisfactorily, as well as the
nunber of transactions in bounded tinme that can be served by
a host.

o Finally, it provides a forward route identifier in each
datagram to support extrenely fast path, circuit, or
fl ow based forwardi ng, or any desired conbi nation, while
preservi ng hop-by-hop connectivity.

The result is not just a novenent sideways, deploying a new network

| ayer protocol to patch current problenms. It is a significant step
forward for network | ayer technol ogy,
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1.1

o

bj ecti ves

The following are sone of the objectives of the design

Use what has been learned fromthe I P version 4 protocol, fixing
things that are troubl esome, and not fixing that which is not
br oken.

Retain the essential "look and feel" of the Internet protocol
suite. It has been very successful, and one doesn’'t argue with
success.

Not introduce concepts that the Internet has shown do not bel ong
in the protocol definition. Best exanple: we do not want to add
any kind of routing information into the addressing, other than
the administrative hierarchy that has sonetines proved usef ul
Note that the one feature in version 4 addressing (the class
systen) designed to aid routing is now the nost serious single

pr obl em

Al'l ow current hosts to interoperate, if not universally, at |east
wi thin an organization or larger area for the indefinite future.
There will be version 4 hosts for 10-15 years into the future,
the Internet nust renmain on good ternms with them

Li kewi se, we nust not inpose the new version, telling sites they
must convert to stay connected. People resist inposed solutions.
It must not be marketed as sonmething different fromlPv4; the

di fferences nust be down-pl ayed at every opportunity.

The design nust allow individual hosts and routers to be upgraded
effectively at random wth no transition plan constraints.

The design nust not require renunbering the Internet. The
admi ni strative work already acconplished is imense, if it is to
be done again it will be in assigning NSAPs.

It must allow I Pv4 hosts to interoperate without any reduction in
function, without any nodification to their software or
configuration. (Universal connectivity will be lost by |IPv4
hosts, but they nust be able to continue operating within their
organi zation at |east.)

It must permit network |layer state-free translation of datagrans
between IPv4 and IPv7; this is inportant to the previous point,
and essential to early testing and transitional deploynent.

It must be a conpetent alternative to CLNP
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o It must not involve changing the semantics of the network | ayer

service in any way that invalidates the huge anmount of work that
has gone into understanding how TCP (for exanple) functions in
the net, and the inplenentation of that understanding.

o It must be defined Real Soon; the wi ndow of opportunity is al nost

closed. It will take vendors 3 years to deploy fromthe tinme the
standard is rock-solid concrete.

| believe all of these are acconplishable in a consistent, well-
engi neered solution, and all are essential to the survival of the
| nt ernet.

1.2 Phil osophy

2.

2.

Protocol s shoul d beconme sinpler as they evol ve.
I nt ernet nunbers

The version 4 nunbering system has proven to be very flexible,
(nostly) expandable, and sinple. In short: it works. There are two
probl ens, neither serious when this specification was first devel oped
in 1988 and 1989, but have as expected beconme nore serious:

o0 The division into network, and then subnet, is insufficient.
Alnost all sites need a network assignment |arge enough to
subnet. At the top of the hierarchy, there is a need to
assign adm nistrative domains.

0 As bit-packing is done to acconplish the desired network
structure, the 32 bit limt causes nore and nore aggravation

1 1s 64 Bits Enough?

Consi der: (thought experinment) 32 bits presently nunbers "all" of
the conmputers in the world, and another 32 bits could be used to
nunber all of the bytes of on-line storage on each conputer. (Most
have a lot less than 4 gigabytes on-line, the ones that have nore
could be notionally assigned nore than one address.)

So: 64 bits is enough to nunber every byte of online storage in
exi stence today, in a hierarchical structured nunbering plan.

Anot her way of looking at 64 bits: it is nore than 2 billion
addresses for each person on the planet. Even if | have

m croprocessors in ny shirt buttons I’mnot going to have that nany.
32 bits, on the other hand, was never going to be sufficient: there
are nore than 27232 peopl e.
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2.2 \Wy version 7?

It was clearly recognized at the start of this project in 1988 that
maki ng the address 64 bits inplies a new | P header format, which was
called either "TP/I X" or "IP version 7"; there wasn’'t anything magic
about the nunber 7, | nade it up. Version 4 is the faniliar current
version of IP. Version 5 is the experinental ST (Stream protocol
ST-11, a newer version of ST, uses the same version nunber, sonething
| was not aware of until recently; | suspected it might have been
allocated 6. Besides, | |iked 7.

Apparently (as reported by Bob Braden) the | AB foll owed nuch the same
Il ogic, and nmay have had the idea planted by the nention of version 7
in the "Toasternet Part 11" nmeno. The IAB in June 1992 floated a
proposal that CLNP, or a CLNP-based design, be Internet Version 7.
(And pronptly got thensel ves toasted.) However, close inspection of
the bits shows that CLNP is clearly version 8.

2.3 The version 7 | P address

The Version 7 IP 64 bit address | ooks |ike:

Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e +
| Adm n Domai n | Net wor k | Host |
Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e +

Note: the boundary between "network" and "host" is no nore fixed
than it is today; each (sub)network will have its own mask. Just as
the mask today can be anywhere from FFOO 0000 (8/24) to FFFF FFFC
(30/2), the nask for the 64 bit address can reasonably be FFFF FFOO
0000 0000 (24/40) to FFFF FFFF FFFF FFFC (62/2).

The AD (Administrative Domain), identifies an adm nistration which
may be a service provider, a national adninistration, or a |arge

mul ti-organization (e.g. a governnent). The idea is that there
shoul d not be nore than a few hundred of these at first, and
eventual |y thousands or tens of thousands at nost. (But note that we
do not introduce a hard limt of 2716 here; this estimte may be off
by a few orders of magnitude.) Since only 1/4th of the address space
isinitially used (first two bits are 01), the remainder can then be
allocated in the future with nore information avail abl e.

Most i ndi vidual organizations would not be ADs. In the short term
ADs are known to the "core routing”; it pays to keep the nunber
smal | i sh, a few thousand given current routing technology. 1In the

long term this is not necessary. Big administrations (i.e., with
tens of millions of networks) get small bl ocks where needed, or
addi ti onal single AD numbers when needed.
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While the AD may be used for last resort routing (with a 24/40 mask),
it is primarily only an administrative device. Mst routing will be
done on the entire 48 bit AD+network nunber, or sub and super-sets of
t hose numbers. (l.e., nmasks between about 32/32 and 56/8.)

Sone ADs (e.g., NSF) nay nake permanent assignnents; others (such as
a tel ephone conpany defining a network nunber for each subscriber
line) may tie the assignment to such a subscription. But in no case
does this require traffic to be routed via the AD.

2.4 AD nunbers

AD nunbers are allocated out of the same nunbering space as network
nunbers. This means that a version 4 address can be distingui shed
fromthe first 32 bits of a version 7 address. This is useful to
hel p prevent the inadvertent use of the first half of the |onger
address by a version 4 host.

There is a non-trivial anpbunt of software that assunmes that an "int"
is the same size and shape as an | P address, and does things |ike
"ipaddr = *(int *)ptr". This usage has al ways been incorrect, but
does occur with disturbing frequency. As IPv7 8 byte addresses
appear in the application layers, this software will find those
addresses unreachable; this is preferable to interacting with a
random host .

One possible method woul d be to allocate ADs in the range 96.0.0 to
192. 255. 255, using the top 1/4 of the version 4 class A space. It is
probably best to allocate the first conponent downwards from 192, so
that the boundary between class A and AD can be noved if desired
later. This initial allocation provides for 2031616 ADs, many nore
than there should be even in full deploynent.

Eventual |y, both AD and network will use the full 24 bit space
avail able to them Know edge of the AD range should not be coded
into software. If it was coded in, that software would break when

the entire 24 bit space is used for ADs. (This |esson should have
been | earned from CIDR.)

2.5 Mapping of version 4 nunbers

Initially, all existing Internet nunbers are defined as belonging to
the NSF/ I nternet AD, nunber 192.0.0.
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The mapping fromto version 4 | P addresses:

Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e +
| Adm n Domai n | Net wor k | Host |
Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e - Fomm e +

[ fixed at AO 00 00 ] [ 1st 24 bits of V4 |IP] [1] [last 8]
So, for exanple, 192.42.95.15 (V4) becones 192.0.0.192.42.95. 1. 15.

And the "standard" | oopback interface address becones
192.0.0.127.0.0.1.1 (I can see explaining that in 2015 to soneone
born in 1995.)

The present protocol nulticast (192.0.0.224.x.y.1.z) and | oopback
addresses are permanently allocated in the NSF AD.

3. IP. Internet datagram protoco

The I nternet datagram protocol is revised to expand sone fields (npst
notably the addresses), while renoving and rel egating to options al
fields not universally useful (inperative) in every datagramin every
envi ronnent .

This results in sone sinplification, a length less than tw ce the
size of |1 Pv4 even though nost fields are doubled in size, and an
expanded space for options.

There is also a change in the option philosophy fromlIPv4: it
specified that inplenentation of options was not optional, what was
optional was the existence of options in any given datagram This is
changed in IPv7: no option need be inplenented to be fully
conformant. However, inplenentations nmust understand the option

cl asses; and a future Host Requirenents specification for hosts and
routers used in the "connected Internet" may require some options in
its profile, e.g., Fragnent woul d probably be required.

Digression: In |IPv4, options are often "considered harnful™. It is
the opinion of the present author that this is because they are
rarely needed, and not designed to be processed rapidly on nost
architectures. This leads to little or no attenpt to inprove
performance in inplenentations, while at the same tine enornous
effort is dedicated to optim zation of the no-option case. |IPv7 is
expected to be different on both counts.

Fields are always aligned on their own size; the 64 bit fields on 64
bit intervals fromthe start of the datagram

Options are all 32 bit aligned, and the null option can be used to
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push a subsequent option (or the transport |ayer header) into 64 bit
or 64+32 off-phase alignnent as desired.

3.1 |P datagram header format

0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| versi on| header 1ength | time to live |
T S T T s T T o S T o s st s U S S Y I o S S
| total datagram | ength |
T S T T s T T o S T o s st s U S S Y I o S S

+ forward route identifier +
T S T T s T T o S T o s st s U S S Y I o S S
+ destinati on address +
T S T T s T T o S T o s st s U S S Y I o S S
+ sour ce address +
T S T T s T T o S T o s st s U S S Y I o S S
| pr ot ocol checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| opti ons |
+

B e o S T s i e o S o S o T s st SR S SR S S
A description of each field foll ows.

3.1.1 Version
Thi s docunment describes version 7 of the protocol

3.1.2 Header length
The header length is a 12 bit count of the nunber of 32 bit words in
the I Pv7 header. This allows a header to be (theoretically at |east)
up to 16380 bytes in | ength.

3.1.3 Time to live

The tinme to live is a 16 bit count, nominally in 1/16 seconds. Each
hop is required to decrenment TTL by at | east one.

This definition should allow continuation of the useful (even though
not entirely valid) interpretation of TTL as a hop count, while we
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move to faster networks and routers. (The nost familiar use is by
"traceroute", which really ought to be directly inplenmented by one or
nore | CMP nessages. )
The scale factor converts the usual version 4 default TTL into a
| arger number of hops. This is desireable because the forward route
architecture of version 7 enables the construction of sinpler, faster
swi tches, and this may cause the network dianeter to increase.

3.1.4 Total datagram | ength
The 32 bit length of the entire datagramin octets. A datagram can
therefore be up to 4294967295 bytes in overall length. Particular
networks will normally inpose lower limts.

3.1.5 Forward route identifier
The identifier fromthe routing protocol to be used by the next hop
router to find its next hop. (A nore conplete description is given
bel ow. )

3.1.6 Destination
The 64 bit | Pv7 destination address.

3.1.7 Source
The 64 bit | Pv7 source address.

3.1.8 Protocol
The transport |ayer protocol, e.g., TCP is 6. The present code space
for this layer of demultiplexing is about half full. Expanding it to
16 bits, allow ng 65535 registered "transport" |ayers seens prudent.

3.1.9 Checksum

The checksumis a 16 bit checksumof the entire |IP header, using the
fam liar algorithmused in | Pv4.

3.1.10 Options

Options may follow. They are variable | ength, and al ways 32 bit
al i gned, as di scussed previously.
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3.2 Option Format
Each option begins with a 32 bit header:

0 1 2 3

01234567890123456789012345678901
B e o S T s i e o S o S o T s st SR S SR S S
C |F type | | ength |
B e o S T s i e o S o S o T s st SR S SR S S
option data C | paddi ng |
B e o S T s i e o S o S o T s st SR S SR S S

+— +— +

A description of each field:
3.2.1 dass (©

This field tells inplenentations what to do with datagrans containi ng
options they do not understand. No inplenentation is required to

i npl ement (i.e., understand) any given option by the TCP/IP
specification itself.

Cl asses:
0 use or forward and include this option unnodified
1 use this datagram but do not forward the datagram
2 di scard, or forward and include this option unnodified
3 di scard this datagram
A host receiving a datagram addressed to itself will use it if there

are no unknown options of class 2 or 3. A router receiving a

dat agram not addressed to it will forward the datagramif and only if
there are no unknown options of class 1 or 3. (The astute reader
will note that the bits can al so be seen as having individua
interpretations, one allowi ng use even if unknown, one allow ng
forwarding if unknown.)

Note that classes O and 2 are inperative: if the datagramis
forwarded, the unknown option nust be included.

Class and type are entirely orthogonal, different inplenentations
m ght use different classes for the sane option, except where
restricted by the option definition

Al so note that for options that are known (inplenmented by) the host
or router, the class has no neaning; the option definition totally
determ nes the behavior. (A though it should be noted that the
option mght explicitly define a class dependent behavior.)
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3.2.2 Copy on fragnentation (F)

If the F bit is set, this option nmust be copied into all fragnments
when a datagramis fragnented. |If the F bit is reset (zero), the
option nust only be copied into the first (zero-offset) fragnent.

3.2.3 Type

The type field identifies the particular option, types being
regi stered as well known values in the internet. A few of the
options with their types are described bel ow.

3.2.4 Length
Length of the option data, in bytes.
3.2.5 Option data

Variable | ength specified by the length field, plus 0-3 bytes of
zeros to pad to a 32 bit boundary. Fields within the option data
that are 64 bits long are normally placed on the assunption that the
option header is off-phase aligned, the usual case when the option is
the only one present, and inmediately follows the |IP header.

3.3 IP options

The follow ng sections describe the options defined to enulate |Pv4
features, or necessary in the basic structure of the protocol

3.3.1 Nul

The null option, type 0, provides for a space filler in the option
area. The data may be of any size, including O bytes (perhaps the
nmost useful case.)

It may be used to change alignnent of the follow ng options or to
repl ace an option being deleted, by setting type to 0 and class to O,
| eaving the I ength and content of the data unnodified. (Note that
this inplies that options nmust not contain "secret" data, relying on
class 3 to prevent the data fromleaving the domain of routers that
understand the option.)

Null is normally class 0, and need not be inplenented to serve its
function.
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3.3.2 Fragnment

Fragment (type 1) indicates that the datagramis part of a conplete
| P datagram It is always class 2.

The data consists of (one of) the 64 bit IP address(es) of the router
doing the fragnentation, a 64 bit datagram | D generated by that
router, and a 32 bit fragnent offset. The IDs should be generated so
as to be very likely unique over a period of time larger than the TCP
MSL (maxi mum segnment lifetime). (The TCP ISN (initial sequence
nunber) generator mght be used to initialize the ID generator in a
router.)

0 1 2 3
01234567890123456789012345678901

B e o S T s i e o S o S o T s st SR S SR S S
C |F type | | ength |
B e o S T s i e o S o S o T s st SR S SR S S

fragnenting router |P address
B s a T ot T S S o e ol S o T sty S O

datagram | D

- +— +— +—

s e e Fe e e e e e e e e e e e e e e e e e e e e e e e e e e e -+
of f set |
s e e Fe e e e e e e e e e e e e e e e e e e e e e e e e e e e -+

T T+ +— +

I f a datagram nmust be refragnented, the original 128 bit address+I D
is preserved, so that the datagram can be reassenbl ed from any
sufficient set of the resulting fragnents. The 64 bits fields are
positioned so that they are aligned in the usual case of the fragnent
option follow ng the I P header.

A router inplenmenting Fragnment (doing fragnentation) nust recognize
the Don't Fragnment option

3.3.3 Last Fragnent

Last Fragnent (type 2) has the same format as Fragment, but inplies
that this datagramis the last fragnent needed to reassenble the
origi nal datagram

Note that an inplenentation can reasonably add arriving datagrans
with Fragnent to a cache, and then attenpt a reassenbly when a
datagramwi th Last Fragment arrives (and the the total length is
known); this will work well when datagrans are not reordered in the
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net wor k.
3.3.4 Don't Fragnent
This option (type 3, class 0) indicates that the datagram nay not be
fragnented. |If it can not be forwarded w thout fragnmentation, it is
di scarded, and the appropriate | CVP nessage sent. (Unless, of
course, the datagramis an | CVMP nmessage.) There is no data present.
3.3.5 Don't Convert

The Don’t Convert option prohibits conversion fromIPv7 to | Pv4
protocol, requiring instead that the datagram be di scarded and an

| CMP nessage sent (conversion failed/don’t convert set). It is type
4, usually class 0, and nust be inpl enented by any router
i npl erenting conversion. A host is under no such constraint; like

any protocol specification, only the "bits on the wire" can be
speci fied, the host receiving the datagram may convert it as part of
its procedure. There is no data present in this option

3.4 Forward route identifier

Each | P datagramcarries a 64 bit field, called "forward route
identifier", that is updated (if the infornation is available) at
each hop. This field s value is derived fromthe routing protoco
(e.g., RAP [RFC1476]). It is used to expedite routing decisions by
preserving knowl edge where possi bl e between consecutive routers. It
can al so be used to nake datagranms stay within reserved fl ows and
nobi | e- host tunnel s where required.

3.4.1 Procedure description

Consider 3 routers, A B, and C. Traffic is passing through them
between two other hosts (or networks), X and Y, packets are going
XABCY and YCBAX. Consider only one direction: routing info flow ng
fromCto A to provide a route fromAto C The sanme thing will be
happening in the other direction.

An expl anation of the notation:

R(r,d,i,h) A route that neans: "fromrouter r, to go toward
final destination d, replace the forward route
identifier in the packet with i, and take next
hop h."

Ri(r,d) An opaque (outside of router r) identifier, that can

be used by r to find R(r,d,...).
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Flowi (r,rt) An opaque (outside of router r) identifier, that
router r can use to find a flow or tunnel w th which
the datagramis associated, and fromthat the route
rt on which the flow or tunnel is built, as well as
the Flowi () for the subsequent hop.

Ri (Dgram The forward route identifier in a datagram

Rout er C announces a route R(C Y,0,Y) to router B. It includes in it
an identifier R(C Y) internal to C, that will allow Cto find the
route rapidly. (A table index, or an actual nenory address.)

Router B creates a route R(B, Y, R (C Y),C via router C, it announces
it to A including an identifier R (B,Y), internal to B, and used by
A as an opaque obj ect.

Router A creates a route R(A Y,R (B,Y),B) via router B. It has no
one to announce it to.

Now. X originates a datagram addressed to Y. It has no routing
i nformation, and sets Ri(Dgran) to zero. It forwards the datagramto
router A (X s default gateway).

A finds no valid R (Dgran), and | ooks up the destination (Y) inits
routing tables. It finds R(A Y,R (B,Y),B), sets R (Dgram <-
Ri (B,Y), and forwards the datagramto B.

Router B | ooks at Ri (Dgram which directly identifies the next hop
route RIB,Ri (C,Y),C, sets Ri(Dgram) <- R (C Y) and forwards it to
router C.

Router C |l ooks at Ri (Dgran) which directly locates R(C 0,Y), sets
Ri (Dgram) <- 0 and forwards to Y.

Y recogni zes its own address in Dest(Dgram), ignores Ri (Dgram.

O course, the routers will validate the R’'s received, particularily
if they are nmenory addresses (e.g., Ma) <R < Mb), R nod N == 0),
and probably check that the route in fact describes the destination
of the datagram |If the R is invalid, the router nust use the
ordinary nmethod of finding a route (i.e., what it would have done if
Ri was 0), and silently ignore the invalid Ri.

When a route has been aggregated at some router, inplicitly or
explicitly, it will find that the inconming R (Dgran) at nobst can
identify the aggregation, and it nust make a decision; the forwarded
datagram then contains the Ri for the specific route. (Note this may
happen wel |l upstream of the point at which the routes actually
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di verge.)

This allows all cooperating routers to nake inmedi ate forwarding
deci si ons, without any searching of tables or caches once the

dat agram has entered the routing domain. |If the host participates in
the routing, at least to the extent of acquiring the initial R
required fromthe first router, then only routers that have done
aggregati ons need nake decisions. (If the routing changes with
datagrans in flight, some router will be required to nmake a deci sion
to re-rail each datagram)

3.4.2 Flows

If a "flow' is to be set up, the identifiers are replaced by

Fl owi (router,route), where each router’s structure for the flow
contains a pointer to the route on which the flowis built.

Dat agranms can drop out of the flow at sone point, and can be inserted
either by the originating host or by a cooperating router near the
originator. Since the forward route identifier field is opaque to
the sending router, and inplicitly nmeaningful only to the next hop
router, use for flows (or similar optinizations) need not be

ot herwi se defined by the protocol. (One presunes that a router
issuing both R’s and Flowi’s will take care to make sure that it can
di stingui sh them by sone private nethod.)

If a flow has been set up by a restricted target RAP route
announcenent, it is no different froma route in the inplenmentation
If this announcenment originates fromthe host itself, the R in

i ncom ng datagrans can be used to determ ne whether they followed the
flow, or to optimize delivery of the datagranms to the next |ayer

pr ot ocol .

3.4.3 WN\obile hosts

First, a definition: A "nobile host" is a host that can nove around,
connecting via different networks at different times, while

mai nt ai ni ng open TCP connections. It is distinguished froma
"portabl e host", which is sinply a host that can appear in various

pl aces in the net, without continuity. A portable host can be

i npl emrent ed by assigning a new address for each |location (nore or

| ess automatically), and arranging to update the domai n system
Supporting truly nobile hosts is the nore interesting problem

To i nplenment nobile host support in a general way, either sone |ayer
of the protocol suite nust provide network-w de routing, or the
datagrans nmust be tunnelled fromthe "home" network of the host to
its present location. In the real network, sonme conbination of these
is probable: nost of the net will forward datagranms toward the hone
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network, and then the datagranms will follow a specific host route to
t he nobil e host.

The requirenent on the routing systemis that it nust be able to
propagate a host route at least to the home network; any other
distribution is useful optinization. Wen a host route is propagated
by RAP as a targeted route, and the routers use the resulting R's,
the datagram follows an effective tunnel to the nobile host. (Not a
real tunnel, in the strict sense; the datagrans are follow ng an
actual route at the network protocol |ayer.)

As explained in RAP [ RFC14XX-RAP], a targeted route can be issued
when desired; in particular, it can be triggered by the establishnment
of a TCP connection or by the arrival of datagrans that do not carry
an R indicating that they have followed a (non-tunnel) route.

4. TCP: Transport protocol

Internet version 7 expands the sizes of the sequence and

acknow edgenent fields, the window, and the port nunbers. This is to
renove limtations in version 4 that begin to restrict throughput at
(for exanple) the bandwi dth of FDDI and round trip delay of nore than
60 mlliseconds. At gigabit speeds and del ays typical of
international links, the version 4 TCP would be a serious [imtation.
See [ RFC1323].

The port nunbers are al so expanded. This alleviates the probl em of
goi ng through the entire port nunber range with a rapid sequence of
transactions in less than the lifetinme of datagrams in the network.

4.1 TCP segnent header fornmat

The 64 bit fields (sequence and acknow edgenent) in the TCP header
are off-phase aligned, in anticipation of the usual case of the TCP
header following the 9 32-bit word IP header. |If IP options add up
to an odd nunber of 32 bit words, a null option may be added to push
the transport header to off-phase alignnent.
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0 1 2 3
01234567890123456789012345678901

T S T T s T T o S T o s st s U S S Y I o S S
| data offset | MBZ |AlP|R S| F| checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| source port |
T S T T s T T o S T o s st s U S S Y I o S S
| destination port |
T S T T s T T o S T o s st s U S S Y I o S S
+ seqguence nunber +
T S T T s T T o S T o s st s U S S Y I o S S
+ acknowl edgenent nunber +
T S T T s T T o S T o s st s U S S Y I o S S
| wi ndow |
T S T T s T T o S T o s st s U S S Y I o S S
| options : |
+-

T Tk ai s S S S o S S S T S e S +.- :|-- S I T T s S
A description of each field:
4.1.1 Data offset

An 8 bit count of the nunber of 32 bit words in the TCP header
i ncl udi ng any options.

4.1.2 WMBZ
Reserved bits, nust be zero, and nust be ignored.
4.1.3 Flags

These are the protocol state flags, use exactly as in TCPv4, except
that there is no urgent data fl ag.

4.1.4 Checksum
This is a 16 bit checksum of the segment. The pseudo- header used in
t he checksum consi sts of the destination address, the source address,

the protocol field (constant 6 for TCP), and the 32 bit length of the
TCP segnent.
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4.1.5 Source port

The source port nunber, a 32 bit identifier. See the section on port
nunbers bel ow.

4.1.6 Destination port.
The 32 bit destination port nunber.
4.1.7 Sequence

A 64 bit sequence nunber, the sequence nunber of the first octet of
user data in the segnent.

The I SN (Initial Sequence Nunber) generator used in TCPv4 is used in
TCPv7, with the 32 bit value | oaded into both the high and | ow 32
bits of the TCPv7 sequence nunber. This provides reasonabl e behavi or
when the 32 bit rollover option is used (see below) for TCPv4
i nteroperation. V7 hosts nust inplenment the full 64 bit sequence
nunber roll over.

4.1.8 Acknow edgenent

The 64 bit acknow edgenent nunber, acknow edgi ng recei pt of octets up
to but not including the octet identified. Valid if the Aflag is
set, if Ais reset (0), this field should be zero, and must be
i gnor ed.

4.1.9 W ndow
The 32 bit offered w ndow

4.1.10 Options
TCP options, sone of which are docunented bel ow.

4.2 Port nunbers

Port nunbers are divided into several ranges: (all nunbers are

deci mal )
0 reserved
1- 32767 Internet registered ("well-known") protocols
32768- 98303 reserved, to all ow TCPv7- TCPv4 conversion
98304 up dynami ¢ assi gnnent

It must al so be renenbered that hosts are free to dynam cally assign
for active connections any port not actually in use by that host:
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hosts nust not reject connections because the "client" port is in the
regi stered range.

4.3 TCP options
4.3.1 Option Format
Each option begins with a 32 bit header:

0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| type | | ength |
T S T T s T T o S T o s st s U S S Y I o S S
| option data C | paddi ng |
T S T T s T T o S T o s st s U S S Y I o S S

4.3.2 Nl
The null option (type = 0), is to be ignored.

4.3.3 Maxi mum Segnent Size
Maxi mum segnent size (type = 1) specifies the |argest segnent that
the other TCP should send, in terns of the number of data octets.
When sent on a SYN segnment, it is mandatory; if sent on any other
segment it is advisory.
Data is one 32 bit word specifying the size in octets.

4.3.4 Urgent Pointer
The urgent pointer (type = 2) emulates the urgent field in TCPv4.
Its presence is equivalent to the Uflag being set. The data is a 64
bit sequence nunber identifying the | ast octet of urgent data. (Not
an offset, as in v4.)

4.3.5 32 Bit rollover
The 32 bit rollover option (type = 3) indicates that only the | ow
order 32 bits of the sequence and acknow edgenent packets are
significant in the packet.
This is necessary because a converting internet |ayer gateway has no
retained state, and cannot properly set the high order bits. This

option nust be inplenented by version 7 hosts that want to
interoperate with version 4 hosts.
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5. UDP: User Datagram pr ot ocol

The user datagram protocol is also expanded to include |arger port
nunbers, for reasons sinilar to the TCP

5.1 UDP header format

0 1 2 3

01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| data offset | VBZ | checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| source port |
T S T T s T T o S T o s st s U S S Y I o S S
| destination port |
T S T T s T T o S T o s st s U S S Y I o S S
| opti ons . |
T S T T s T T o S T o s st s U S S Y I o S S

A description of each field:
5.1.1 Data offset

An 8 bit count of the nunber of 32 bit words in the UDP header
i ncl udi ng any options.

5.1.2 WMBZ
Reserved bits, nust be zero, and nust be ignored.

5.1.3 Checksum
This is a 16 bit checksum of the datagram The pseudo- header used in
t he checksum consists of the destination address, the source,
address, and the protocol field (constant 17 for UDP), and the 32 bit
l ength of the user datagram

5.1.4 Source port

The source port nunber, a 32 bit identifier. See the section on TCP
port nunbers above.

5.1.5 Destination port.

The 32 bit destination port nunber.
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5.1.6 Options

6.

6.

UDP options, none are presently defined.
| CVP

The I CWP protocol is very simlar to | CVWv4, in sone cases not
requiring any conversion.

The conplication is that | P datagrans are nested within | CVP
nmessages, and nust be converted. This is discussed |ater.

| CVP header fornmat

0 1 2 3

01234567890123456789012345678901
T i T R s s I T sl S ST Y S Y S S T S
| type | code | checksum |
T i T R s s I T sl S ST Y S Y S S T S
| type- specific paraneter |
T i T R s s I T sl S ST Y S Y S S T S
| type-specific data . |
T i T R s s I T sl S ST Y S Y S S T S

Type and code are wel | -known val ues, defined in [RFC792]. The codes
have neaning only within a particular type, they are not orthogonal

The next 32 bit word is usually defined for the specific type,
sometinmes it is unused.

For many types, the data consists of a nested |P datagram usually
truncated, which is a copy of the datagram causing the event being
reported. In IPv4, the nested datagram consists of the |IP header,
and another 64 bits (at |east) of the original datagram

For I Pv7, the nested datagram nust include the |IP header plus 96 bits
of the renmining datagram (thus including the port nunbers within TCP
and UDP), and should include the first 256 bytes of the datagram
l.e., in nbst cases where the original datagramwas not large, it

will return the entire datagram

6.2 Conversion failed | CVP nessage

The introduction of network | ayer conversion requires a new nessage
type, to report conversion errors. Note that an invalid datagram
should result in the sending of sone other |ICWMP nessage (e.g.,
paraneter problem) or the silent discarding of the datagram This
nmessage i s only sent when a valid datagram cannot be converted.
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Note: inplenentations are not expected to, and should not, check the
validity of inconming datagrans just to acconplish this; it sinply
nmeans that an error detected during conversion that is known to be an
actual error in the incom ng datagram should be reported as such, not
as a conversion failure.

Note that the conversion failed | CMP nessage may be sent in either
the IPv4 or IPv7 domain; it is a valid | CWP nessage type for |Pv4.

0 1 2 3
01234567890123456789012345678901
T S T T s T T o S T o s st s U S S Y I o S S
| type | code | checksum |
T S T T s T T o S T o s st s U S S Y I o S S
| poi nter to probl em area |
T S T T s T T o S T o s st s U S S Y I o S S
| copy of datagramthat could not be converted .... |
T S T T s T T o S T o s st s U S S Y I o S S

The type for Conversion Failed is 31
The codes are:

Unknown/ unspeci fied error
Don't Convert option present
Unknown nmandat ory option present
Known unsupported option present
Unsupported transport protocol
Overall length exceeded
| P header | ength exceeded
Transport protocol > 255
Port conversion out of range
Transport header |ength exceeded
0 32 Bit Rollover missing and ACK set
1 Unknown nmandat ory transport option present

PRPOO~NOUORAWNEFO

The use of code 0 should be avoi ded, any other condition found by
i npl emrentors shoul d be assigned a new code requested from | ANA.  \Wen
code 0 is used, it is particularily inportant that the pointer be set

properly.

The pointer is an offset fromthe start of the original datagramto
t he begi nning of the offending field.

The data is part of the datagramthat could not be converted. It
must be at least the IP and transport headers, and must include the
field pointed to by the previous paraneter. For code 4, the
transport header is probably not identifiable; the data should
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i ncl ude 256 bytes of the original datagram
7. Notes on the domain system

7.1 A records

Address records will be added to the IN (Internet) zone with IPv7
addresses for all hosts as IPv7 is deployed. Eventually the |Pv4
addresses will be renmoved. As nentioned above, the AD

(Adm ni strative Domain) space is initially assigned so that the first
4 octets of a v7 address cannot be confused with a v4 address (or,
rather, the confusion will be to no effect.)

For exanmpl e:

DELTA. Process. COM A 192. 42. 95. 68
A 192.0.0.192.42.95.1. 68

It is inportant that the A record be used, to avoid the cache
consi stancy problemthat would arise when different records had
di fferent remaining TTLs.

Note that if an unnodified version of the nore popul ar public domain
nanmeserver is a secondary for a zone containing | Pv7 addresses, it
will erroneously issue RRs with only the first four bytes. (I.e.
192.0.0.192 in the exanple.) This is another reason to ensure that
the AD nunbers are initially reserved out of the | Pv4 network nunber
space. Eventually, zones with |IPv7 addresses woul d be expected to be
served only by upgraded servers.

7.2 PTR zone

The inverse (PTR) zone is .#, with the I Pv7 address (reversed).
l.e., just like .IN ADDR ARPA, but with .# instead.

This respects the difference in actual authority: the NSF/DDN NICis
the authority for the entire space rooted in .INADDR ARPA. in the
v4d Internet, while in the new Internet it holds the authority only
for the AD 0.0.192.#. (Plus, of course, any other ADs assigned to it
over tine.)

8. Conversion between version 4 and version 7

As noted in the description of datagramformat, it is possible to
provi de a nostly-transparent bridge between version 4 and version 7.

Thi s di scusses TCP and | CVWP at the session/transport |layer; UDP is a
subset of the TCP conversion. Mst protocols at this [ayer wll
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probably need no translation; however it will probably be necessary
to specify exactly which will have translations done.

New protocols at the session/transport |ayer defined over |IPv7 should
have protocol nunbers greater than 255, and will not be translated to
| Pv4.

Most of the translations should consist of copying various fields,
verifying fixed values in the datagram being translated, and setting
fi xed values in the datagram bei ng produced. |In general, the
checksum nust be verified first, and then a new checksum conputed for
t he generated dat agram

8.1 Version 4 | P address extension option

A new option is defined for IP version 4, to carry the extended
addresses of IPv7. This will be particularily useful in the initial
testing of IPv7, during a tine when nost of the fabric of the
internet is IPv4. An IPv7 host will be able to connect to another

| Pv7 host anywhere in the internet even though nbost of the paths and
routers are IPv4, and still use the full addressing. This wll
continue to work until non-unique network nunbers are assigned, by
which time nost of the infrastructure should be |Pv7.

8.1.1 Option format

T S T T s T T o S T o s st s U S S Y I o S S
| type (147) | length = 10 | source | Pv7 AD numnber |
T S T T s T T o S T o s st s U S S Y I o S S
| ... | src 7th octet | destination |IPv7 AD |
T S T T s T T o S T o s st s U S S Y I o S S
| nunber ... | dst 7th octet |

T S S T i sk ST Y S S

The source and destination are in |IPv4 order (source first), for
consi stancy. The type code is 147.

8.2 Fragnented datagrans

Dat agrans that have been fragnented nust be reassenbl ed by the
converting host or router before conversion. Were the conversion is

bei ng done by the destination host (i.e., the case of a v7 host
receiving v4 datagrans), this is simlar to the present fragnentation
nodel .

Wien it is being done by an internediate router (acting as an
i nternetwork | ayer gateway) the router should use all of source,
destination, and datagram I D for identification of |IPv4 fragnents;
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note that destination is used inplicitly in the usual reassenbly at
the destination. Wen reassenbling an | Pv7 datagram the 128 bit
fragnent IDis used as usual.

If the fragnents take different paths through the net, and arrive at
di fferent conversion points, the datagramis |ost.

8.3 \Were does the conversion happen?

The objective of conversion is to be able to upgrade systens, both
hosts and routers, in whatever order desired by their owners.

Organi zations nust be able to upgrade any given system w t hout
reconfiguration or nodification of any other; and |IPv4 hosts nust be
able to interoperate essentially forever. (IPv4 routers wll
probably be effectively elimnated at sone point, except where they
exist in their own renpte or isolated corners.)

Each TCP/I P v7 system whether host or router, nust be able to
recogni ze adj acent systens in the topology that are (only) v4, and
call the appropriate conversion routine just before sending the
dat agr am

Digression: | believe v7 hosts will get much better performance by
doi ng everything internally in v7, and using conversion to filter
dat agrans when necessary. This keeps the usual code path sinple,
with only a "hook" right after receiving to convert inconmng |Pv4
datagrans, and just before sending to convert to IPv4. Routers may
prefer to keep datagrams in their inconing version, at |east unti
after the routing decision is made, and then doing the conversion
only if necessary. In either case, this is an inplenentation
speci fi c decision

It must be noted that any forwardi ng system may convert datagrans to
| Pv7, then back to IPv4, even if that |oses information such as
unknown options. The reverse is not acceptable: a systemthat
receives an | Pv7 datagram should not convert it to IPv4, then back to
| Pv7 on forwarding.

The preferred nmethod for identifying which hosts require conversion
is to ARP first for the I Pv7 address, and then again if no response
is received, for the IPv4 address. The reservation of ADs out of the
v4 network nunber space is useful again here, protecting hosts that
fail to properly use the ARP address length fields.

On networks where ARP is not normally used, the nethod is to assune

that a renpte systemis v7. |If an IPv7 datagramis received fromit,
the assunption is confirned. |If, after a short time, no | Pv7
datagramis received, a v7 ICM echo is sent. |If areply is received
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(in either version) the assunption is confirmed.

If no reply is recieved, the renote systemis assuned not to
understand | Pv7, and datagranms are converted to | Pv4 just before
transnitting them

| npl ement ati ons should al so provide for explicit configuration where
desi red.

8.4 Hybrid I Pv4 systens

In the course of inplementing | Pv7, especially in constrained
envi ronnents such as snall termnal servers, it nmay be useful to
i npl ement the | Pv4d address extension option directly, thereby
regai ni ng uni versal connectivity.

This nmay al so be a useful interimstep for vendors not prepared to do
a major rework of an inplenentation; but it is inportant not to get
stalled in this step.

A hybrid I Pv4 + address extension system does not have to inpl enent
the conversion, it places this onus on its neighbors. It may itself
have an address with the subnet extension (7th byte) not equal to 1.

The inplication of hybrid systenms is that it is not valid to assune
that a host with a IPv7 address is a native |IPv7 inplenentation

8.5 Maxi mum segnent size in TCP

It is probably advisable for IPv4 inplementations to reduce the MSS
offered by a snall anobunt where possible, to avoid fragnmentation when
datagrans are converted to IPv7. This arises when |Pv4 hosts are
comuni cating through an IPv7 infrastructure, with the same MIU as
the local networks of the hosts.

8.6 Forwarding and redirects

It may be inportant for a router to not send ICVP redirects when it
finds that it nmust do a conversion as part of forwarding the
datagram In this case, the hosts involved nmay not be able to
interact directly. The IPv7 host could ignore the redirect, but this
results in an unpleasant |evel of noise as the sequence continually
recurs.

8.7 Design considerations

The conversion is designed to be fairly efficient in inplenentation
especially on RISC architectures, assunming they can either do a
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condi tional nove (or store), or do a short forward branch wi thout
losing the instruction cache. The other conditional branches in the
body of the code are usually not-taken out to the failure/discard
case.

Handl i ng options does involve a |oop and a dispatch (case) operation
The options in IPv4 are nore difficult to handle, not being designed
for speed on a 32 bit aligned RI SC sh architecture, but they do not
occur often, except perhaps the address extension option

For Cl SC machi nes, the sanme considerations will lead to fairly
efficient code.

The conversion code nust be extremely careful to be robust when
presented with invalid input; in particular, it nay be presented with
truncated transport |ayer headers when called recursively fromthe
| CMP conversi on

8.8 Conversion fromlIPv4d to | Pv7

I ndi vi dual steps in the conversion; the order is in nost cases not
significant.

o Verify checksum

o Verify fragnent offset is 0, M- flag is O.

o Verify version is 4.

0o Extend TTL to 16 bits, multiply by 16.

0o Set forward route identifier to O.

o Set first 3 octets of destination to AD (i.e., 192.0.0), copy
first three octets fromv4 address, set next octet to 1, copy
| ast octet. (This can be done with shift/msk/or operations
on nost architectures.)

o Do the sanme translation on source address.

o Copy protocol, set high 8 bits to zero.

o If DF flag set, add Don't Fragnent option

o |If Address Extension option present, copy ADs and subnet
extensi on nunbers into destination and source.

o Convert other options where possible. If an unknown option
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with copy-on-fragnment is found, fail. |If copy-on-fragment is
not set, ignore the option. 1l.e., the flag is (ab)used as an

i ndi cator of whether the option is mandatory.

Conput e new | P header | ength.

Convert session/transport |layer (TCP) header and data.
Conput e new overal |l datagram | ength.

Cal cul ate | Pv7 checksum

8.9 Conversion fromlIPv7 to | Pv4

The steps to convert IPv7 to IPv4 follow. Note that the converting

router

or host is partly in the role of destination host; it checks

both bits of class in IP options, and (as in the other direction)

nmust
o)

o

Ul | mann

reassenbl e fragnmented dat agrans.

Verify checksum
Verify versionis 7

Set type-of-service to O (there may be an option defined,
that will be handled |ater).

If length is greater than (about) 65563, fail. (That nunber
is not a typographical error. Note that the |Pv7+TCPv7
headers add up to 28 bytes nore than the correspondi ng v4
headers in the usual case.) This check is only to avoid

usel ess work, the precise check is |ater

Generate an I D (using an | SN based sequence generator,
possi bly al so based on destination or source or both).

Set flags and fragment field to O.

Divide TTL by 16, if zero, fail (send |ICVP Ti ne Exceeded).
|f greater that 255, set to 255.

If next layer protocol is greater than 255, fail. Else copy.

Copy first 3 octets and 8th octet of destination to
desti nati on address.

Sane for source address.

CGenerate v4 address extension option. (If enabled; this
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probably should be a configuration option, should default to
on.)

Process v7 options. |If any unknown options of class not 0O
found, fail.

If Don’t Fragnent option found, set DF flag.
If Don't Convert option found, fail
Convert other options where possible, or fail.

Conpute new | P header length. This may fail (too |arge),
fail conversion if so.

Convert session/transport |ayer (e.g., TCP).

Conmpute new overall datagram|length. |If greater than 65535,
fail.

Conpute | Pv4 checksum

8.10 Conversion from  TCPv4 to TCPv7

o

Ul | mann

Subtract header words fromv4 checksum (Note that this is
actually done with one’s conpl enent addition.)

Copy flags (except for Urgent).

If source port is less than 32768 (a sign condition test will
suffice on nost architectures), copy it. |If equal or
greater, add 65536.

Sanme operation on destination port.

Copy sequence to low 32 bits, set high to O.

Copy acknowl edgenent to low 32 bits, set high to O.

Copy wi ndow. (The TCPv4 perfornmance extension [ RFC1323]

wi hdow scal e cannot be used, as it would require state; we
use the basic w ndow of fered.)

Add 32 bit rollover option.

Convert maxi mum segnent size option if present.

Conput e data of fset and copy dat a.
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Add header words into saved checksum It is inmportant not to
reconpute the checksumover the data; it nust remain an
end-to-end checksum

Return to I P |l ayer conversion.

8.11 Conversion from TCPv7 to TCPv4

o

o

Ul | mann

Subtract header from v7 checksum

If source port is greater than 65535, subtract 65536. |f
result is still greater than 65535, fail. (Send |ICW
conversion failed/ port conversion out of range. The sending
host may then reset its port nunber generator to 98304.)

Sane translation for destination port.

Copy low 32 bits of sequence nunber.

If A Dbit set, copy low 32 bits of acknow edgenent.

Copy fl ags.

If window is greater than 61440, set it to 24576. |If |ess,
copy it unchanged. (Rationale for the 24K figure: this has
been found to be a good default for I1Pv4 hosts. |If the IPv7

host is offering a very |large wi ndow, the |IPv4 host probably
isn't prepared to play at that |evel.)

Process options. |If 32 Bit Rollover is not present, and A
flag is set, fail. (Send |ICWP conversion failed/ 32 bit
Rol | over m ssing.)

If Ugent is present, conpute offset. If in segnent, set U
flag and offset field. |If not, ignore.

Convert Maxi mum Segnent Size option. |If greater than 16384,
set to 16384.

Conput e new data of fset.
Add header words into v4 checksum

Return to I P |l ayer conversion.
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8.12 | CVP conversion

| CMP nessages are converted by copying the type and code into the new
packet, and copying the other type-specific fields directly.

If the nessage contains an encapsul ated, and usually truncated, IP
datagram the conversion routine is called recursively to translate
it as far as possible. There are sone special considerations:

o The encapsul ated datagramis less likely to be valid, given
that it did generate an error of some ki nd.

o The conversion should attenpt to conplete all fields
avail abl e, even if sonme would cause failures in the genera
case. Note, in particular, that in the course of converting
a datagram when a failure occurs, an | CVWP nessage
(conversion failed) is sent; this nessage itself may
i medi ately require conversion. Part of that conversion wl]l
i nvol ve converting the original datagram

o Conditions such as overall datagramlength too |arge are not
checked.

0o The AD and subnet byte assumed in the nested conversion may
not be sensible if the I Pv4 address extension option is not
present and the datagram has strayed fromthe expected AD.
(Not unlikely, given that we know a priori that sonme error
occured.)

o The conversion nust be very sure not to rmake anot her
recursive call if the nested datagramis an | CVMP nessage.
(This should not occur, but obviously nay.)

o It is probably inpossible to generate a correct transport
| ayer checksumin the nested datagram The conversi on nay
prefer to just zero the checksumfield. Likew se, validating
the original checksumis pointless.

It may be best in a given inplenmentation to have a separate code path
for the nested conversion, that handl es these issues out of the
optim zed usual path.

9. Postscript
The present version of TCP/IP has been a success partly by accident,
for reasons that weren't really designed in. Perhaps the nopst

significant is the low level of network integration required to nmake
it work.
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We nust be careful to retain the successful ingredients, even where
we may be unaware of them Tread lightly, and use all that we have
| earned, especially about not changing things that work.

Thi s docunment has described a fairly conservative step forward, with
clear extensibility for future devel opments, but w thout junping into
t he abyss.
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