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Summary

This RFC is one of a pair that defines and di scusses the requirenents
for Internet host software. This RFC covers the application and
support protocols; its compani on RFC- 1122 covers the comuni cation
protocol layers: link layer, IP layer, and transport |ayer
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1.

| NTRODUCTI ON

This docunent is one of a pair that defines and di scusses the
requirements for host systeminpl enentations of the Internet protocol
suite. This RFC covers the applications |ayer and support protocols.
Its conmpani on RFC, "Requirenments for Internet Hosts -- Commrunications
Layers" [INTRO 1] covers the |lower |ayer protocols: transport |ayer,

| P layer, and link |ayer.

These docunents are intended to provide gui dance for vendors,

i npl enentors, and users of |Internet communi cation software. They
represent the consensus of a |arge body of technical experience and
wi sdom contributed by nenbers of the Internet research and vendor
conmuni ti es.

This RFC enunerates standard protocols that a host connected to the
Internet nust use, and it incorporates by reference the RFCs and

ot her docunents describing the current specifications for these
protocols. It corrects errors in the referenced docunents and adds
addi ti onal discussion and gui dance for an inpl enentor.

For each protocol, this docunent also contains an explicit set of
requi renments, recommendations, and options. The reader nust
understand that the list of requirenments in this docunent is
inconplete by itself; the conplete set of requirenments for an
Internet host is primarily defined in the standard protocol

speci fication docunents, with the corrections, anendnents, and
suppl ements contained in this RFC

A good-faith inplenentation of the protocols that was produced after
careful reading of the RFC s and with sonme interaction with the
Internet technical community, and that followed good comruni cations
sof tware engi neering practices, should differ fromthe requirenents
of this docunent in only mnor ways. Thus, in many cases, the
"requirenments" in this RFC are already stated or inplied in the
standard protocol docunents, so that their inclusion hereis, in a
sense, redundant. However, they were included because sonme past

i npl erent ati on has nade the wong choice, causing problens of

i nteroperability, performance, and/or robustness.

Thi s docunent includes discussion and expl anati on of many of the
requi rements and reconmendations. A sinple list of requirenents
woul d be dangerous, because:

o] Some required features are nore inportant than others, and sone
features are optional

o] There may be valid reasons why particul ar vendor products that
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are designed for restricted contexts m ght choose to use
di fferent specifications.

However, the specifications of this docunent nust be followed to neet
t he general goal of arbitrary host interoperation across the
diversity and conplexity of the Internet system Although nost
current inplenentations fail to neet these requirenents in various
ways, sone ninor and sone major, this specification is the ideal
towards which we need to nove

These requirenents are based on the current |evel of Internet

architecture. This docunent will be updated as required to provide
additional clarifications or to include additional information in
those areas in which specifications are still evolving.

This introductory section begins with general advice to host software
vendors, and then gives sone gui dance on reading the rest of the
docunent. Section 2 contains general requirenments that nmay be
applicable to all application and support protocols. Sections 3, 4,
and 5 contain the requirenents on protocols for the three major
applications: Telnet, file transfer, and el ectronic nail

respectively. Section 6 covers the support applications: the donmain
name system systeminitialization, and nmanagenent. Finally, al
references will be found in Section 7.

1.1 The Internet Architecture

For a brief introduction to the Internet architecture froma host
vi ewpoi nt, see Section 1.1 of [INTRO 1]. That section also
contai ns recommended references for general background on the
Internet architecture.

1.2 Ceneral Considerations

There are two inportant |essons that vendors of Internet host
sof tware have | earned and which a new vendor shoul d consi der
seriously.

1.2.1 Continuing Internet Evolution

The enornmous growth of the Internet has reveal ed probl ens of
managenent and scaling in a | arge datagram based packet

comuni cati on system These probl ens are being addressed, and
as a result there will be continuing evolution of the

speci fications described in this docunment. These changes w ||
be carefully planned and controlled, since there is extensive
participation in this planning by the vendors and by the
organi zati ons responsi bl e for operations of the networks.
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Devel opnment, evolution, and revision are characteristic of
computer network protocols today, and this situation wll
persist for sone years. A vendor who devel ops conputer

conmuni cation software for the Internet protocol suite (or any
ot her protocol suite!) and then fails to maintain and update
that software for changing specifications is going to | eave a
trail of unhappy custoners. The Internet is a |arge

conmuni cati on network, and the users are in constant contact
through it. Experience has shown that know edge of
deficiencies in vendor software propagates quickly through the
Internet technical comunity.

1.2.2 Robustness Principle

At every layer of the protocols, there is a general rule whose
application can | ead to enornmous benefits in robustness and
i nteroperability:

"Be liberal in what you accept, and
conservative in what you send"

Sof tware should be witten to deal with every conceivabl e
error, no matter how unlikely; sooner or later a packet wll
come in with that particul ar conbination of errors and

attri butes, and unless the software is prepared, chaos can

ensue. In general, it is best to assunme that the network is
filled with mal evolent entities that will send in packets
desi gned to have the worst possible effect. This assunption
will lead to suitable protective design, although the nost

serious problenms in the Internet have been caused by
unenvi saged nechani snms triggered by | ow probability events;
nmere hurman malice woul d never have taken so devious a course!

Adaptability to change nust be designed into all |evels of
Internet host software. As a sinple exanple, consider a
protocol specification that contains an enuneration of val ues
for a particular header field -- e.g., a type field, a port
nunber, or an error code; this enuneration nust be assuned to
be inconplete. Thus, if a protocol specification defines four
possi bl e error codes, the software nust not break when a fifth
code shows up. An undefined code might be | ogged (see bel ow),
but it nmust not cause a failure.

The second part of the principle is alnpst as inportant:
software on other hosts may contain deficiencies that nake it
unwi se to exploit |legal but obscure protocol features. It is
unwi se to stray far fromthe obvious and sinple, |est untoward
effects result elsewhere. A corollary of this is "watch out
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for m sbehavi ng hosts"; host software should be prepared, not

just to survive other msbehaving hosts, but also to cooperate
to linmt the amount of disruption such hosts can cause to the

shared communi cation facility.

1.2.3 Error Logging

The Internet includes a great variety of host and gateway
systens, each inplenmenting many protocols and protocol |ayers,
and sonme of these contain bugs and ms-features in their
Internet protocol software. As a result of conplexity,

di versity, and distribution of function, the diagnosis of user
problenms is often very difficult.

Probl em di agnosis will be aided if host inplenentations include
a carefully designed facility for |ogging erroneous or
"strange" protocol events. It is inportant to include as nuch
di agnostic informati on as possi ble when an error is logged. In

particular, it is often useful to record the header(s) of a
packet that caused an error. However, care nust be taken to
ensure that error |ogging does not consune prohibitive amounts
of resources or otherwise interfere with the operation of the
host .

There is a tendency for abnorrmal but harm ess protocol events
to overflow error logging files; this can be avoided by using a
"circular" log, or by enabling | ogging only while diagnosing a
known failure. It may be useful to filter and count duplicate
successi ve nessages. One strategy that seenms to work well is:
(1) always count abnormalities and make such counts accessible
t hrough the managenent protocol (see Section 6.3); and (2)
allow the |l ogging of a great variety of events to be

sel ectively enabled. For exanple, it might useful to be able
to "log everything" or to "log everything for host X'.

Note that different managenents nay have differing policies
about the ampbunt of error |ogging that they want normally
enabled in a host. Sone will say, "if it doesn’t hurt ne, |
don't want to know about it", while others will want to take a
nmore wat chful and aggressive attitude about detecting and
renmovi ng protocol abnormalities.

1.2.4 Configuration

It would be ideal if a host inplenentation of the Internet
protocol suite could be entirely self-configuring. This would
all ow the whole suite to be inplenented in ROM or cast into
silicon, it would sinplify diskless workstations, and it would
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be an i mense boon to harried LAN adninistrators as well as
system vendors. W have not reached this ideal; in fact, we
are not even cl ose.

At many points in this docunent, you will find a requirenent
that a paraneter be a configurable option. There are severa
di fferent reasons behind such requirenents. In a few cases,
there is current uncertainty or disagreenment about the best
value, and it may be necessary to update the recomended val ue
in the future. |In other cases, the value really depends on
external factors -- e.g., the size of the host and the
distribution of its conmunication |oad, or the speeds and

t opol ogy of nearby networks -- and self-tuning algorithns are
unavail abl e and may be insufficient. |In sone cases,
configurability is needed because of adm nistrative
requirenments.

Finally, sonme configuration options are required to comunicate
with obsolete or incorrect inplenentations of the protocols,

di stributed wthout sources, that unfortunately persist in many
parts of the Internet. To nmake correct systems coexist with
these faulty systens, adninistrators often have to "nis-
configure" the correct systenms. This problemw Il correct
itself gradually as the faulty systens are retired, but it
cannot be ignored by vendors.

When we say that a paraneter nmust be configurable, we do not
intend to require that its value be explicitly read froma
configuration file at every boot tinme. W recomend that

i npl ementors set up a default for each paranmeter, so a
configuration file is only necessary to override those defaults
that are inappropriate in a particular installation. Thus, the
configurability requirement is an assurance that it wll be
POSSI BLE to override the default when necessary, even in a

bi nary-only or ROW based product.

Thi s docunent requires a particular value for such defaults in
sone cases. The choice of default is a sensitive issue when
the configuration itemcontrols the accommpdati on to existing
faulty systens. |If the Internet is to converge successfully to
conplete interoperability, the default values built into

i npl erentations nust inplenment the official protocol, not

"m s-configurations" to accommbpdate faulty inplenentations.

Al t hough marketing considerations have | ed sone vendors to
choose m s-configuration defaults, we urge vendors to choose
defaults that will conformto the standard.

Finally, we note that a vendor needs to provi de adequate
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docunentation on all configuration paraneters, their linmts and
ef fects.

1.3 Reading this Docunent

1.3.1 Oganization

In general, each major section is organized into the follow ng
subsecti ons:

(1) Introduction

(2) Protocol Wal k-Through -- considers the protoco
speci fication docunents section-by-section, correcting
errors, stating requirenments that may be anbi guous or
ill-defined, and providing further clarification or
expl anati on.

(3) Specific Issues -- discusses protocol design and
i mpl ementation i ssues that were not included in the wal k-
t hr ough.

(4) Interfaces -- discusses the service interface to the next
hi gher | ayer.

(5) Summary -- contains a summary of the requirenments of the
secti on.

Under many of the individual topics in this docunment, there is
parent hetical material |abeled "D SCUSSI ON' or

"I MPLEMENTATION'. This material is intended to give
clarification and explanation of the preceding requirenents
text. It also includes sone suggestions on possible future
directions or devel opnents. The inplenmentation materi al
cont ai ns suggested approaches that an inplenentor nay want to
consi der.

The summary sections are intended to be guides and i ndexes to
the text, but are necessarily cryptic and inconplete. The
sunmari es shoul d never be used or referenced separately from
the conpl ete RFC

1.3.2 Requirenents

In this docunent, the words that are used to define the
significance of each particular requirenent are capitalized.
These words are:
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* " MUST"

This word or the adjective "REQU RED' neans that the item
is an absolute requirenent of the specification.

* " SHOULD'

This word or the adjective "RECOUWENDED' neans that there
may exist valid reasons in particular circunstances to
ignore this item but the full inplications should be
understood and the case carefully wei ghed before choosing
a different course.

* " VAY"

This word or the adjective "OPTIONAL" neans that this item
is truly optional. One vendor may choose to include the
item because a particul ar marketplace requires it or
because it enhances the product, for exanple; another
vendor nmay onmit the sane item

An inmplenmentation is not conpliant if it fails to satisfy one
or nore of the MJUST requirenents for the protocols it

i mpl enents.  An inplenmentation that satisfies all the MJST and
all the SHOULD requirenents for its protocols is said to be
"unconditionally conpliant”; one that satisfies all the MJST
requirenents but not all the SHOULD requirenents for its
protocols is said to be "conditionally compliant”.

1.3.3 Term nol ogy

Thi s docunent uses the follow ng technical terns:

Segnent
A segnent is the unit of end-to-end transnission in the
TCP protocol. A segnent consists of a TCP header foll owed

by application data. A segnent is transnitted by
encapsul ation in an | P datagram

Message
This termis used by some application |layer protocols
(particularly SMIP) for an application data unit.

Dat agr am

A [UDP] datagramis the unit of end-to-end transmission in
the UDP protocol
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Mul ti homed
A host is said to be nultihomed if it has multiple IP
addresses to connected networKks.
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2. CENERAL | SSUES

This section contains general requirenents that nmay be applicable to
all application-layer protocols.

2.1 Host Nanes and Nunbers

The syntax of a legal Internet host name was specified in RFC 952
[DNS: 4]. One aspect of host name syntax is hereby changed: the
restriction on the first character is relaxed to allow either a
letter or a digit. Host software MJIST support this nore |ibera
synt ax.

Host software MJUST handl e host names of up to 63 characters and
SHOULD handl e host names of up to 255 characters.

Whenever a user inputs the identity of an Internet host, it SHOULD
be possible to enter either (1) a host domain nane or (2) an IP
address in dotted-decimal ("#. # # #") form The host SHOULD check
the string syntactically for a dotted-deci mal nunber before
looking it up in the Domain Nanme System

DI SCUSSI ON
This last requirenent is not intended to specify the conplete
syntactic formfor entering a dotted-deci mal host nunber;
that is considered to be a user-interface issue. For
exanpl e, a dotted-deci mal nunber nust be encl osed within
"[ 1" brackets for SMIP mail (see Section 5.2.17). This
notati on coul d be made universal within a host system
sinplifying the syntactic checking for a dotted-decinal
nunber .

If a dotted-deci mal nunmber can be entered w thout such
identifying delimters, then a full syntactic check nust be
made, because a segnent of a host domain nanme is now al |l owed
to begin with a digit and could legally be entirely nuneric
(see Section 6.1.2.4). However, a valid host nane can never
have the dotted-decimal form#. # #.#, since at |east the

hi ghest - | evel conponent |abel will be al phabetic.

2.2 Using Dormain Nane Service

Host domai n nanes MJST be translated to | P addresses as descri bed
in Section 6.1.

Appl i cations using domain name services MJST be able to cope with

soft error conditions. Applications MIUST wait a reasonabl e
i nterval between successive retries due to a soft error, and MJST
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allow for the possibility that network problems nay deny service
for hours or even days.

An application SHOULD NOT rely on the ability to |l ocate a WS
record containing an accurate listing of all services at a
particul ar host address, since the WVKS RR type is not often used
by Internet sites. To confirmthat a service is present, sinply
attenpt to use it.

2.3 Applications on Miultihoned hosts

When the renote host is multihomed, the nane-to-address
translation will return a list of alternative |P addresses. As
specified in Section 6.1.3.4, this list should be in order of
decreasi ng preference. Application protocol inplenentations
SHOULD be prepared to try rmultiple addresses fromthe list unti
success is obtained. Mre specific requirenents for SMIP are
given in Section 5.3.4.

When the local host is multihoned, a UDP-based request/response
application SHOULD send the response with an | P source address
that is the sanme as the specific destination address of the UDP
request datagram The "specific destination address" is defined
in the "I P Addressing" section of the conpanion RFC [INTRO 1].

Simlarly, a server application that opens rmultiple TCP
connections to the sane client SHOULD use the sane local |IP
address for all.

2.4 Type-of-Service

Applications MJUST sel ect appropriate TOS val ues when they invoke
transport |ayer services, and these values MJST be confi gurable.
Note that a TOS value contains 5 bits, of which only the nost-
significant 3 bits are currently defined; the other two bits MJST
be zero.

DI SCUSSI ON:
As gateway al gorithms are devel oped to inplenment Type-of -
Service, the reconmended val ues for various application
protocols nay change. In addition, it is |likely that
particul ar conbi nati ons of users and Internet paths will want
non-standard TOS val ues. For these reasons, the TOS val ues
must be confi gurabl e.

See the | atest version of the "Assigned Nunmbers" RFC

[INTRO 5] for the recommended TOS val ues for the nmjor
appl i cation protocols.
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2.5 CENERAL APPLI CATI ON REQUI REMENTS SUMVARY
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3. REMOTE LOG N -- TELNET PROTOCCL
3.1 | NTRODUCTI ON

Telnet is the standard Internet application protocol for renote
login. It provides the encoding rules to link a user’s
keyboard/ di splay on a client ("user") systemw th a comand
interpreter on a renote server system A subset of the Tel net
protocol is also incorporated within other application protocols,
e.g., FTP and SMIP

Tel net uses a single TCP connection, and its nornmal data stream
("Network Virtual Terminal"™ or "NVT" node) is 7-bit ASCII with
escape sequences to enbed control functions. Telnet also allows
the negotiation of many optional nodes and functions.

The primary Tel net specification is to be found in RFC 854
[ TELNET: 1], while the options are defined in many ot her RFCs; see
Section 7 for references.

3.2 PROTOCOL WALK- THROUGH
3.2.1 Option Negotiation: RFC-854, pp. 2-3

Every Tel net inplenmentati on MJST include option negotiation and
subnegoti ati on nmachi nery [ TELNET: 2].

A host MUST carefully follow the rules of RFC-854 to avoid
option-negotiation | oops. A host MJIST refuse (i.e, reply
WONT/ DONT to a DO WLL) an unsupported option. Option
negoti ati on SHOULD continue to function (even if all requests
are refused) throughout the lifetime of a Tel net connecti on.

If all option negotiations fail, a Telnet inplenentation MJST
default to, and support, an NVT.

DI SCUSSI ON
Even though nore sophisticated "term nal s" and supporting
option negotiations are beconing the norm all
i mpl ement ati ons nmust be prepared to support an NVT for any
user-server conmuni cati on.

3.2.2 Telnet Go-Ahead Function: RFC-854, p. 5, and RFC- 858
On a host that never sends the Tel net cormmand Go Ahead (GA),
the Tel net Server MJST attenpt to negotiate the Suppress o

Ahead option (i.e., send "WLL Suppress Go Ahead"). A User or
Server Telnet MJUST al ways accept negotiation of the Suppress Go
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Ahead opti on.

When it is driving a full-duplex term nal for which GA has no
meani ng, a User Tel net inplenentation MAY ignore GA conmmands.

DI SCUSSI ON
Hal f - dupl ex ("l ocked-keyboard") line-at-a-tinme termnals
for which the Go- Ahead nmechani sm was desi gned have | argely
di sappeared fromthe scene. It turned out to be difficult
to inpl ement sending the Go-Ahead signal in nmany operating
systens, even sone systens that support native half-dupl ex
termnals. The difficulty is typically that the Tel net
server code does not have access to infornation about
whet her the user process is bl ocked awaiting input from
the Tel net connection, i.e., it cannot reliably determ ne
when to send a GA command. Therefore, nost Tel net Server
hosts do not send GA conmands.

The effect of the rules in this sectionis to allow either
end of a Telnet connection to veto the use of GA conmands.

There is a class of half-duplex ternminals that is still
commercially inportant: "data entry termnals,"” which
interact in a full-screen manner. However, supporting
data entry term nals using the Tel net protocol does not
require the Go Ahead signal; see Section 3.3.2.

3.2.3 Control Functions: RFC- 854, pp. 7-8

The list of Tel net conmands has been extended to include EOR
(End- of - Record), with code 239 [ TELNET: 9].

Bot h User and Server Telnets MAY support the control functions
ECR, EC, EL, and Break, and MJST support AQO, AYT, DM |P, NOP
SB, and SE

A host MUST be able to receive and ignore any Tel net control
functions that it does not support.

DI SCUSSI ON:
Note that a Server Telnet is required to support the
Telnet IP (Interrupt Process) function, even if the server
host has an equival ent in-streamfunction (e.g., Control-C
in many systens). The Telnet IP function may be stronger
than an in-streaminterrupt conmand, because of the out-
of -band effect of TCP urgent data.

The EOR control function may be used to delinmit the
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stream An inportant application is data entry termna
support (see Section 3.3.2). There was concern that since
EOR had not been defined in RFC-854, a host that was not
prepared to correctly ignore unknown Tel net conmands m ght
crash if it received an EOR. To protect such hosts, the
End- of - Record option [ TELNET: 9] was introduced; however, a
properly inplenented Telnet programw ||l not require this
protection.

3.2.4 Telnet "Synch" Signal: RFC 854, pp. 8-10

When it receives "urgent" TCP data, a User or Server Tel net
MUST discard all data except Tel net conmands until the DM (and
end of urgent) is reached.

When it sends Telnet IP (Interrupt Process), a User Tel net
SHOULD follow it by the Telnet "Synch" sequence, i.e., send as
TCP urgent data the sequence "IAC IP IAC DM'. The TCP urgent
poi nter points to the DM octet.

Wien it receives a Telnet IP command, a Server Tel net MAY send
a Tel net "Synch" sequence back to the user, to flush the out put
stream The choice ought to be consistent with the way the
server operating system behaves when a | ocal user interrupts a
process.

When it receives a Tel net AO command, a Server Tel net MJUST send
a Tel net "Synch" sequence back to the user, to flush the out put
stream

A User Tel net SHOULD have the capability of flushing output
when it sends a Telnet I P, see also Section 3.4.5.

DI SCUSSI ON:
There are three possible ways for a User Telnet to flush
the stream of server output data:

(1) Send AO after IP.

This will cause the server host to send a "flush-
buffered-output” signal to its operating system
However, the AO may not take effect locally, i.e.

stop terminal output at the User Tel net end, until
the Server Telnet has received and processed the AO
and has sent back a "Synch".

(2) Send DO TIM NG MARK [ TELNET: 7] after IP, and discard
all output locally until a WLL/WONT TIM NG MARK i s
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received fromthe Server Tel net.

Since the DO TIM NG MARK wi || be processed after the
| P at the server, the reply to it should be in the
right place in the output data stream However, the
TIM NG MARK wi Il not send a "flush buffered output™
sighal to the server operating system \Wether or
not this is needed is dependent upon the server
system

(3) Do both.

The best nethod is not entirely clear, since it mnust
accommodat e a nunber of existing server hosts that do not
foll ow the Tel net standards in various ways. The safest
approach is probably to provide a user-controllable option
to select (1), (2), or (3).

3.2.5 NVT Printer and Keyboard: RFC- 854, p. 11

In NVT node, a Telnet SHOULD NOT send characters with the

hi gh-order bit 1, and MJST NOT send it as a parity bit.

| mpl enent ati ons that pass the high-order bit to applications
SHOULD negoti ate binary node (see Section 3.2.6).

DI SCUSSI ON:

I mpl emrentors should be aware that a strict reading of
RFC-854 allows a client or server expecting NVT ASCII to
i gnore characters with the high-order bit set. In
general, binary node is expected to be used for

transm ssion of an extended (beyond 7-bit) character set
wi th Tel net.

However, there exist applications that really need an 8-
bit NVT node, which is currently not defined, and these
exi sting applications do set the high-order bit during
part or all of the life of a Tel net connection. Note that
bi nary node is not the same as 8-bit NVT node, since

bi nary node turns off end-of-line processing. For this
reason, the requirenents on the high-order bit are stated
as SHOULD, not MUJUST.

RFC- 854 defines a nmininmal set of properties of a "network
virtual terminal"™ or NVT, this is not nmeant to preclude
additional features in a real termnal. A Tel net
connection is fully transparent to all 7-bit ASCII
characters, including arbitrary ASCI1 control characters.
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For exanple, a terminal night support full-screen commands
coded as ASCI| escape sequences; a Telnet inplenmentation
woul d pass these sequences as uninterpreted data. Thus,
an NVT should not be conceived as a termnal type of a

hi ghly-restricted devi ce.

3.2.6 Telnet Command Structure: RFC-854, p. 13

Since options nay appear at any point in the data stream a
Tel net escape character (known as IAC, with the value 255) to
be sent as data MJST be doubl ed.

3.2.7 Telnet Binary Option: RFC-856

When the Binary option has been successfully negoti at ed,
arbitrary 8-bit characters are allowed. However, the data
stream MUST still be scanned for | AC characters, any enbedded
Tel net conmands MJST be obeyed, and data bytes equal to I AC
MUST be doubled. OQher character processing (e.g., replacing
CR by CR NUL or by CR LF) MJST NOT be done. |In particular,
there is no end-of-line convention (see Section 3.3.1) in

bi nary node.

DI SCUSSI ON:
The Binary option is normally negotiated in both
directions, to change the Tel net connection from NVT node
to "binary node".

The sequence | AC ECR can be used to delimt blocks of data
within a binary-node Tel net stream

3.2.8 Telnet Term nal -Type Option: RFC 1091

The Terninal - Type option MJST use the terninal type nanes
officially defined in the Assigned Nunbers RFC [I NTRO 5], when
they are available for the particular termnal. However, the
receiver of a Term nal-Type option MJST accept any nane.

DI SCUSSI ON:
RFC- 1091 [ TELNET: 10] updates an earlier version of the
Terni nal - Type option defined in RFC-930. The earlier
version allowed a server host capabl e of supporting
multiple termnal types to learn the type of a particular
client’s termnal, assum ng that each physical termna
had an intrinsic type. However, today a "terminal" is
often really a term nal enulator programrunning in a PC
per haps capabl e of ermulating a range of termninal types.
Therefore, RFC-1091 extends the specification to allow a
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nore general termnal-type negotiation between User and
Server Tel nets.

3.3 SPECI FI C | SSUES

3.3.1 Tel net End-of-Line Convention

The Tel net protocol defines the sequence CR LF to nean "end-
of-line". For ternminal input, this corresponds to a comuand-
conpl etion or "end-of-1ine" key being pressed on a user
terminal; on an ASCII terminal, this is the CR key, but it may
al so be labelled "Return" or "Enter".

When a Server Tel net receives the Tel net end-of-1ine sequence
CR LF as input froma renote termnal, the effect MUST be the
sane as if the user had pressed the "end-of-line" key on a

local termnal. On server hosts that use ASCIl, in particular
recei pt of the Tel net sequence CR LF nust cause the sanme effect
as a local user pressing the CR key on a local ternminal. Thus,

CR LF and CR NUL MJST have the sane effect on an ASCI| server
host when received as input over a Tel net connecti on.

A User Tel net MJST be able to send any of the forns: CR LF, CR
NUL, and LF. A User Telnet on an ASCI|I host SHOULD have a
user-controll abl e node to send either CR LF or CR NUL when the
user presses the "end-of-line" key, and CR LF SHOULD be the
defaul t.

The Tel net end-of-line sequence CR LF MJST be used to send

Tel net data that is not term nal -to-conputer (e.g., for Server
Tel net sending output, or the Telnet protocol incorporated
anot her application protocol).

DI SCUSSI ON
To allow interoperability between arbitrary Telnet clients
and servers, the Tel net protocol defined a standard
representation for aline term nator. Since the ASC
character set includes no explicit end-of-line character,
systens have chosen various representations, e.g., CR LF,
and the sequence CR LF. The Tel net protocol chose the CR
LF sequence as the standard for network transni ssion

Unfortunately, the Tel net protocol specification in RFC
854 [ TELNET: 1] has turned out to be somewhat anbi guous on
what character(s) should be sent fromclient to server for
the "end-of-line" key. The result has been a massive and
continuing interoperability headache, made worse by
various faulty inplenmentations of both User and Server
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Tel net s.

Al t hough the Tel net protocol is based on a perfectly
symmetric nodel, in a renote | ogin session the role of the
user at a terminal differs fromthe role of the server
host. For exanple, RFC-854 defines the neaning of CR, LF,
and CR LF as output fromthe server, but does not specify
what the User Tel net should send when the user presses the
"end-of-line" key on the terminal; this turns out to be
the point at issue.

When a user presses the "end-of-line" key, some User

Tel net inplenmentations send CR LF, while others send CR
NUL (based on a different interpretation of the sane
sentence in RFC-854). These will be equivalent for a
correctly-inplemented ASCI| server host, as discussed
above. For other servers, a node in the User Telnet is
needed.

The existence of User Telnets that send only CR NUL when
CR is pressed creates a dilenma for non-ASCI| hosts: they
can either treat CR NUL as equivalent to CR LF in input,
thus precluding the possibility of entering a "bare” CR
or el se | ose conpl ete interworking.

Suppose a user on host A uses Telnet to log into a server
host B, and then execute B's User Telnet programto |og

into server host C. It is desirable for the Server/User
Tel net conbination on B to be as transparent as possible,
i.e., to appear as if A were connected directly to C. In
particular, correct inplenmentation will make B transparent

to Tel net end-of-1ine sequences, except that CR LF may be
translated to CR NUL or vice versa.

| MPLEMENTATI ON:
To understand Tel net end-of-1line issues, one nust have at
| east a general nodel of the relationship of Telnet to the
| ocal operating system The Server Telnet process is
typically coupled into the terninal driver software of the
operating systemas a pseudo-terninal. A Tel net end-of-
i ne sequence received by the Server Tel net nust have the
same effect as pressing the end-of-line key on a real
| ocal | y-connected term nal

Operating systens that support interactive character-at-
a-time applications (e.g., editors) typically have two
internal nodes for their terminal 1/O a formatted node,
in which |l ocal conventions for end-of-Iine and ot her
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formatting rules have been applied to the data stream and
a "raw' node, in which the application has direct access
to every character as it was entered. A Server Tel net
nmust be inplenmented in such a way that these nodes have
the sanme effect for renote as for local terninals. For
exanpl e, suppose a CR LF or CR NUL is received by the
Server Telnet on an ASCII host. In raw node, a CR
character is passed to the application; in formatted node,
the local systenmis end-of-line convention is used.

3.3.2 Data Entry Terninals

DI SCUSSI ON:
In addition to the line-oriented and character-oriented
ASCI| ternminals for which Tel net was designed, there are
several families of video display terninals that are
sonmeti mes known as "data entry terminals" or DETs. The
I BM 3270 famly is a well-known exanpl e.

Two I nternet protocols have been designed to support
generic DETs: SUPDUP [ TELNET: 16, TELNET: 17], and the DET
option [ TELNET: 18, TELNET:19]. The DET option drives a
data entry ternm nal over a Tel net connection using (sub-)
negotiation. SUPDUP is a conpletely separate terninal
protocol, which can be entered from Tel net by negoti ati on.
Al t hough both SUPDUP and the DET option have been used
successfully in particular environnments, neither has

gai ned general acceptance or w de inplenmentation

A different approach to DET interaction has been devel oped
for supporting the 1BM 3270 fam |y through Tel net,

al t hough the same approach woul d be applicable to any DET
The idea is to enter a "native DET" node, in which the
native DET input/output streamis sent as binary data.

The Telnet EOR command is used to delinmit |ogical records
(e.g., "screens") within this binary stream

| MPLEMENTATI ON:
The rules for entering and | eaving native DET node are as
foll ows:

0 The Server uses the Term nal - Type option [ TELNET: 10]
to learn that the client is a DET.

0 It is conventional, but not required, that both ends
negoti ate the EOR option [ TELNET: 9].

0 Bot h ends negotiate the Binary option [ TELNET: 3] to
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enter native DET node.

0 When either end negotiates out of binary node, the
ot her end does too, and the npde then reverts to
nor mal NVT

3.3.3 Option Requirenments

Every Tel net inplenmentati on MJST support the Binary option

[ TELNET: 3] and the Suppress Go Ahead option [ TELNET: 5], and
SHOULD support the Echo [ TELNET: 4], Status [ TELNET: 6], End-of -
Record [ TELNET: 9], and Extended Options List [ TELNET: 8]

opti ons.

A User or Server Telnet SHOULD support the Wndow Size Option
[ TELNET: 12] if the |l ocal operating system provides the
correspondi ng capability.

DI SCUSSI ON:
Note that the End-of-Record option only signifies that a
Tel net can receive a Tel net EOR wi thout crashing;
therefore, every Telnet ought to be willing to accept
negoti ati on of the End-of-Record option. See also the
di scussion in Section 3.2.3.

3.3.4 Option Initiation

When the Tel net protocol is used in a client/server situation
the server SHOULD initiate negotiation of the term na
i nteraction node it expects.

DI SCUSSI ON:
The Tel net protocol was defined to be perfectly
symetrical, but its application is generally asymetric.
Renote | ogin has been known to fail because NEI THER side
initiated negotiation of the required non-default term na
nodes. It is generally the server that deternines the
preferred node, so the server needs to initiate the
negoti ation; since the negotiation is symretric, the user
can also initiate it.

A client (User Telnet) SHOULD provide a nmeans for users to
enabl e and disable the initiation of option negotiation.

DI SCUSSI ON:
A user sonetinmes needs to connect to an application
service (e.g., FTP or SMIP) that uses Telnet for its
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control stream but does not support Tel net options. User
Tel net nmay be used for this purpose if initiation of
option negotiation is disabled.

3.3.5 Telnet Linenode Option

DI SCUSSI ON:
An inportant new Tel net option, LINEMODE [ TELNET: 12], has
been proposed. The LI NEMODE option provides a standard
way for a User Telnet and a Server Telnet to agree that
the client rather than the server will performterm na
character processing. Wen the client has prepared a
complete line of text, it will send it to the server in
(usual ly) one TCP packet. This option will greatly
decrease the packet cost of Telnet sessions and will also
gi ve nuch better user response over congested or |ong-
del ay networks.

The LI NEMODE option all ows dynanmi ¢ switching between | ocal
and renote character processing. For exanple, the Tel net
connection will automatically negotiate into single-
character node while a full screen editor is running, and
then return to |inenode when the editor is finished.

W expect that when this RFC is rel eased, hosts should

i mpl ement the client side of this option, and may

i mpl ement the server side of this option. To properly

i mpl ement the server side, the server needs to be able to
tell the local systemnot to do any input character
processing, but to remenber its current termnal state and
notify the Server Tel net process whenever the state
changes. This will allow password echoing and full screen
editors to be handl ed properly, for exanple.

3.4 TELNET/ USER | NTERFACE
3.4.1 Character Set Transparency

User Tel net inplenentations SHOULD be able to send or receive
any 7-bit ASCI| character. \Where possible, any special
character interpretations by the user host’s operating system
SHOULD be bypassed so that these characters can conveniently be
sent and received on the connecti on.

Sone character value MJST be reserved as "escape to comrand
node"; conventionally, doubling this character allows it to be
entered as data. The specific character used SHOULD be user
sel ect abl e.
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On bi nary-node connections, a User Tel net program MAY provi de
an escape nechanismfor entering arbitrary 8-bit values, if the
host operating systemdoesn’t allow themto be entered directly
fromthe keyboard.

| MPLEMENTATI ON:
The transparency issues are | ess pressing on servers, but
i mpl ementors should take care in dealing with issues |ike:
maski ng off parity bits (sent by an ol der, non-conforning
client) before they reach progranms that expect only NVT
ASCI |, and properly handling prograns that request 8-bit
data streans.

3.4.2 Tel net Conmmands

A User Tel net program MJST provide a user the capability of
entering any of the Telnet control functions IP, AO or AYT,
and SHOULD provide the capability of entering EC, EL, and

Br eak.

3.4.3 TCP Connection Errors

A User Tel net program SHOULD report to the user any TCP errors
that are reported by the transport |ayer (see "TCP/ Application
Layer Interface" section in [INTRO1]).

3.4.4 Non-Default Tel net Contact Port

A User Tel net program SHOULD all ow the user to optionally
speci fy a non-standard contact port nunmber at the Server Tel net
host .

3.4.5 Flushing Qutput

A User Tel net program SHOULD provide the user the ability to
speci fy whether or not output should be flushed when an IP is
sent; see Section 3.2. 4.

For any output flushing schenme that causes the User Telnet to
flush output locally until a Telnet signal is received fromthe
Server, there SHOULD be a way for the user to manually restore
normal output, in case the Server fails to send the expected

si gnal .
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Doubl e 1 AC data byte in binary node
Qobey Tel net cnds in binary node
End-of -1ine, CR NUL in binary node
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EOL at Server sane as |local end-of-line
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4. FlI LE TRANSFER
4.1 FILE TRANSFER PROTOCCCL -- FTP
4.1.1 | NTRODUCTI ON

The File Transfer Protocol FTP is the prinmary Internet standard
for file transfer. The current specification is contained in
RFC- 959 [FTP: 1].

FTP uses separate simultaneous TCP connections for control and
for data transfer. The FTP protocol includes nmany features,
some of which are not comonly inplenmented. However, for every
feature in FTP, there exists at |east one inplenentation. The
m ni mum i mpl ement ati on defined in RFC-959 was too small, so a
somewhat |arger nmininmuminplenmentation is defined here.

I nternet users have been unnecessarily burdened for years by
deficient FTP inplenentations. Protocol inplenmentors have
suffered fromthe erroneous opinion that inplenenting FTP ought
to be a small and trivial task. This is wong, because FTP has
a user interface, because it has to deal (correctly) with the
whol e variety of comruni cati on and operating systemerrors that
may occur, and because it has to handle the great diversity of
real file systens in the world.

4.1.2. PROTOCOL WALK- THROUGH
4.1.2.1 LOCAL Type: RFC-959 Section 3.1.1.4

An FTP program MUST support TYPE | ("I MAGE" or binary type)
as well as TYPE L 8 ("LOCAL" type with |ogical byte size 8).
A machi ne whose menory is organized into mbit words, where
mis not a nmultiple of 8 MAY also support TYPE L m

DI SCUSSI ON:
The command "TYPE L 8" is often required to transfer
bi nary data between a machi ne whose nenory i s organi zed
into (e.g.) 36-bit words and a machine with an 8-bit
byt e organi zation. For an 8-bit byte nmachine, TYPE L 8
is equivalent to | MAGE

"TYPE L nf is sonetines specified to the FTP prograns
on two mbit word machi nes to ensure the correct
transfer of a native-node binary file from one nmachine
to the other. However, this command shoul d have the
sane effect on these nachines as "TYPE |".
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4.1.2.2 Telnet Format Control: RFC-959 Section 3.1.1.5.2

A host that makes no distinction between TYPE N and TYPE T
SHOULD i npl enent TYPE T to be identical to TYPE N

DI SCUSSI ON:
Thi s provision shoul d ease interoperation with hosts
that do make this distinction

Many hosts represent text files internally as strings
of ASCII characters, using the enbedded ASCI| format
effector characters (LF, BS, FF, ...) to control the
format when a file is printed. For such hosts, there
is no distinction between "print" files and other
files. However, systens that use record structured
files typically need a special format for printable
files (e.g., ASA carriage control). For the latter
hosts, FTP allows a choice of TYPE N or TYPE T.

4.1.2.3 Page Structure: RFC-959 Section 3.1.2.3 and Appendi x |

| mpl ement ati on of page structure is NOT RECOVMENDED i n
general. However, if a host system does need to inplenment
FTP for "random access" or "holey" files, it MJST use the
defined page structure format rather than define a new
private FTP format.

4.1.2.4 Data Structure Transformati ons: RFC-959 Section 3.1.2

An FTP transformati on between record-structure and file-
structure SHOULD be invertible, to the extent possible while
maki ng the result useful on the target host.

DI SCUSSI ON:
RFC-959 required strict invertibility between record-
structure and file-structure, but in practice,
ef fici ency and conveni ence often preclude it.
Therefore, the requirement is being relaxed. There are
two different objectives for transferring a file:
processing it on the target host, or just storage. For
storage, strict invertibility is inportant. For
processing, the file created on the target host needs
to be in the format expected by application prograns on
t hat host.

As an exanple of the conflict, imagine a record-

oriented operating systemthat requires sone data files
to have exactly 80 bytes in each record. Wile STORi ng
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a file on such a host, an FTP Server nust be able to
pad each line or record to 80 bytes; a later retrieva
of such a file cannot be strictly invertible.

4.1.2.5 Data Connection Managenent: RFC-959 Section 3.3
A User-FTP that uses STREAM nbde SHOULD send a PORT conmmand

to assign a non-default data port before each transfer
command is issued.

DI SCUSSI ON:
This is required because of the long delay after a TCP
connection is closed until its socket pair can be

reused, to allow nultiple transfers during a single FTP
session. Sending a port conmand can avoided if a
transfer node other than streamis used, by |eaving the
data transfer connection open between transfers.

4,.1.2.6 PASV Command: RFC-959 Section 4.1.2
A server-FTP MJST i npl emrent the PASV conmand.
If multiple third-party transfers are to be executed during
the sane session, a new PASV command MJUST be issued before

each transfer command, to obtain a unique port pair.

| MPLENMENTATI ON:
The format of the 227 reply to a PASV comand i s not

wel | standardi zed. |In particular, an FTP client cannot
assune that the parentheses shown on page 40 of RFC-959
will be present (and in fact, Figure 3 on page 43 onmts

then). Therefore, a User-FTP programthat interprets
the PASV reply nust scan the reply for the first digit
of the host and port nunbers.

Note that the host nunmber hl,h2,h3,h4 is the | P address
of the server host that is sending the reply, and that
pl,p2 is a non-default data transfer port that PASV has
assi ghed.

4.1.2.7 LIST and NLST Commands: RFC-959 Section 4.1.3
The data returned by an NLST command MJST contain only a
simple list of |egal pathnanes, such that the server can use
themdirectly as the argunments of subsequent data transfer
commands for the individual files.

The data returned by a LI ST or NLST command SHOULD use an
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inmplied TYPE AN, unless the current type is EBCDI C, in which
case an inplied TYPE EN SHOULD be used.

DI SCUSSI ON:
Many FTP clients support macro-comuands that will get
or put files matching a wildcard specification, using
NLST to obtain a list of pathnanmes. The expansion of
"multiple-put" is local to the client, but "multiple-
get" requires cooperation by the server.

The inmplied type for LIST and NLST is designed to
provide conpatibility with existing User-FTPs, and in
particular with nultiple-get conmmands.

4.1.2.8 SITE Command: RFC-959 Section 4.1.3

A Server-FTP SHOULD use the SITE command for non-standard
features, rather than invent new private conmands or
unst andar di zed extensions to existing conmands.

4.1.2.9 STAQU Command: RFC-959 Section 4.1.3

The STQU command stores into a uniquely nanmed file. Wen it
recei ves an STQU conmand, a Server-FTP MJST return the
actual file nanme in the "125 Transfer Starting" or the "150
Openi ng Data Connection" nessage that precedes the transfer
(the 250 reply code nmentioned in RFC-959 is incorrect). The
exact format of these nessages is hereby defined to be as
fol l ows:

125 FILE: pppp
150 FILE: pppp

where pppp represents the uni que pathnane of the file that
will be witten.

4.1.2.10 Tel net End-of-line Code: RFC-959, Page 34

I mpl ement ors MUST NOT assune any correspondence between READ
boundari es on the control connection and the Tel net EQL
sequences (CR LF).

DI SCUSSI ON:
Thus, a server-FTP (or User-FTP) must continue reading
characters fromthe control connection until a conplete
Tel net ECL sequence is encountered, before processing
the command (or response, respectively). Conversely, a
single READ fromthe control connection may include
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nmore than one FTP conmand.
4.1.2.11 FTP Replies: RFC-959 Section 4.2, Page 35

A Server-FTP MJST send only correctly fornmatted replies on
the control connection. Note that RFC-959 (unlike earlier
versions of the FTP spec) contains no provision for a
"spont aneous" reply nmessage.

A Server-FTP SHOULD use the reply codes defined in RFC-959
whenever they apply. However, a server-FTP MAY use a
different reply code when needed, as |long as the genera
rules of Section 4.2 are followed. Wen the inplenentor has
a choice between a 4xx and 5xx reply code, a Server-FTP
SHOULD send a 4xx (tenporary failure) code when there is any
reasonabl e possibility that a failed FTP will succeed a few
hours | ater.

A User - FTP SHOULD generally use only the highest-order digit
of a 3-digit reply code for naking a procedural decision, to
prevent difficulties when a Server-FTP uses non-standard
reply codes.

A User-FTP MJUST be able to handle nmulti-line replies. |If
the inplenentation inposes a linmit on the nunber of lines
and if this limt is exceeded, the User-FTP MJST recover,
e.g., by ignoring the excess lines until the end of the
multi-line reply is reached.

A User-FTP SHOULD NOT interpret a 421 reply code ("Service
not avail abl e, closing control connection") specially, but
SHOULD detect closing of the control connection by the
server.

DI SCUSSI ON
Server inplenmentations that fail to strictly follow the
reply rules often cause FTP user progranms to hang.
Note that RFC-959 resol ved anbiguities in the reply
rules found in earlier FTP specifications and nust be
fol | owed.

It is inportant to choose FTP reply codes that properly
di sti ngui sh between tenporary and pernanent fail ures,
to allow the successful use of file transfer client
daenons. These prograns depend on the reply codes to
deci de whether or not to retry a failed transfer; using
a permanent failure code (5xx) for a tenporary error
will cause these prograns to give up unnecessarily.
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When t he neaning of a reply natches exactly the text
shown in RFC-959, uniformty will be enhanced by using
the RFC-959 text verbatim However, a Server-FTP

i npl emrentor is encouraged to choose reply text that
conveys specific system dependent information, when
appropri at e.

4.1.2.12 Connections: RFC-959 Section 5.2

The words "and the port used"” in the second paragraph of
this section of RFC-959 are erroneous (historical), and they
shoul d be i gnor ed.

On a nultihomed server host, the default data transfer port
(L-1) MUST be associated with the sane |ocal |P address as
the correspondi ng control connection to port L.

A user-FTP MUST NOT send any Tel net controls other than
SYNCH and I P on an FTP control connection. In particular, it
MUST NOT attenpt to negotiate Tel net options on the control
connection. However, a server-FTP MJST be capabl e of
accepting and refusing Tel net negotiations (i.e., sending
DONT/ WWONT) .

DI SCUSSI ON:
Al t hough the RFC says: "Server- and User- processes
shoul d follow the conventions for the Tel net

protocol...[on the control connection]", it is not the
intent that Tel net option negotiation is to be
enpl oyed.

4.1.2.13 Mnimm I nplenmentation; RFC-959 Section 5.1

The foll owi ng commands and options MJST be supported by
every server-FTP and user-FTP, except in cases where the
underlying file system or operating system does not allow or
support a particul ar command.

Type: ASCIlI Non-print, |MAGE, LOCAL 8
Mode: Stream
Structure: File, Record*

Conmands:
USER, PASS, ACCT
PORT, PASvV,

TYPE, MODE, STRU
RETR, STOR, APPE,
RNFR, RNTO, DELE,
W, CDUP, RVMD, MKD, PWD,
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LI ST, NLST,
SYST, STAT,
HELP, NOOP, QUIT.

*Record structure is REQU RED only for hosts whose file
systens support record structure.

DI SCUSSI ON
Vendors are encouraged to inplenment a |arger subset of
the protocol. For exanple, there are inportant

robustness features in the protocol (e.g., Restart,
ABOR, bl ock node) that would be an aid to some I|nternet
users but are not w dely inplenmented.

A host that does not have record structures inits file
systemmay still accept files with STRU R, recording
the byte streamliterally.

4.1.3 SPECI FI C | SSUES

4.1.3.1 Non-standard Command Ver bs

FTP all ows "experinental " conmmands, whose nanmes begin with
"X'. If these commands are subsequently adopted as
standards, there may still be existing inplenentations using
the "X'" form At present, this is true for the directory
commands:

RFC- 959 "Experinmental"

VKD XMKD
RMVD XRVD
PWD XPVWD
CbuP XCUP
0] XCWD

Al'l FTP inpl ementati ons SHOULD recogni ze both fornms of these
commands, by sinply equating themwith extra entries in the
command | ookup tabl e.

| MPLENMENTATI ON:
A User-FTP can access a server that supports only the
"X' fornms by inplenenting a node switch, or
automatically using the follow ng procedure: if the
RFC- 959 form of one of the above commands is rejected
with a 500 or 502 response code, then try the
experinmental form any other response would be passed
to the user.

I nternet Engi neering Task Force [ Page 35]



RFC1123 FI LE TRANSFER -- FTP COct ober 1989

4.1.3.2 1dle Tinmeout

A Server-FTP process SHOULD have an idle tineout, which wll
term nate the process and close the control connection if
the server is inactive (i.e., no command or data transfer in
progress) for a long period of time. The idle tineout tine
SHOULD be configurable, and the default should be at least 5
m nut es.

A client FTP process ("User-PlI" in RFC-959) will need
ti meouts on responses only if it is invoked froma program

DI SCUSSI ON:
Wthout a tinmeout, a Server-FTP process may be |eft
pending indefinitely if the corresponding client
crashes without closing the control connection

4.1.3.3 Concurrency of Data and Contr ol

DI SCUSSI ON:
The intent of the designers of FTP was that a user
shoul d be able to send a STAT command at any tinme while
data transfer was in progress and that the server-FTP
would reply inmediately with status -- e.g., the nunber
of bytes transferred so far. Simlarly, an ABOR
command shoul d be possible at any tinme during a data
transfer.

Unfortunately, sone snall-nmachine operating systens
make such concurrent progranming difficult, and sone

ot her inplenmenters seek miniml solutions, so sone FTP
i npl enentati ons do not allow concurrent use of the data
and control connections. Even such a mninmal server
must be prepared to accept and defer a STAT or ABOR
command that arrives during data transfer.

4.1.3.4 FTP Restart Mechani sm
The description of the 110 reply on pp. 40-41 of RFC-959 is
incorrect; the correct descriptionis as follows. A restart
reply nessage, sent over the control connection fromthe
receiving FTP to the User-FTP, has the fornmat:
110 MARK ssss = rrrr
Her e:

* ssss is a text string that appeared in a Restart Marker
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in the data stream and encodes a position in the
sender’s file system

* rrrr encodes the corresponding position in the
receiver’'s file system

The encoding, which is specific to a particular file system
and network inplenmentation, is always generated and
interpreted by the same system either sender or receiver

When an FTP that inplenents restart receives a Restart
Marker in the data stream it SHOULD force the data to that
point to be witten to stable storage before encoding the
corresponding position rrrr. An FTP sending Restart Markers
MUST NOT assune that 110 replies will be returned
synchronously with the data, i.e., it nmust not await a 110
reply before sending nore data.

Two new reply codes are hereby defined for errors
encountered in restarting a transfer:

554 Requested action not taken: invalid REST paraneter.

A 554 reply may result froma FTP service conmand t hat
follows a REST command. The reply indicates that the
existing file at the Server-FTP cannot be repositioned
as specified in the REST.

555 Requested action not taken: type or stru msnmatch

A 555 reply may result froman APPE command or from any
FTP service comand followi ng a REST cormand. The
reply indicates that there is some m smatch between the
current transfer paranmeters (type and stru) and the
attributes of the existing file.

DI SCUSSI ON
Note that the FTP Restart nechanismrequires that Bl ock
or Conpressed node be used for data transfer, to allow
the Restart Markers to be included within the data
stream The frequency of Restart Markers can be | ow.

Restart Markers mark a place in the data stream but
the receiver may be perforning sonme transformati on on
the data as it is stored into stable storage. 1In
general, the receiver’'s encoding nust include any state
i nformati on necessary to restart this transfornation at
any point of the FTP data stream For exanple, in TYPE
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A transfers, sone receiver hosts transform CR LF
sequences into a single LF character on disk. If a
Restart Marker happens to fall between CR and LF, the
receiver nust encode in rrrr that the transfer nust be
restarted in a "CR has been seen and di scarded" state.

Note that the Restart Marker is required to be encoded
as a string of printable ASCI| characters, regardless
of the type of the data.

RFC- 959 says that restart information is to be returned
"to the user”. This should not be taken literally. In
general, the User-FTP should save the restart

i nformation (ssss,rrrr) in stable storage, e.g., append
it to arestart control file. An enpty restart contro
file should be created when the transfer first starts
and del eted automatically when the transfer conpletes
successfully. It is suggested that this file have a
nane derived in an easily-identifiable manner fromthe
nanme of the file being transferred and the renote host
nane; this is anal ogous to the neans used by many text
editors for naning "backup" files.

There are three cases for FTP restart.
(1) User-to-Server Transfer

The User-FTP puts Restart Markers <ssss> at
convenient places in the data stream \en the
Server-FTP receives a Marker, it wites all prior
data to disk, encodes its file system position and
transformation state as rrrr, and returns a "110
MARK ssss = rrrr" reply over the contro
connection. The User-FTP appends the pair
(ssss,rrrr) to its restart control file.

To restart the transfer, the User-FTP fetches the
| ast (ssss,rrrr) pair fromthe restart contro
file, repositions its local file system and
transformati on state using ssss, and sends the
command "REST rrrr" to the Server-FTP.

(2) Server-to-User Transfer

The Server-FTP puts Restart Markers <ssss> at
conveni ent places in the data stream \Wen the
User - FTP receives a Marker, it wites all prior
data to disk, encodes its file system position and
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transformation state as rrrr, and appends the pair
(rrrr,ssss) to its restart control file.

To restart the transfer, the User-FTP fetches the
last (rrrr,ssss) pair fromthe restart contro
file, repositions its local file system and
transformation state using rrrr, and sends the
command " REST ssss" to the Server-FTP.

(3) Server-to-Server ("Third-Party") Transfer

The sending Server-FTP puts Restart Markers <ssss>
at convenient places in the data stream \Wen it
receives a Marker, the receiving Server-FTP wites
all prior data to disk, encodes its file system
position and transfornation state as rrrr, and
sends a "110 MARK ssss = rrrr" reply over the
control connection to the User. The User-FTP
appends the pair (ssss,rrrr) to its restart

control file.

To restart the transfer, the User-FTP fetches the
| ast (ssss,rrrr) pair fromthe restart contro

file, sends "REST ssss" to the sending Server-FTP,
and sends "REST rrrr" to the receiving Server-FTP.

4.1.4 FTP/ USER | NTERFACE

Thi s section discusses the user interface for a User-FTP
progr am

4.1.4.1 Pat hnane Specification

Since FTP is intended for use in a heterogeneous

envi ronment, User-FTP inpl enentati ons MJST support renote
pat hnanes as arbitrary character strings, so that their form
and content are not limted by the conventions of the |ocal
operating system

DI SCUSSI ON:
In particular, renote pathnanes can be of arbitrary
length, and all the printing ASCII characters as well
as space (0x20) nust be allowed. RFC-959 allows a
pat hnane to contain any 7-bit ASCI| character except CR
or LF.
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4.1.4.2 "QUOTE" Comand

A User-FTP program MJUST i npl enment a "QUOTE" command t hat
will pass an arbitrary character string to the server and
display all resulting response nessages to the user

To make the "QUOTE" conmmand useful, a User-FTP SHOULD send
transfer control comrands to the server as the user enters
them rather than saving all the commands and sending them
to the server only when a data transfer is started.

DI SCUSSI ON:
The "QUOTE" command is essential to allow the user to
access servers that require systemspecific conmands
(e.g., SITE or ALLO, or to invoke new or optional
features that are not inplenented by the User-FTP. For
exanpl e, "QUOTE" may be used to specify "TYPE A T" to
send a print file to hosts that require the
di stinction, even if the User-FTP does not recognize
that TYPE.

4.1.4.3 Displaying Replies to User

A User-FTP SHOULD di splay to the user the full text of al
error reply nmessages it receives. |t SHOULD have a
"verbose" nmode in which all comuands it sends and the full
text and reply codes it receives are displayed, for

di agnosi s of probl ens.

4.1. 4.4 Maintaining Synchronization
The state machine in a User-FTP SHOULD be forgiving of

nm ssing and unexpected reply nessages, in order to nmintain
command synchroni zation with the server
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4.1.5 FTP REQUI REMENTS SUMVARY

I [ || S |
I | | | |H |F
I | | | |[OMo
I | |S| |YUo
I | |H [L]St
I IMQ |[DT|n
I [UUM | |o
I | S| LI AN Nt
I [TIDYgQt
FEATURE | SECTI ON | | | ITITle
------------------------------------------- IR I I I R I
Implement TYPE T if same as TYPE N |4.1.2.2 | Ixl | | |
File/ Record transforminvertible if poss. |4.1.2.4 | Ixl | | |
User- FTP send PORT cnd for stream npde |4.1.2.5 | Ixl | | |
Server-FTP i npl enent PASV |4.1.2.6 I x| | | |
PASV i s per-transfer |4.1.2.6 Ixl | | | |
NLST reply usable in RETR cnds |4.1.2.7 Ixl | | | |
Inmplied type for LIST and NLST |4.1.2.7 [ Ix] | | |
SITE cnd for non-standard features |4.1.2.8 | Ixl | | |
STQU cnd return pat hnane as specified |4.1.2.9 Ixl | | | |
Use TCP READ boundari es on control conn. |4.1.2.10 T T T I 4
I [ |||
Server-FTP send only correct reply format |4.1.2.11 [x] | | | |
Server-FTP use defined reply code if poss. |4.1.2.11 [ x| | |
New reply code follow ng Section 4.2 |4.1.2.11 [ 1 Ix] | |
User- FTP use only high digit of reply |4.1.2.11 | Ixl | | |
User-FTP handle multi-line reply lines |4.1.2.11 [x] | | |
User - FTP handl e 421 reply specially |4.1.2.11 | | | [Ix]
I [ |||
Default data port same |IP addr as ctl conn |4.1.2.12 Ixl | | | |
User- FTP send Tel net cnmds exc. SYNCH, |IP |4.1.2.12 T T T I 4
User- FTP negoti ate Tel net options |4.1.2.12 T T T I 4
Server-FTP handl e Tel net options |4.1.2.12 Ixl | | | |
Handl e "Experinmental " directory cnds |4.1.3.1 | Ixl | | |
Idle tinmeout in server-FTP |4.1.3.2 [ Ix] | | |
Configurable idle tineout |4.1.3.2 | Ixl | | |
Recei ver checkpoint data at Restart Marker |4.1.3.4 | Ixl | | |
Sender assune 110 replies are synchronous |4.1.3.4 T T T I 4
I [ |||
Support TYPE: | T T T I
ASCII - Non-Print (AN |4.1.2.13 I x| | | |
ASCI| - Telnet (AT) -- if sane as AN |4.1.2.2 | Ixl | | |
ASCI| - Carriage Control (AQ [959 3.1.1.5.2 | | |x] | |
EBCDI C - (any forn) [959 3.1.1.2 | | Ixl | |
| MAGE [4.1.2.1 [x] | | | |
LOCAL 8 [4.1.2.1 [x] | | | |
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User |Interface:

I
Arbitrary pathnames | 4. 1.
I mpl erent " QUOTE" command | 4. 1.
Transfer control conmands i Mmedi ately | 4. 1.
Di splay error messages to user | 4. 1.
Ver bose node | 4. 1.
Mai nt ai n synchroni zati on with server | 4. 1.

Foot not es:
(1) For the values shown earlier.

(2) Here mis nunber of bits in a menory word.

 alatatals
AP WWNDNPE

Oct ober 1989

- xXx_
XXxXx_

(3) Required for host with record-structured file system optional

ot herw se.
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4.2 TRIVIAL FILE TRANSFER PROTOCCOL -- TFTP
4.2.1 | NTRODUCTI ON

The Trivial File Transfer Protocol TFTP is defined in RFC 783
[ TFTP: 1] .

TFTP provides its own reliable delivery with UDP as its
transport protocol, using a sinple stop-and-wait acknow edgnent
system Since TFTP has an effective wi ndow of only one 512
octet segnent, it can provide good perfornmance only over paths
that have a small del ay*bandw dth product. The TFTP file
interface is very sinple, providing no access control or
security.

TFTP's nost inportant application is bootstrapping a host over
a local network, since it is sinple and small enough to be
easily inplenmented in EPROM [ BOOT: 1, BOOT:2]. Vendors are
urged to support TFTP for booti ng.

4.2.2 PROTOCOL WALK- THROUGH

The TFTP specification [TFTP:1] is witten in an open style,
and does not fully specify many parts of the protocol.

4.2.2.1 Transfer Mdes: RFC 783, Page 3
The transfer nmode "mai |l " SHOULD NOT be supported.
4.2.2.2 UDP Header: RFC-783, Page 17

The Length field of a UDP header is incorrectly defined; it
i ncludes the UDP header length (8).

4.2.3 SPECIFI C | SSUES
4.2.3.1 Sorcerer’s Apprentice Syndrone

There is a serious bug, known as the "Sorcerer’s Apprentice
Syndrome, " in the protocol specification. Wile it does not
cause incorrect operation of the transfer (the file wll

al ways be transferred correctly if the transfer conpletes),
this bug nay cause excessive retransm ssion, which nay cause
the transfer to tine out.

| mpl erentati ons MJUST contain the fix for this problem the

sender (i.e., the side originating the DATA packets) must
never resend the current DATA packet on receipt of a
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dupl i cate ACK

DI SCUSSI ON:
The bug is caused by the protocol rule that either
side, on receiving an old duplicate datagram nay
resend the current datagram |f a packet is delayed in
the network but |ater successfully delivered after
either side has tined out and retransnitted a packet, a

duplicate copy of the response nay be generated. |If
the other side responds to this duplicate with a
duplicate of its own, then every datagramw Il be sent

in duplicate for the remainder of the transfer (unless
a datagramis lost, breaking the repetition). Wrse
yet, since the delay is often caused by congesti on,
this duplicate transm ssion will usually causes nore
congestion, leading to nore del ayed packets, etc.

The followi ng exanple may help to clarify this problem

TFTP A TFTP B
(1) Receive ACK X-1

Send DATA X
(2) Recei ve DATA X

Send ACK X
(ACK X is delayed in network,
and A tinmes out):
(3) Retransmit DATA X

(4) Recei ve DATA X again
Send ACK X again
(5) Receive (delayed) ACK X
Send DATA X+1
(6) Recei ve DATA X+1
Send ACK X+1
(7) Receive ACK X again
Send DATA X+1 again
(8) Recei ve DATA X+1 again
Send ACK X+1 again
(9) Receive ACK X+1
Send DATA X+2
(10) Recei ve DATA X+2
Send ACK X+3
(11) Receive ACK X+1 again
Send DATA X+2 again
(12) Recei ve DATA X+2 agai n
Send ACK X+3 again
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Notice that once the delayed ACK arrives, the protoco
settles down to duplicate all further packets
(sequences 5-8 and 9-12). The problemis caused not by
either side tinmng out, but by both sides
retransmitting the current packet when they receive a
dupl i cate.

The fix is to break the retransmni ssion | oop, as

i ndi cated above. This is anal ogous to the behavior of
TCP. It is then possible to renmove the retransm ssion
timer on the receiver, since the resent ACK will never
cause any action; this is a useful sinplification where
TFTP is used in a bootstrap program It is OKto allow
the timer to remain, and it may be hel pful if the
retransmitted ACK replaces one that was genuinely | ost
in the network. The sender still requires a retransmt
timer, of course.

4.2.3.2 Timeout Al gorithns
A TFTP i npl enentati on MJST use an adaptive tinmeout.

| MPLENMENTATI ON:
TCP retransm ssion algorithnms provide a useful base to
work from At |east an exponential backoff of
retransm ssion timeout is necessary.

4.2.3.3 Extensions

A variety of non-standard extensions have been nade to TFTP,
i ncluding addi tional transfer nodes and a secure operation
node (w th passwords). None of these have been

st andar di zed.

4.2.3.4 Access Control

A server TFTP inplenmentati on SHOULD i ncl ude sone
configurabl e access control over what pathnanes are all owed
in TFTP operati ons.

4.2.3.5 Broadcast Request

A TFTP request directed to a broadcast address SHOULD be
silently ignored.

DI SCUSSI ON:
Due to the weak access control capability of TFTP
di rected broadcasts of TFTP requests to random networks
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could create a significant security hole.

4.2.4 TFTP REQUI REMENTS SUMVARY

I | || 1S |
I | || IH |F
I | | | I1AMo
I | IS [YYo
I | |H L] S|t
I IMQ [DT|n
I [UUM | |o
I | S| LI Al N N t
I | TID Y9 Qt
FEATURE | SECTION | | | |TITle
--------------------------------------------------------- | -=1-1-1-1-1--
Fi x Sorcerer’s Apprentice Syndrone [4.2.3.2 |x] | | | |
Transf er nodes: | I
net asci i | RFC-783 | x| | | |
oct et | RFC-783 | x| | | |
mai | [4.2.2.2 | | | |x] |
ext ensi ons [4.2.3.3 | | |Ix] | |
Use adaptive tineout |4.2.3.2 |x] | | | |
Confi gurabl e access control |4.2.3.4 | |x] | | |
Silently ignore broadcast request |4.2.3.5 | |x] | | |
| -1-1-1-1
| -1-1-1-1
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5. ELECTRONIC MAIL -- SMIP and RFC-822
5.1 | NTRODUCTI ON
In the TCP/IP protocol suite, electronic nail in a format
specified in RFC-822 [SMIP: 2] is transnmitted using the Sinple Mil
Transfer Protocol (SMIP) defined in RFC-821 [ SMIP:1].

Wil e SMIP has renmai ned unchanged over the years, the |nternet

communi ty has nade several changes in the way SMIP is used. In
particul ar, the conversion to the Donai n Name System (DNS) has
caused changes in address formats and in mail routing. |In this

section, we assune famliarity with the concepts and term nol ogy
of the DNS, whose requirenents are given in Section 6.1.

RFC- 822 specifies the Internet standard fornmat for el ectronic nai
nessages. RFC-822 supercedes an ol der standard, RFC-733, that may

still be in use in a few places, although it is obsolete. The two
formats are sonetines referred to sinply by nunber ("822" and
"733").

RFC-822 is used in sone non-Internet mail environnents with
different mail transfer protocols than SMIP, and SMIP has al so
been adapted for use in some non-Internet environnents. Note that
this docunent presents the rules for the use of SMIP and RFC- 822
for the Internet environnent only; other mail environnents that
use these protocols may be expected to have their own rules.

5.2 PROTOCOL WALK- THROUGH
Thi s section covers both RFC-821 and RFC-822

The SMIP specification in RFC-821 is clear and contai ns nunerous
exanpl es, so inplenmentors should not find it difficult to
understand. This section sinply updates or annotates portions of
RFC-821 to conformwi th current usage.

RFC-822 is a | ong and dense docunent, defining a rich syntax.
Unfortunately, inconplete or defective inplenentations of RFC 822
are common. In fact, nearly all of the many formats of RFC- 822
are actually used, so an inplenentation generally needs to
recogni ze and correctly interpret all of the RFC 822 syntax.

5.2.1 The SMIP Model : RFC-821 Section 2
DI SCUSSI ON:

Mail is sent by a series of request/response transactions
between a client, the "sender-SMIP," and a server, the
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"recei ver-SMIP". These transactions pass (1) the nessage
proper, which is conposed of header and body, and (2) SMIP
source and destination addresses, referred to as the
"envel ope".

The SMIP progranms are anal ogous to Message Transfer Agents
(MrAs) of X.400. There will be another |evel of protocol
software, closer to the end user, that is responsible for
composi ng and anal yzi ng RFC-822 nmessage headers; this
conponent is known as the "User Agent" in X 400, and we
use that termin this docunent. There is a clear |ogica
di stinction between the User Agent and the SMIP

i mpl ement ati on, since they operate on different |evels of

protocol. Note, however, that this distinction is may not
be exactly reflected the structure of typical
i mpl enentations of Internet mail. Often there is a

program known as the "mailer" that inplenents SMIP and

al so sonme of the User Agent functions; the rest of the
User Agent functions are included in a user interface used
for entering and readi ng mail

The SMIP envel ope is constructed at the originating site,
typically by the User Agent when the nmessage is first
gueued for the Sender-SMIP program The envel ope
addresses nay be derived frominformation in the nmessage
header, supplied by the user interface (e.g., to inplenment
a bcc: request), or derived fromlocal configuration
information (e.g., expansion of a mailing list). The SMIP
envel ope cannot in general be re-derived fromthe header
at a later stage in nessage delivery, so the envelope is
transmtted separately fromthe nessage itself using the
MAI L and RCPT commands of SMIP.

The text of RFC-821 suggests that mail is to be delivered
to an individual user at a host. Wth the advent of the
domai n system and of mail routing using mail-exchange (MX)
resource records, inplenentors should now think of
delivering mail to a user at a donain, which may or may
not be a particular host. This DOES NOT change the fact
that SMIP is a host-to-host nail exchange protocol

5.2.2 Canonicalization: RFC-821 Section 3.1

The domai n nanes that a Sender-SMIP sends in MAIL and RCPT
commands MUST have been "canonicalized," i.e., they must be
fully-qualified principal names or domain literals, not

ni cknanes or dommi n abbreviations. A canonicalized nane either
identifies a host directly or is an MX nane; it cannot be a
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CNAME.
5.2.3 VRFY and EXPN Conmmands: RFC-821 Section 3.3

A receiver-SMIP MUST i npl emrent VRFY and SHOULD i npl ement EXPN
(this requirement overrides RFC-821). However, there MAY be
configuration information to disable VRFY and EXPN in a
particular installation; this mght even allow EXPN to be

di sabl ed for selected |ists.

A new reply code is defined for the VRFY conmand:

252 Cannot VRFY user (e.g., info is not local), but wll
take nmessage for this user and attenpt delivery.

DI SCUSSI ON:
SMIP users and admini strators make regul ar use of these
commands for diagnosing nail delivery problenms. Wth the
increasing use of multi-level mailing |ist expansion
(sonetinmes nore than two | evels), EXPN has been
increasingly inportant for diagnosing inadvertent mai
| oops. On the other hand, sone feel that EXPN represents
a significant privacy, and perhaps even a security,
exposure.

5.2.4 SEND, SOM., and SAM. Commands: RFC-821 Section 3.4

An SMIP MAY inpl enment the commands to send a nessage to a
user’s termnal: SEND, SOM., and SAM..

DI SCUSSI ON:
It has been suggested that the use of mail relaying
through an MX record is inconsistent with the intent of
SEND to deliver a nessage inmediately and directly to a
user's termnal. However, an SMIP receiver that is unable
to wite directly to the user ternminal can return a "251
User Not Local" reply to the RCPT following a SEND, to
informthe originator of possibly deferred delivery.

5.2.5 HELO Command: RFC-821 Section 3.5

The sender-SMIP MUST ensure that the <domai n> paraneter in a
HELO command is a valid principal host domain name for the
client host. As a result, the receiver-SMIP will not have to
perform MX resolution on this name in order to validate the
HELO par anet er

The HELO receiver MAY verify that the HELO paraneter really
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corresponds to the | P address of the sender. However, the
recei ver MJUST NOT refuse to accept a nessage, even if the
sender’s HELO conmand fails verification

DI SCUSSI ON:
Verifying the HELO paraneter requires a domain nanme | ookup
and may therefore take considerable tinme. An alternative
tool for tracking bogus nmail sources is suggested bel ow
(see "DATA Conmand").

Note al so that the HELO argunment is still required to have
val i d <donmi n> syntax, since it will appear in a Received:
line; otherwise, a 501 error is to be sent.

| MPLEMENTATI ON
When HELO paraneter validation fails, a suggested
procedure is to insert a note about the unknown
authenticity of the sender into the nessage header (e.g.
in the "Received:" line).

5.2.6 Ml Relay: RFC-821 Section 3.6
We di stinguish three types of mail (store-and-) forwarding:

(1) A simple forwarder or "mail exchanger" forwards a nessage
usi ng private know edge about the recipient; see section
3.2 of RFC- 821.

(2) An SMIP mail "relay" forwards a nmessage within an SMIP
mai | environnent as the result of an explicit source route
(as defined in section 3.6 of RFC-821). The SMIP rel ay
function uses the "@..:" formof source route from RFC
822 (see Section 5.2.19 bel ow).

(3) A mil "gateway" passes a nessage between different
environments. The rules for nmil gateways are discussed
below in Section 5.3.7.

An Internet host that is forwarding a nessage but is not a

gateway to a different mail environnent (i.e., it falls under
(1) or (2)) SHOULD NOT alter any existing header fields,
al though the host will add an appropriate Received: |ine as

required in Section 5.2.8.

A Sender - SMIP SHOULD NOT send a RCPT TO conmmand contai ni ng an
explicit source route using the "@..:" address form Thus,
the relay function defined in section 3.6 of RFC 821 should
not be used.
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DI SCUSSI ON
The intent is to discourage all source routing and to
abolish explicit source routing for mail delivery within
the Internet environnment. Source-routing is unnecessary;
the sinple target address "user @onmai n" shoul d al ways
suffice. This is the result of an explicit architectural
deci sion to use universal naming rather than source
routing for mail. Thus, SMIP provi des end-to-end
connectivity, and the DNS provi des gl obally-uni que,
| ocati on-i ndependent nanes. MX records handl e the major
case where source routing mght otherw se be needed.

A receiver-SMIP MJST accept the explicit source route syntax in
the envel ope, but it MAY inplenent the relay function as
defined in section 3.6 of RFC-821. If it does not inplenent
the relay function, it SHOULD attenpt to deliver the nessage
directly to the host to the right of the right-nost "@ sign.

DI SCUSSI ON:
For exanpl e, suppose a host that does not inplenent the
relay function receives a nessage with the SMIP conmand:
"RCPT TO <@\LPHA, @ETA: j oe@AMVA>", where ALPHA, BETA, and
GAMMA represent donmain nanes. Rather than i mediately
refusing the nmessage with a 550 error reply as suggested
on page 20 of RFC-821, the host should try to forward the
nessage to GAMVA directly, using: "RCPT TO <j oe @:AMVA>" .
Since this host does not support relaying, it is not
required to update the reverse path.

Some have suggested that source routing nay be needed
occasionally for manually routing mail around fail ures;
however, the reality and inportance of this need is
controversial. The use of explicit SMIP mail relaying for
this purpose is discouraged, and in fact it may not be
successful, as many host systenms do not support it. Some
have used the "% hack" (see Section 5.2.16) for this

pur pose.

5.2.7 RCPT Command: RFC-821 Section 4.1.1

A host that supports a receiver-SMIP MJST support the reserved
mai | box "Post master".

The receiver-SMIP MAY verify RCPT paraneters as they arrive;
however, RCPT responses MJST NOT be del ayed beyond a reasonabl e
time (see Section 5.3.2).

Therefore, a "250 OK" response to a RCPT does not necessarily
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inply that the delivery address(es) are valid. Errors found

after message acceptance will be reported by mailing a
notification nmessage to an appropri ate address (see Section
5.3.3).

DI SCUSSI ON:

The set of conditions under which a RCPT paraneter can be
validated i medi ately is an engi neering design choice.
Reporting destination mail box errors to the Sender- SMIP
before mail is transferred is generally desirable to save
time and network bandwi dth, but this advantage is lost if
RCPT verification is |engthy.

For exanple, the receiver can verify inmedi ately any
sinmple local reference, such as a single |locally-

regi stered nmail box. On the other hand, the "reasonabl e
time" limtation generally inplies deferring verification
of amiling list until after the nessage has been
transferred and accepted, since verifying a |large mailing
list can take a very long tinme. An inplenentation m ght
or mght not choose to defer validation of addresses that
are non-local and therefore require a DNS | ookup. If a
DNS | ookup is performed but a soft domain systemerror
(e.g., timeout) occurs, validity nust be assuned.

5.2.8 DATA Command: RFC-821 Section 4.1.1

Every receiver-SMIP (not just one that "accepts a nessage for
relaying or for final delivery" [SMIP:1]) MJST insert a
"Received:" line at the beginning of a nessage. 1In this line,
called a "tinme stanp line" in RFC 821:

* The FROM field SHOULD contain both (1) the name of the
source host as presented in the HELO conmand and (2) a
domain literal containing the | P address of the source,
determ ned fromthe TCP connection

* The ID field MAY contain an "@ as suggested in RFC 822,
but this is not required.

* The FOR field MAY contain a list of <path> entries when
mul ti pl e RCPT conmmands have been given

An Internet mail program MJUST NOT change a Received: |ine that
was previously added to the nessage header
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DI SCUSSI ON:
I ncl udi ng both the source host and the I P source address
in the Received: line may provide enough information for
tracking illicit mail sources and elimnate a need to
explicitly verify the HELO paraneter.

Received: lines are primarily intended for hunans tracing
mai |l routes, primarily of diagnosis of faults. See also
t he di scussion under 5.3.7.

When t he receiver-SMIP makes "final delivery" of a nessage,
then it MJST pass the MAIL FROM address fromthe SMIP envel ope
with the nessage, for use if an error notification nessage mnust
be sent later (see Section 5.3.3). There is an anal ogous

requi rement when gatewaying fromthe Internet into a different
mai | environment; see Section 5.3.7.

DI SCUSSI ON:
Note that the final reply to the DATA comand depends only
upon the successful transfer and storage of the nessage.
Any problemw th the destination address(es) nust either
(1) have been reported in an SMIP error reply to the RCPT
command(s), or (2) be reported in a later error nessage
nmailed to the originator.

| MPLEMENTATI ON:
The MAIL FROM infornmation nmay be passed as a paraneter or
in a Return-Path: line inserted at the begi nning of the
nmessage.

5.2.9 Command Syntax: RFC-821 Section 4.1.2

The syntax shown in RFC-821 for the MAIL FROM comand onits
the case of an enpty path: "MAIL FROM <>" (see RFC-821 Page
15). An enpty reverse path MJST be supported.

5.2.10 SMIP Replies: RFC-821 Section 4.2

A receiver-SMIP SHOULD send only the reply codes listed in
section 4.2.2 of RFC-821 or in this docunent. A receiver-SMIP
SHOULD use the text shown in exanples in RFC 821 whenever
appropri at e.

A sender- SMIP MJUST determine its actions only by the reply
code, not by the text (except for 251 and 551 replies); any
text, including no text at all, nust be acceptable. The space
(blank) following the reply code is considered part of the
text. \Wenever possible, a sender-SMIP SHOULD test only the
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first digit of the reply code, as specified in Appendi x E of
RFC- 821.

DI SCUSSI ON:
Interoperability problens have arisen with SMIP systens
using reply codes that are not listed explicitly in RFC
821 Section 4.3 but are |legal according to the theory of
reply codes expl ained in Appendi x E

5.2.11 Transparency: RFC-821 Section 4.5.2

| mpl enmentors MUST be sure that their nmail systens al ways add
and del ete periods to ensure message transparency.

5.2.12 WKS Use in MX Processing: RFC-974, p. 5

RFC-974 [ SMIP: 3] recommended that the domain system be queried
for WKS ("Well-Known Service") records, to verify that each
proposed mail target does support SMIP. Later experience has
shown that VWKS is not widely supported, so the VWKS step in MX
processi ng SHOULD NOT be used.

The followi ng are notes on RFC- 822, organi zed by section of that
docunent .

5.2.13 RFC-822 Message Specification: RFC 822 Section 4

The syntax shown for the Return-path Iine onits the possibility
of a null return path, which is used to prevent | ooping of
error notifications (see Section 5.3.3). The conpl ete syntax
is:

return = "Return-path" ":" route-addr
/ n Ret ur n_ pat hll m : m m <Il m >Il

The set of optional header fields is hereby expanded to include
the Content-Type field defined in RFC- 1049 [SMIP:7]. This
field "allows mail reading systens to automatically identify
the type of a structured nessage body and to process it for
di spl ay accordingly". [SMIP:7] A User Agent MAY support this
field.

5.2.14 RFC-822 Date and Tine Specification: RFC 822 Section 5
The syntax for the date is hereby changed to:

date = 1*2DIG T nonth 2*4DIA T
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Al mail software SHOULD use 4-digit years in dates, to ease
the transition to the next century.

There is a strong trend towards the use of nuneric tinmezone

i ndicators, and inplenmentati ons SHOULD use nuneric timezones

i nstead of timezone names. However, all inplenentations MJST
accept either notation. |If timezone nanes are used, they MJST
be exactly as defined in RFC- 822.

The military tinme zones are specified incorrectly in RFC 822:
they count the wong way from UT (the signs are reversed). As
aresult, mlitary time zones in RFC- 822 headers carry no

i nformati on.

Finally, note that there is a typo in the definition of "zone"
in the syntax summary of appendix D; the correct definition
occurs in Section 3 of RFC 822.

5.2.15 RFC-822 Syntax Change: RFC-822 Section 6.1

The syntactic definition of "mail box" in RFC 822 is hereby
changed to:

mai | box = addr-spec ; sinple address
/ [phrase] route-addr ; hanme & addr-spec

That is, the phrase preceding a route address is now OPTI ONAL.
Thi s change nmakes the followi ng header field | egal, for
exanpl e:

From <crai g@nsc.nsf.net>
5.2.16 RFC-822 Local-part: RFC 822 Section 6.2

The basic mail box address specification has the form "local -
part @omain". Here "local-part", sonetines called the "left-
hand side" of the address, is donmi n-dependent.

A host that is forwarding the nessage but is not the
destination host inplied by the right-hand side "domai n" MJST
NOT interpret or nodify the "local-part” of the address.

When nail is to be gatewayed fromthe Internet nail environment
into a foreign mail environnent (see Section 5.3.7), routing
information for that foreign environnent MAY be enbedded within
the "local -part" of the address. The gateway will then
interpret this local part appropriately for the foreign nai

envi ronnent .
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DI SCUSSI ON
Al t hough source routes are discouraged within the |Internet
(see Section 5.2.6), there are non-Internet mai
envi ronment s whose delivery mechani sns do depend upon
source routes. Source routes for extra-Internet
environments can generally be buried in the "local -part”
of the address (see Section 5.2.16) while mail traverses
the Internet. Wen the nail reaches the appropriate
Internet nail gateway, the gateway will interpret the
| ocal -part and build the necessary address or route for
the target nmil environnent.

For exanple, an Internet host might send nail to:

"al b! c!user @at eway-domai n". The conpl ex | ocal part
"alb!cluser"” would be uninterpreted within the Internet
domai n, but could be parsed and understood by the
specified mail gateway.

An enbedded source route is sonmetines encoded in the
"l ocal -part" using "% as a right-binding routing
operator. For exanple, in:

user %dorai n% el ay3% el ay2@ el ayl

the "% convention inplies that the mail is to be routed
from"relayl" through "relay2", "relay3", and finally to
"user" at "domain". This is conmonly known as the "%
hack”. It is suggested that "% have | ower precedence
than any other routing operator (e.g., "!") hidden in the
| ocal -part; for exanple, "a!'b%" would be interpreted as

“(alb) %" .

Only the target host (in this case, "relayl") is pernitted
to anal yze the | ocal -part "user%lomai n% el ay3% el ay2".

5.2.17 Donmin Literals: RFC 822 Section 6.2.3
A mailer MIST be able to accept and parse an Internet donain
literal whose content ("dtext"; see RFC-822) is a dotted-
deci mal host address. This satisfies the requirenment of
Section 2.1 for the case of muil.

An SMIP MJST accept and recognize a domain literal for any of
its own | P addresses.
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5.2.18 Common Address Formatting Errors: RFC-822 Section 6.1

Errors in formatting or parsing 822 addresses are unfortunately
common. This section nentions only the nost comon errors. A
User Agent MJST accept all valid RFC 822 address formats, and
MUST NOT generate illegal address syntax.

o] A common error is to |l eave out the senicolon after a group
identifier.
o] Sone systens fail to fully-qualify domain names in

nessages they generate. The right-hand side of an "@
sign in a header address field MJUST be a fully-qualified
domai n nane.

For exanple, sone systens fail to fully-qualify the From
address; this prevents a "reply" command in the user
interface fromautomatically constructing a return

addr ess.

DI SCUSSI ON
Al t hough RFC-822 allows the | ocal use of abbreviated
domai n names within a domain, the application of
RFC-822 in Internet mail does not allow this. The
intent is that an Internet host nmust not send an SMIP
nmessage header containing an abbrevi ated domai n nane
in an address field. This allows the address fields
of the header to be passed without alteration across
the Internet, as required in Section 5.2.6.

o] Some systens mis-parse multiple-hop explicit source routes
such as:

@elayl, @el ay2, @el ay3: user @omai n.

o] Some systens over-qualify domai n nanmes by adding a
trailing dot to sone or all domain names in addresses or
nmessage-ids. This violates RFC 822 synt ax.

5.2.19 Explicit Source Routes: RFC-822 Section 6.2.7

I nternet host software SHOULD NOT create an RFC- 822 header

containing an address with an explicit source route, but MJST

accept such headers for conpatibility with earlier systens.

DI SCUSSI ON

I nternet Engi neering Task Force [ Page 58]



RFC1123 MAIL -- SMIP & RFC-822 COct ober 1989

In an understatenment, RFC- 822 says "The use of explicit
source routing is discouraged". Mny hosts inplenmented
RFC- 822 source routes incorrectly, so the syntax cannot be
used unanbi guously in practice. Many users feel the
syntax is ugly. Explicit source routes are not needed in
the mail envel ope for delivery; see Section 5.2.6. For

all these reasons, explicit source routes using the RFC
822 notations are not to be used in Internet mail headers.

As stated in Section 5.2.16, it is necessary to allow an
explicit source route to be buried in the |ocal-part of an

address, e.g., using the "% hack", in order to all ow nai
to be gatewayed i nto anot her environnent in which explicit
source routing is necessary. The vigilant will observe

that there is no way for a User Agent to detect and
prevent the use of such inplicit source routing when the
destination is within the Internet. W can only

di scourage source routing of any kind within the Internet,
as unnecessary and undesirabl e.

5.3 SPECI FI C | SSUES
5.3.1 SMIP Queuei ng Strategies

The comon structure of a host SMIP inplenentation includes
user nuail boxes, one or nore areas for queueing nmessages in
transit, and one or nore daenon processes for sending and
receiving nmail. The exact structure will vary depending on the
needs of the users on the host and the nunber and size of
mailing lists supported by the host. W describe severa

optim zations that have proved hel pful, particularly for
mai | ers supporting high traffic |evels.

Any queuei ng strategy MJST incl ude:

o] Timeouts on all activities. See Section 5. 3. 2.
o] Never sending error messages in response to error
nessages.

5.3.1.1 Sendi ng Strategy

The general nodel of a sender-SMIP is one or nore processes
that periodically attenpt to transmt outgoing nail. 1In a
typi cal system the programthat conposes a nessage has sone
net hod for requesting inmediate attention for a new piece of
outgoing mail, while mail that cannot be transnitted
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i medi ately MUST be queued and periodically retried by the
sender. A mmil queue entry will include not only the
nmessage itself but also the envel ope information

The sender MUST delay retrying a particular destination

after one attenpt has failed. 1In general, the retry
i nterval SHOULD be at |east 30 m nutes; however, nore
sophi sticated and variable strategies will be beneficial

when the sender-SMIP can determ ne the reason for non-
del i very.

Retries continue until the nmessage is transnitted or the
sender gives up; the give-up tinme generally needs to be at

| east 4-5 days. The paraneters to the retry al gorithm MJUST
be confi gurabl e.

A sender SHOULD keep a list of hosts it cannot reach and
correspondi ng tineouts, rather than just retrying queued
mai |l itemns.

DI SCUSSI ON:
Experi ence suggests that failures are typically
transient (the target system has crashed), favoring a
policy of two connection attenpts in the first hour the
nmessage is in the queue, and then backing off to once
every two or three hours.

The sender-SMIP can shorten the queuei ng del ay by

cooperation with the receiver-SMIP. In particular, if
mail is received froma particular address, it is good
evi dence that any nail queued for that host can now be
sent .

The strategy may be further nodified as a result of
mul ti pl e addresses per host (see Section 5.3.4), to
optimize delivery tine vs. resource usage.

A sender-SMIP may have a | arge queue of nessages for
each unavail abl e destination host, and if it retried
all these nessages in every retry cycle, there would be
excessive Internet overhead and the daenon woul d be

bl ocked for a long period. Note that an SMIP can
generally determne that a delivery attenpt has failed
only after a tinmeout of a mnute or nore; a one mnute
ti meout per connection will result in a very large
delay if it is repeated for dozens or even hundreds of
gqueued nessages.
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When the sane nessage is to be delivered to several users on
the same host, only one copy of the nessage SHOULD be
transmtted. That is, the sender-SMIP should use the
command sequence: RCPT, RCPT,... RCPT, DATA instead of the
sequence: RCPT, DATA, RCPT, DATA,... RCPT, DATA.

I mpl erentation of this efficiency feature is strongly urged.

Simlarly, the sender-SMIP MAY support nultiple concurrent
outgoing mail transactions to achieve tinely delivery.
However, sone limt SHOULD be inposed to protect the host
fromdevoting all its resources to mail

The use of the different addresses of a nultihoned host is
di scussed bel ow.

5.3.1.2 Receiving strategy

The receiver-SMIP SHOULD attenpt to keep a pending listen on
the SMIP port at all times. This will require the support
of multiple incom ng TCP connections for SMIP. Sone limt
MAY be i nposed.

| MPLEMENTATI ON:
When the receiver-SMIP receives mail froma particul ar
host address, it could notify the sender-SMIP to retry
any mai|l pending for that host address.

5.3.2 Tineouts in SMIP

There are two approaches to tineouts in the sender-SMIP: (a)
limt the tine for each SMIP command separately, or (b) limt
the time for the entire SMIP di al ogue for a single mai

nmessage. A sender-SMIP SHOULD use option (a), per-conmmand
timeouts. Tinmeouts SHOULD be easily reconfigurable, preferably
wi t hout reconpiling the SMIP code.

DI SCUSSI ON:
Ti meouts are an essential feature of an SMIP
i mpl ementation. |If the timeouts are too |Iong (or worse,

there are no tineouts), Internet conmunication failures or
software bugs in receiver-SMIP prograns can tie up SMIP
processes indefinitely. |If the tineouts are too short,
resources will be wasted with attenpts that tine out part
way through nmessage delivery.

If option (b) is used, the timeout has to be very | arge,
e.g., an hour, to allowtime to expand very large mailing
lists. The timeout may al so need to increase linearly
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with the size of the nessage, to account for the tine to
transmt a very large nmessage. A large fixed tinmeout

leads to two problens: a failure can still tie up the
sender for a very long time, and very |arge nessages may
still spuriously time out (which is a wasteful failure!).

Usi ng the recomended option (a), atiner is set for each
SMIP command and for each buffer of the data transfer.
The latter nmeans that the overall tineout is inherently
proportional to the size of the nessage.

Based on extensive experience with busy mail-relay hosts, the
m ni mum per - conmand ti meout val ues SHOULD be as foll ows:

(0]

Initial 220 Message: 5 m nutes

A Sender - SMIP process needs to distinguish between a
failed TCP connection and a delay in receiving the initial

220 greeting nessage. Many receiver-SMIPs will accept a
TCP connection but delay delivery of the 220 nessage unti |
their systemload will pernit nore mail to be processed.

MAI L Conmmand: 5 m nutes

RCPT Conmand: 5 m nutes

A longer tineout would be required if processing of
mailing lists and aliases were not deferred until after
the nmessage was accept ed.

DATA Initiation: 2 m nutes

This is while awaiting the "354 Start Input” reply to a
DATA conmand.

Data Bl ock: 3 m nutes

This is while awaiting the conpletion of each TCP SEND
call transnitting a chunk of data.

DATA Term nation: 10 m nutes.

This is while awaiting the "250 K" reply. Wen the
receiver gets the final period ternminating the nessage
data, it typically perforns processing to deliver the
nessage to a user mail box. A spurious tinmeout at this
poi nt woul d be very wasteful, since the nessage has been
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successfully sent.

A receiver-SMIP SHOULD have a tinmeout of at |least 5 mnutes
while it is awaiting the next command from the sender.

5.3.3 Reliable Mil Receipt

When the receiver-SMIP accepts a piece of mail (by sending a
"250 OK" nessage in response to DATA), it is accepting
responsibility for delivering or relaying the nessage. |t nust
take this responsibility seriously, i.e., it MJST NOT | ose the
nmessage for frivol ous reasons, e.g., because the host |ater
crashes or because of a predictable resource shortage.

If there is a delivery failure after acceptance of a nessage,
the receiver-SMIP MJST fornmul ate and nail a notification
message. This notification MIST be sent using a null ("<>"
reverse path in the envel ope; see Section 3.6 of RFC-821. The
reci pient of this notification SHOULD be the address fromthe

envel ope return path (or the Return-Path: line). However, if
this address is null ("<>"), the receiver-SMIP MUST NOT send a
notification. |If the address is an explicit source route, it

SHOULD be stripped down to its final hop

DI SCUSSI ON:
For exanpl e, suppose that an error notification nust be
sent for a nessage that arrived wth:
"MAIL FROM <@, @: user@>". The notification nessage
shoul d be sent to: "RCPT TGO <user @>"

Some delivery failures after the nessage is accepted by
SMIP wi |l be unavoi dable. For example, it may be

i mpossi ble for the receiver-SMIP to validate all the
delivery addresses in RCPT conmand(s) due to a "soft"
domai n system error or because the target is a mailing
list (see earlier discussion of RCPT).

To avoid receiving duplicate nmessages as the result of
ti meouts, a receiver-SMIP MUST seek to ninimze the tine

required to respond to the final "." that ends a nessage
transfer. See RFC- 1047 [SMIP:4] for a discussion of this
pr obl em

5.3.4 Reliable Miil Transm ssion
To transmit a nmessage, a sender-SMIP determines the | P address

of the target host fromthe destination address in the
envel ope. Specifically, it maps the string to the right of the
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"@ sign into an I P address. This mapping or the transfer
itself may fail with a soft error, in which case the sender-
SMIP wi Il requeue the outgoing mail for a later retry, as
required in Section 5.3.1.1.

When it succeeds, the mapping can result in a list of
alternative delivery addresses rather than a single address,
because of (a) multiple MX records, (b) nultihom ng, or both.
To provide reliable nmail transm ssion, the sender-SMIP MJST be
able to try (and retry) each of the addresses in this list in
order, until a delivery attenpt succeeds. However, there NMNAY
al so be a configurable Iimt on the nunber of alternate
addresses that can be tried. |In any case, a host SHOULD try at
| east two addresses.

The following information is to be used to rank the host

addr esses:
(1) Miltiple MX Records -- these contain a preference
i ndi cation that should be used in sorting. |If there are

mul tiple destinations with the same preference and there
is no clear reason to favor one (e.g., by address
preference), then the sender-SMIP SHOULD pi ck one at
randomto spread the |oad across multiple mail exchanges
for a specific organization; note that this is a
refinenent of the procedure in [DNS: 3].

(2) Miltihoned host -- The destination host (perhaps taken
fromthe preferred MX record) nmay be nultihomed, in which
case the domain nanme resolver will return a list of
alternative | P addresses. It is the responsibility of the
domai n name resolver interface (see Section 6.1.3.4 bel ow)
to have ordered this |ist by decreasing preference, and
SMIP MUST try themin the order presented.

DI SCUSSI ON
Al t hough the capability to try multiple alternative
addresses is required, there nay be circunstances where
specific installations want to limt or disable the use of
alternative addresses. The question of whether a sender
shoul d attenpt retries using the different addresses of a
mul ti homed host has been controversial. The main argunent
for using the nmultiple addresses is that it nmaximzes the
probability of tinely delivery, and indeed sonetines the
probability of any delivery; the counter argunment is that
it may result in unnecessary resource use.

Note that resource use is also strongly deternined by the
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sendi ng strategy discussed in Section 5.3.1.
5.3.5 Domain Nane Support

SMIP i npl ement ati ons MJUST use the nechani smdefined in Section
6.1 for mappi ng between domai n nanes and | P addresses. This
nmeans that every Internet SMIP MJUST include support for the

I nt er net DNS.

In particular, a sender-SMIP MJST support the MX record schene
[ SMIP: 3]. See also Section 7.4 of [DNS:2] for information on
domai n nanme support for SMIP

5.3.6 Mailing Lists and Aliases

An SMTP-capabl e host SHOULD support both the alias and the |ist
form of address expansion for nultiple delivery. Wen a
nmessage is delivered or forwarded to each address of an
expanded list form the return address in the envel ope

("MAIL FROM ") MJST be changed to be the address of a person
who admi nisters the list, but the nessage header MJST be | eft
unchanged; in particular, the "Front field of the nessage is
unaf f ect ed.

DI SCUSSI ON
An inportant mail facility is a nechanismfor multi-
destination delivery of a single nessage, by transformng
or "expandi ng" a pseudo-mail box address into a list of
destination nail box addresses. When a nessage is sent to
such a pseudo-mail box (sonetinmes called an "expl oder"),
copies are forwarded or redistributed to each nailbox in
the expanded list. W classify such a pseudo-nail box as

an "alias" or a "list", depending upon the expansion
rul es:
(a) Alias

To expand an alias, the recipient mailer sinply

repl aces the pseudo-mail box address in the envel ope
with each of the expanded addresses in turn; the rest
of the envel ope and the nessage body are |eft
unchanged. The nessage is then delivered or
forwarded to each expanded address.

(b) List

A miling list may be said to operate by
"redistribution" rather than by "forwarding". To
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expand a list, the recipient nailer replaces the
pseudo- nai | box address in the envel ope with each of

t he expanded addresses in turn. The return address in
the envel ope is changed so that all error nessages
generated by the final deliveries will be returned to
alist admnistrator, not to the nessage originator,
who generally has no control over the contents of the
list and will typically find error nmessages annoyi ng.

5.3.7 Mil Gatewaying

Gat ewayi ng nmai | between different mail environnents, i.e.,
different mail formats and protocols, is conplex and does not
easily yield to standardi zation. See for exanple [ SMIP: 5a],

[ SMIP: 5b] . However, sone general requirenments nmay be given for
a gateway between the Internet and another mail environnent.

(A) Header fields MAY be rewitten when necessary as nessages
are gatewayed across nail environnent boundaries.

DI SCUSSI ON:
This may involve interpreting the |ocal-part of the
destinati on address, as suggested in Section 5.2.16.

The other mail systens gatewayed to the Internet
general |y use a subset of RFC-822 headers, but sone
of them do not have an equivalent to the SMIP

envel ope. Therefore, when a nessage | eaves the
Internet environment, it may be necessary to fold the
SMIP envel ope information into the message header. A
possi bl e solution would be to create new header
fields to carry the envel ope information (e.g., "X
SMIP-MAIL: " and " X- SMIP-RCPT: "); however, this would
require changes in mail progranms in the foreign

envi ronnent .

(B) When forwarding a nessage into or out of the Internet
environment, a gateway MJST prepend a Received: |ine, but
it MJUST NOT alter in any way a Received: line that is
al ready in the header

DI SCUSSI ON:
This requirenent is a subset of the genera
"Received:" line requirenment of Section 5.2.8; it is

restated here for enphasis.

Recei ved: fields of nessages originating from other
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environnments may not conform exactly to RFC322.
However, the nost inportant use of Received: lines is
for debugging mail faults, and this debuggi ng can be
severely hanpered by well-nmeani ng gateways that try
to "fix" a Received: line.

The gateway is strongly encouraged to indicate the
environnment and protocol in the "via" clauses of
Received field(s) that it supplies.

Fromthe Internet side, the gateway SHOULD accept al
valid address formats in SMIP comands and in RFC- 822
headers, and all valid RFC- 822 nessages. Although a

gat eway nust accept an RFC-822 explicit source route
("@..:" format) in either the RFC-822 header or in the
envel ope, it MAY or may not act on the source route; see
Sections 5.2.6 and 5.2.19.

DI SCUSSI ON
It is often tenpting to restrict the range of
addresses accepted at the mail gateway to sinplify
the translation into addresses for the renote
environnent. This practice is based on the
assunption that nail users have control over the
addresses their mailers send to the mail gateway. In
practice, however, users have little control over the
addresses that are finally sent; their mailers are
free to change addresses into any | egal RFC 822
format.

The gateway MJST ensure that all header fields of a
nessage that it forwards into the Internet neet the
requirements for Internet mail. |In particular, al
addresses in "From", "To:", "Cc:", etc., fields nust be
transformed (if necessary) to satisfy RFC- 822 syntax, and
they nust be effective and useful for sending replies.

The transl ation algorithmused to convert mail fromthe
Internet protocols to another environment’s protocol
SHOULD try to ensure that error nmessages fromthe foreign
mai | environnent are delivered to the return path fromthe
SMIP envel ope, not to the sender listed in the "From™
field of the RFC- 822 nessage.

DI SCUSSI ON
Internet nail lists usually place the address of the
mail list nmaintainer in the envel ope but |eave the
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original nessage header intact (with the "From"
field containing the original sender). This yields
t he behavi or the average recipient expects: a reply
to the header gets sent to the original sender, not
to a mail |ist maintainer; however, errors get sent
to the maintainer (who can fix the problen) and not
t he sender (who probably cannot).

Simlarly, when forwardi ng a nmessage from anot her
environment into the Internet, the gateway SHOULD set the
envel ope return path in accordance with an error message
return address, if any, supplied by the foreign
envi r onnent .

5.3.8 Maxi num Message Size

Mai | er software MJUST be able to send and recei ve nessages of at
| east 64K bytes in length (including header), and a nuch | arger
maxi mum si ze is highly desirable.

DI SCUSSI ON:

Al t hough SMIP does not define the maxi mum size of a
nessage, many systens inpose inplenentation limts.

The current de facto mnimumlimt in the Internet is 64K

bytes. However, electronic mail is used for a variety of
pur poses that create nuch | arger nmessages. For exanple,
mail is often used instead of FTP for transm tting ASCl

files, and in particular to transmt entire docunments. As
a result, nessages can be 1 nmegabyte or even larger. W
note that the present docunment together with its | ower-

| ayer conpani on contains 0.5 negabytes.
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5.4 SMIP REQUI REMENTS SUMVARY
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FEATURE

RECEI VER- SMTP
| mpl enent  VRFY
I mpl ement EXPN
EXPN, VRFY configurable
I mpl emrent SEND, SOML, SAML
Verify HELO paraneter
Ref use nessage with bad HELO
Accept explicit src-route syntax in env.
Support "postnaster”
Process RCPT when received (except lists)
Long del ay of RCPT responses

X X x
x
X X X
x

SESISESESYSISISENEN
x

SESRSRS RS RS RS RRY
x

I

I

I

I

I

I

I

I

I

I

I

I

I

Add Recei ved: |ine |
Received: line include donain literal |
Change previous Received: line |
Pass Return-Path info (final deliv/gw) |
Support enpty reverse path |
I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

x
x
x

X X

Send only official reply codes

Send text from RFC-821 when appropriate
Delete "." for transparency

Accept and recogni ze self domain literal (s)

aoaaaaooo
X X

NSESESESENYSESINES
X X

x

Error nessage about error nessage
Keep pending listen on SMIP port
Provide limt on recv concurrency
Wait at least 5 mins for next sender cnd
Avoi dabl e delivery failure after "250 OK"
Send error notification nmsg after accept
Send using null return path
Send to envel ope return path
Send to null address
Strip off explicit src route
M ni m ze acceptance del ay (RFC 1047)

x
x

X X
x x
x

x
x
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SENDER- SMTP
Canoni cal i zed domain nanes in MAIL, RCPT
| mpl emrent SEND, SOML, SAM.
Send valid principal host name in HELO
Send explicit source route in RCPT TO
Use only reply code to determine action
Use only high digit of reply code when poss.
Add "." for transparency

x

[e20) RSN \V}
x

=
o
X

SISISESESESIS
=
o

=
=

SESESEURSES RS
x

Retry nessages after soft failure
Del ay before retry
Configurable retry paraneters
Retry once per each queued dest host
Mul tiple RCPT's for same DATA
Support nultiple concurrent transactions
Provide limt on concurrency

X X X

SESESEURSES RS
W W 0 W W W w
PRPRRRe
RPRRPRRRRR
x X X

Ti meouts on all activities
Per - command ti neouts
Ti meouts easily reconfigurable
Recommended ti nes
Try alternate addr’s in order
Configurable limt on alternate tries
Try at least two alternates
Load-split across equal MX alternates
Use the Domai n Nane System
Support MX records
Use WKS records in MX processing

X X X

IV 00 00 00 0 W W 00 00 W W

RPOORrRARBRMBREANNDNE

SESESRS RS RS ESRS R RSNy

MAI L FORWARDI NG
Al ter existing header field(s)
I mpl erent relay function: 821/section 3.6
If not, deliver to RHS domain
Interpret 'local-part’ of addr

a oo
NESISES

MAI LI NG LI STS AND ALI ASES
Support both
Report mail list error to | ocal adm n.

oo
w
[e) o)}

MAI L GATEVWAYS:
Enbed foreign mail route in |ocal-part
Rewrite header fields when necessary
Prepend Received: line
Change existing Received: line
Accept full RFC-822 on Internet side
Act on RFC-822 explicit source route

SESESRURSEY

W W W W W N
ENENENENENET
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Send only valid RFC-822 on Internet side |5.3.7 [x] | | | |
Deliver error nmsgs to envel ope addr |5.3.7 [ Ix] | | |
Set env return path fromerr return addr |5.3.7 [ Ix] | | |
I I I I I
USER AGENT -- RFC- 822 | [ ]| |
Al'l ow user to enter <route> address |5.2.6 I | | |x]
Support RFC- 1049 Content Type field | 5.2.13 [ 1 Ixl | |
Use 4-digit years | 5.2.14 [ Ix] | | |
Generate nuneric tinezones | 5.2.14 [ Ix] | | |
Accept all tinmezones | 5.2.14 [x] | | | |
Use non-numtinezones from RFC- 822 | 5.2.14 [x] | | | |
Orit phrase before route-addr | 5.2.15 [ 1 Ixl | |
Accept and parse dot.dec. donmain literals | 5.2.17 [x] | | | |
Accept all RFC-822 address formats | 5.2.18 [x] | | | |
Generate invalid RFC 822 address format | 5.2.18 [ 11 | |x]
Ful l y-qualified domai n names in header | 5.2.18 [x] | | | |
Create explicit src route in header | 5.2.19 I | | |x]
Accept explicit src route in header | 5.2.19 [x] | | | |
I I I I I
Send/recv at | east 64KB nessages |5.3.8 [x] | | | |
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6. SUPPORT SERVI CES
6.1 DOVAI N NAME TRANSLATI ON
6.1.1 | NTRODUCTI ON

Every host MJST inplenent a resolver for the Domain Nanme System
(DNS), and it MJST inplenment a nechanismusing this DNS
resolver to convert host nanes to | P addresses and vice-versa
[DNS: 1, DNS: 2] .

In addition to the DNS, a host MAY al so i npl enent a host nane
transl ation nechani smthat searches a |ocal I|nternet host
table. See Section 6.1.3.8 for nore information on this

opti on.

DI SCUSSI ON:
Internet host name translation was originally performed by
searching | ocal copies of a table of all hosts. This
tabl e becane too large to update and distribute in a
tinmely manner and too large to fit into many hosts, so the
DNS was i nvent ed.

The DNS creates a distributed database used primarily for
the transl ati on between host names and host addresses.

I mpl ement ati on of DNS software is required. The DNS
consists of two logically distinct parts: nane servers and
resol vers (although inplenentations often conbi ne these
two logical parts in the interest of efficiency) [DNS:2].

Domai n nane servers store authoritative data about certain
sections of the database and answer queries about the
data. Domain resolvers query domain nane servers for data
on behal f of user processes. Every host therefore needs a
DNS resol ver; some host machines will also need to run
domai n nanme servers. Since no nane server has conplete
information, in general it is necessary to obtain
information fromnore than one nanme server to resolve a

query.
6.1.2 PROTOCOL WALK- THROUGH

An i nmpl ementor nust study references [DNS: 1] and [ DNS: 2]
carefully. They provide a thorough description of the theory,
protocol, and inplenentation of the domain nane system and
reflect several years of experience.
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6.1.2.1 Resource Records with Zero TTL: RFC 1035 Section 3.2.1

Al'l DNS name servers and resolvers MJST properly handl e RRs
with a zero TTL: return the RRto the client but do not
cache it.

DI SCUSSI ON:
Zero TTL values are interpreted to nean that the RR can
only be used for the transaction in progress, and
shoul d not be cached; they are useful for extrenely
vol atil e dat a.

6.1.2.2 (QCLASS Val ues: RFC-1035 Section 3.2.5

A query with "QCLASS=*" SHOULD NOT be used unl ess the
requestor is seeking data fromnmore than one class. In
particular, if the requestor is only interested in Internet
data types, QCLASS=I N MUST be used.

6.1.2.3 Unused Fields: RFC 1035 Section 4.1.1

Unused fields in a query or response nmessage MJST be zero.
6.1.2.4 Conpression: RFC 1035 Section 4.1.4

Nanme servers MJST use conpression in responses.

DI SCUSSI ON:
Conpression is essential to avoid overflow ng UDP
dat agrans; see Section 6.1.3.2.

6.1.2.5 Msusing Configuration Info: RFC 1035 Section 6.1.2

Recur si ve nane servers and full-service resolvers generally
have some configuration information containing hints about
the location of root or l|ocal nane servers. An

i mpl ementati on MUST NOT include any of these hints in a
response.

DI SCUSSI ON:
Many inplementors have found it convenient to store
these hints as if they were cached data, but sone
neglected to ensure that this "cached data" was not
i ncluded in responses. This has caused serious
problenms in the Internet when the hints were obsol ete
or incorrect.
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6.1.3 SPECIFIC | SSUES
6.1.3.1 Resolver |Inplenentation

A nane resol ver SHOULD be able to nultiplex concurrent
requests if the host supports concurrent processes.

In inmplenmenting a DNS resol ver, one of two different nodels
MAY optionally be chosen: a full-service resolver, or a stub
resol ver.

(A) Full-Service Resol ver

A full-service resolver is a conplete inplenentation of
the resol ver service, and is capable of dealing with
conmuni cation failures, failure of individual nane
servers, location of the proper nane server for a given
nane, etc. It nust satisfy the follow ng requirenents:

o] The resol ver MUST inplenment a | ocal caching
function to avoid repeated renote access for
i dentical requests, and MJST tine out information
in the cache.

o] The resol ver SHOULD be configurable with start-up
information pointing to multiple root nane servers
and mul tiple name servers for the | ocal domain.

This insures that the resolver will be able to
access the whol e nanme space in normal cases, and
will be able to access |ocal domain information

shoul d the | ocal network becone di sconnected from
the rest of the Internet.

(B) Stub Resol ver

A "stub resolver" relies on the services of a recursive
nane server on the connected network or a "nearby"
network. This schene allows the host to pass on the
burden of the resolver function to a nane server on
anot her host. This nodel is often essential for |ess
capabl e hosts, such as PCs, and is al so reconmended
when the host is one of several workstations on a | ocal
network, because it allows all of the workstations to
share the cache of the recursive nane server and hence
reduce the nunber of donain requests exported by the

| ocal network.
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At a nmininum the stub resolver MJUST be capabl e of
directing its requests to redundant recursive nane
servers. Note that recursive name servers are all owed
to restrict the sources of requests that they wll
honor, so the host administrator nust verify that the
service will be provided. Stub resolvers MAY inpl enent
caching if they choose, but if so, MJST tineout cached
i nformati on.

6.1.3.2 Transport Protocols

DNS resol vers and recursive servers MJST support UDP, and
SHOULD support TCP, for sending (non-zone-transfer) queries.
Specifically, a DNS resolver or server that is sending a
non-zone-transfer query MJST send a UDP query first. [If the
Answer section of the response is truncated and if the
requester supports TCP, it SHOULD try the query again using
TCP.

DNS servers MJUST be able to service UDP queries and SHOULD
be able to service TCP queries. A name server MAY |init the
resources it devotes to TCP queries, but it SHOULD NOT
refuse to service a TCP query just because it woul d have
succeeded wi th UDP

Truncat ed responses MJST NOT be saved (cached) and | ater
used in such a way that the fact that they are truncated is
| ost.

DI SCUSSI ON:
UDP is preferred over TCP for queries because UDP
queri es have nuch | ower overhead, both in packet count
and in connection state. The use of UDP is essenti al
for heavily-loaded servers, especially the root
servers. UDP also offers additional robustness, since
a resolver can attenpt several UDP queries to different
servers for the cost of a single TCP query.

It is possible for a DNS response to be truncated,
although this is a very rare occurrence in the present
Internet DNS. Practically speaking, truncation cannot
be predicted, since it is data-dependent. The
dependenci es include the nunber of RRs in the answer,
the size of each RR, and the savings in space realized
by the name conpression algorithm As a rule of thunb,
truncation in NS and MX |ists should not occur for
answers containing 15 or fewer RRs.
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Whet her it is possible to use a truncated answer
depends on the application. A nailer nmust not use a
truncated MX response, since this could lead to mail
| oops.

Responsi bl e practices can nake UDP suffice in the vast
majority of cases. Name servers nust use conpression
in responses. Resolvers nust differentiate truncation
of the Additional section of a response (which only

| oses extra information) fromtruncation of the Answer
section (which for MX records renders the response
unusabl e by nailers). Database adninistrators shoul d
list only a reasonable nunber of primary names in lists
of nanme servers, MX alternatives, etc.

However, it is also clear that sone new DNS record

types defined in the future will contain information
exceeding the 512 byte linmt that applies to UDP, and
hence will require TCP. Thus, resolvers and nane

servers should inplenent TCP services as a backup to
UDP today, with the know edge that they will require
the TCP service in the future

By private agreenment, nane servers and resol vers NMAY arrange
to use TCP for all traffic between thenselves. TCP MJST be
used for zone transfers.

A DNS server MJST have sufficient internal concurrency that
it can continue to process UDP queries while awaiting a
response or performng a zone transfer on an open TCP
connection [DNS: 2].

A server MAY support a UDP query that is delivered using an
| P broadcast or nulticast address. However, the Recursion
Desired bit MJST NOT be set in a query that is nulticast,
and MUST be ignored by nane servers receiving queries via a
broadcast or nulticast address. A host that sends broadcast
or multicast DNS queries SHOULD send them only as occasi onal
probes, caching the |IP address(es) it obtains fromthe
response(s) so it can nornally send unicast queries.

DI SCUSSI ON:
Broadcast or (especially) IP nmulticast can provide a
way to | ocate nearby nanme servers wi thout knowi ng their
| P addresses in advance. However, general broadcasting
of recursive queries can result in excessive and
unnecessary | oad on both network and servers.
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6.1.3.3 Efficient Resource Usage

The follow ng requirenents on servers and resolvers are very
important to the health of the Internet as a whol e,

particul arly when DNS services are invoked repeatedly by

hi gher | evel automatic servers, such as nmailers.

(1)

(2)

(3)

(4)

(5)

(6)

The resol ver MUST inpl enent retransm ssion controls to
insure that it does not waste conmuni cati on bandw dt h,
and MJUST inpose finite bounds on the resources consuned
to respond to a single request. See [DNS:2] pages 43-
44 for specific reconmendations.

After a query has been retransmitted several tines
wi t hout a response, an inplenentation MJST give up and
return a soft error to the application

Al'l DNS name servers and resol vers SHOULD cache
tenporary failures, with a timeout period of the order
of m nutes.

DI SCUSSI ON:
This will prevent applications that inmrediately
retry soft failures (in violation of Section 2.2
of this docunent) from generating excessive DNS
traffic.

Al'l DNS nane servers and resol vers SHOULD cache
negati ve responses that indicate the specified nane, or
data of the specified type, does not exist, as
described in [DNS: 2].

Wien a DNS server or resolver retries a UDP query, the
retry interval SHOULD be constrai ned by an exponenti al

backof f al gorithm and SHOULD al so have upper and | ower
bounds.

| MPLEMENTATI ON:
A neasured RTT and variance (if avail able) should
be used to calculate an initial retransm ssion
interval. |If this information is not available, a
default of no |l ess than 5 seconds shoul d be used.
I mpl erentations may linmt the retransm ssion
interval, but this lint nust exceed tw ce the
I nternet maxi mum segnent lifetinme plus service
del ay at the nanme server.

When a resol ver or server receives a Source Quench for
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a query it has issued, it SHOULD take steps to reduce
the rate of querying that server in the near future. A
server MAY ignore a Source Quench that it receives as
the result of sending a response datagram

| MPLEMENTATI ON:
One reconmended action to reduce the rate is to
send the next query attenpt to an alternate
server, if there is one available. Another is to
backoff the retry interval for the sanme server.

6.1.3.4 Multihoned Hosts

When the host name-to-address function encounters a host
with nmultiple addresses, it SHOULD rank or sort the

addr esses using know edge of the i medi ately connected
net wor k nunber(s) and any ot her applicabl e perfornance or
hi story information.

DI SCUSSI ON:

The different addresses of a nultihoned host generally
inply different Internet paths, and sone paths may be
preferable to others in performance, reliability, or
admi nistrative restrictions. There is no general way
for the domain systemto determ ne the best path. A
reconmended approach is to base this decision on |ocal
configuration information set by the system
admi ni strator.

| MPLEMENTATI ON:

The foll owi ng schene has been used successfully:

(a) Incorporate into the host configuration data a
Net wor k- Preference List, that is sinply a |list of
networks in preferred order. This list may be
enpty if there is no preference.

(b) When a host nanme is napped into a list of IP
addresses, these addresses should be sorted by
network nunber, into the sane order as the
correspondi ng networks in the Network-Preference
List. |P addresses whose networks do not appear
in the Network-Preference List should be placed at
the end of the list.
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6.1.3.5 Extensibility

DNS software MJST support all well-known, class-independent
formats [DNS: 2], and SHOULD be witten to mnimze the
trauma associated with the introduction of new well -known
types and | ocal experinentation with non-standard types.

DI SCUSSI ON:
The data types and cl asses used by the DNS are
extensi bl e, and thus new types will be added and ol d
types deleted or redefined. Introduction of new data
types ought to be dependent only upon the rules for
conpressi on of domain nanmes inside DNS nessages, and
the transl ation between printable (i.e., master file)
and internal formats for Resource Records (RRs).

Conpression relies on know edge of the format of data
inside a particular RR  Hence conpression nust only be
used for the contents of well-known, class-independent
RRs, and must never be used for class-specific RRs or
RR types that are not well-known. The owner name of an
RR is always eligible for conpression

A nane server may acquire, via zone transfer, RRs that

t he server doesn’'t know how to convert to printable
format. A resolver can receive simlar information as
the result of queries. For proper operation, this data
nmust be preserved, and hence the inplication is that
DNS sof tware cannot use textual formats for interna

st or age.

The DNS defines domain name syntax very generally -- a
string of | abels each containing up to 63 8-bit octets,
separated by dots, and with a maxi numtotal of 255
octets. Particular applications of the DNS are
permtted to further constrain the syntax of the domain
nanes they use, although the DNS depl oynent has led to
sone applications allow ng nore general nanes. In
particular, Section 2.1 of this docunent |iberalizes
slightly the syntax of a legal Internet host nane that
was defined in RFC- 952 [DNS: 4] .

6.1.3.6 Status of RR Types
Nanme servers MJST be able to load all RR types except MD and
M- from configuration files. The MD and M- types are

obsol ete and MJUST NOT be inplenented; in particular, nanme
servers MJST NOT | oad these types fromconfiguration fil es.
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DI SCUSSI ON:

6.1.3.7

The RR types MB, MG MR, NULL, M NFO and RP are

consi dered experinmental, and applications that use the
DNS cannot expect these RR types to be supported by
nost domains. Furthernore these types are subject to
redefinition.

The TXT and VWKS RR types have not been wi dely used by
Internet sites; as a result, an application cannot rely
on the the existence of a TXT or WKS RR i n npst

domai ns.

Robust ness

DNS software nay need to operate in environnents where the

r oot

servers or other servers are unavail able due to network

connectivity or other problens. |In this situation, DNS name
servers and resol vers MJUST continue to provide service for
the reachabl e part of the name space, while giving tenporary
failures for the rest.

DI SCUSSI ON:

6.1.3.8

Al 't hough the DNS is nmeant to be used primarily in the
connected Internet, it should be possible to use the
systemin networks which are unconnected to the
Internet. Hence inplenentations nmust not depend on
access to root servers before providing service for

| ocal nanes.

Local Host Tabl e

DI SCUSSI ON:

A host may use a | ocal host table as a backup or

suppl enment to the DNS. This raises the question of

whi ch takes precedence, the DNS or the host table; the
nost fl exi bl e approach woul d nake this a configuration
opti on.

Typically, the contents of such a supplenmentary host
table will be determined locally by the site. However,
a publically-available table of Internet hosts is

mai nt ai ned by the DDN Network | nformation Center (DDN
NIC), with a format docunmented in [DNS:4]. This table
can be retrieved fromthe DDN N C using a protocol
described in [DNS:5]. It nmust be noted that this table
contains only a small fraction of all Internet hosts.
Hosts using this protocol to retrieve the DDN N C host
tabl e shoul d use the VERSION command to check if the
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tabl e has changed before requesting the entire table
with the ALL conmand. The VERSION identifier should be
treated as an arbitrary string and tested only for
equality; no nunerical sequence may be assuned.

The DDN NI C host table includes adm nistrative
information that is not needed for host operation and
is therefore not currently included in the DNS

dat abase; exanpl es include network and gateway entries.
However, much of this additional information will be
added to the DNS in the future. Conversely, the DNS
provi des essential services (in particular, M records)
that are not available fromthe DDN N C host table.

6.1.4 DNS USER | NTERFACE
6.1.4.1 DNS Adm nistration

Thi s docunent is concerned with design and inplenmentation

i ssues in host software, not with adm nistrative or
operational issues. However, administrative issues are of
particular inportance in the DNS, since errors in particular
segnents of this large distributed database can cause poor
or erroneous performance for many sites. These issues are
di scussed in [DNS: 6] and [DNS: 7].

6.1.4.2 DNS User Interface

Hosts MUST provide an interface to the DNS for al
application prograns running on the host. This interface
will typically direct requests to a system process to
performthe resolver function [DNS: 1, 6.1:2].

At a mininum the basic interface MJUST support a request for
all information of a specific type and class associated with
a specific name, and it MJST return either all of the
requested information, a hard error code, or a soft error

i ndication. Wen there is no error, the basic interface
returns the conplete response information w thout

nodi fication, deletion, or ordering, so that the basic
interface will not need to be changed to accommpdate new
data types.

DI SCUSSI ON
The soft error indication is an essential part of the
interface, since it may not always be possible to
access particular information fromthe DNS; see Section
6.1.3.3.
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A host MAY provide other DNS interfaces tailored to
particular functions, transformng the raw domain data into
formats nore suited to these functions. |In particular, a
host MJUST provide a DNS interface to facilitate translation
bet ween host addresses and host nanes.

6.1.4.3 Interface Abbreviation Facilities

User interfaces MAY provide a nmethod for users to enter
abbrevi ations for commonl y-used nanmes. Although the
definition of such nmethods is outside of the scope of the
DNS specification, certain rules are necessary to insure
that these nethods allow access to the entire DNS nanme space
and to prevent excessive use of Internet resources.

I f an abbreviation nmethod is provided, then:

(a) There MJST be sone convention for denoting that a nane
is already conplete, so that the abbreviati on nmethod(s)
are suppressed. A trailing dot is the usual nethod.

(b) Abbreviation expansi on MJST be done exactly once, and
MUST be done in the context in which the nane was
ent er ed.

DI SCUSSI ON:
For example, if an abbreviation is used in a nai
program for a destination, the abbreviation should be
expanded into a full domain name and stored in the
queued nessage with an indication that it is already
conplete. Qherwi se, the abbreviation m ght be
expanded with a nail systemsearch |list, not the
user’'s, or a name could grow due to repeated
canoni cal i zations attenpts interacting with w | dcards.

The two npbst conmbn abbrevi ati on net hods are:
(1) Interface-level aliases

Interface-1level aliases are conceptually inplenmented as
a list of alias/donain name pairs. The list can be
per-user or per-host, and separate lists can be
associated with different functions, e.g. one list for
host name-to-address translation, and a different |ist
for mail domains. When the user enters a name, the
interface attenpts to match the nanme to the alias
conponent of a list entry, and if a matching entry can
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be found, the nane is replaced by the donain nanme found
in the pair.

Note that interface-level aliases and CNAMES are

conpl etely separate nechani sms; interface-Ievel aliases
are a local matter while CNAMEsS are an Internet-w de

al i asing mechanismwhich is a required part of any DNS
i npl emrent ati on.

Search Lists

A search list is conceptually inplenented as an ordered
list of donmain names. Wen the user enters a nane, the
domai n nanmes in the search list are used as suffixes to
the user-supplied nane, one by one, until a domai n nane
with the desired associated data is found, or the
search list is exhausted. Search lists often contain
the nanme of the | ocal host’s parent domain or other
ancestor domains. Search lists are often per-user or
per - process.

It SHOULD be possible for an admnistrator to disable a
DNS search-list facility. Administrative denial nay be
warranted in sone cases, to prevent abuse of the DNS.

There is danger that a search-list mechanismw ||
generate excessive queries to the root servers while
testing whether user input is a conplete donain nang,
lacking a final period to mark it as conplete. A
search-1ist nechani sm MUST have one of, and SHOULD have
both of, the followng two provisions to prevent this:

(a) The local resolver/name server can inpl emnment
caching of negative responses (see Section
6.1.3.3).

(b) The search |list expander can require two or nore
interior dots in a generated domain nane before it
tries using the name in a query to non-I ocal
domai n servers, such as the root.

DI SCUSSI ON
The intent of this requirenent is to avoid
excessive delay for the user as the search list is
tested, and nore inportantly to prevent excessive
traffic to the root and other high-level servers.
For exanple, if the user supplied a nane "X' and
the search list contained the root as a conponent,

I nternet Engi neering Task Force [ Page 83]



RFC1123 SUPPCRT SERVI CES -- DOVAI NS

Oct ober 1989

a query would have to consult a root server before
the next search list alternative could be tried.
The resulting | oad seen by the root servers and
gat eways near the root would be nmultiplied by the
nunmber of hosts in the Internet.

The negative caching alternative limts the effect

tothe first tine a nane i s used.

The interior

dot rule is sinpler to inplenment but can prevent
easy use of sone top-Ilevel nanes.

6.1.5 DOVAI N NAVE SYSTEM REQUI REMENTS SUMVARY

FEATURE

GENERAL | SSUES

| mpl ement DNS name-t o- address conversi on
| mpl enment DNS addr ess-t o- name conversi on
Support conversi ons using host table
Properly handle RR with zero TTL
Use QCLASS=* unnecessarily

Use QCLASS=IN for Internet class
Unused fields zero
Use conpression in responses

I nclude config info in responses

Support all well-known, class-indep. types
Easily expand type li st

Load all RR types (except MD and M)

Load MD or MF type

Operate when root servers, etc. unavail able

RESOLVER | SSUES:
Resol ver support multiple concurrent requests

Ful | -service resol ver
Local caching
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Information in |ocal cache tinmes out

Configurable with starting info
Stub resol ver

Use redundant recursive name servers

Local caching

Information in |ocal cache tinmes out
Support for renote multi-honed hosts:

Sort multiple addresses by preference |i st

200000
X

el
W 0 W W w
RPRRRRR

(o]
L
w
I

TRANSPCORT PROTOCOLS:

Support UDP queri es
Support TCP queri es
Send query using UDP first
Try TCP if UDP answers are truncated
Nanme server linmit TCP query resources
Puni sh unnecessary TCP query
Use truncated data as if it were not
Private agreenent to use only TCP
Use TCP for zone transfers
TCP usage not bl ock UDP queries
Support broadcast or multicast queries
RD bit set in query
RD bit ignored by server is b’cast/nicast
Send only as occasional probe for addr’s

RESOURCE USAGE:

X

x X

00PN PPDDDDD

Transm ssion controls, per [DNS:2]
Fi ni te bounds per request

Failure after retries => soft error

Cache tenporary failures

Cache negative responses

Retries use exponential backoff
Upper, | ower bounds

dient handl e Source Quench

Server ignore Source Quench

X X X

0000020000
X X X X X

USER | NTERFACE

Al'l programs have access to DNS interface
Able to request all info for given nane
Returns conplete info or error
Speci al interfaces

Nanme<- >Address transl ation

el
X X X

el atats
NNDNDNDN

> 00000
X

o
=
B
w

Abbreviation Facilities:
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Convention for conpl ete nanes
Conversi on exactly once
Conversion in proper context
Search list:
Adm ni strator can di sable
Preventi on of excessive root queries
Bot h net hods

X X X

|||
|||
|||
| |x]|
| x|
I

X

L
bt atata
WWWwWwwww

'oX

1. Unl ess there is private agreenent between particul ar resol ver and
particul ar server.
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HOST | NI TI ALI ZATI ON
2.1 | NTRODUCTI ON

This section discusses the initialization of host software
across a connected network, or nore generally across an
Internet path. This is necessary for a diskless host, and may
optionally be used for a host with disk drives. For a diskless
host, the initialization process is called "network booting"
and is controlled by a bootstrap program|ocated in a boot ROM

To initialize a diskless host across the network, there are two
di stinct phases:

(1) Configure the IP |ayer.

Di skl ess machi nes often have no pernmanent storage in which
to store network configuration information, so that
sufficient configuration information nust be obtai ned
dynamically to support the | oading phase that foll ows.
This information nust include at |east the | P addresses of
the host and of the boot server. To support booting
across a gateway, the address mask and a list of default
gat eways are al so required.

(2) Load the host system code.

During the | oading phase, an appropriate file transfer
protocol is used to copy the system code across the
network fromthe boot server.

A host with a disk may performthe first step, dynamc
configuration. This is inportant for mnicroconputers, whose

fl oppy di sks allow network configuration information to be

m stakenly duplicated on nore than one host. Al so,
installation of new hosts is much sinpler if they automatically
obtain their configuration information froma central server
saving adm nistrator time and decreasing the probability of

m st akes.

6.2.2 REQU REMENTS

I nt er net

6.2.2.1 Dynamic Configuration

A nunber of protocol provisions have been made for dynamc
confi gurati on.

0 | CVMP I nformati on Request/ Reply messages
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Thi s obsol ete nessage pair was designed to allow a host
to find the nunber of the network it is on.
Unfortunately, it was useful only if the host already
knew t he host nunber part of its |P address,

i nformation that hosts requiring dynam c configuration
sel dom had.

0 Reverse Address Resol ution Protocol (RARP) [BOOT: 4]

RARP is a link-layer protocol for a broadcast nedi um
that allows a host to find its I P address given its
link | ayer address. Unfortunately, RARP does not worKk
across | P gateways and therefore requires a RARP server
on every network. In addition, RARP does not provide
any other configuration information.

0 | CMP Address Mask Request/ Reply nessages

These | CMP nessages allow a host to |learn the address
mask for a particular network interface.

0 BOOTP Prot ocol [BOOT: 2]

This protocol allows a host to determine the IP
addresses of the local host and the boot server, the
nane of an appropriate boot file, and optionally the
address mask and list of default gateways. To locate a
BOOTP server, the host broadcasts a BOOIP request using
UDP. Ad hoc gateway extensions have been used to
transnit the BOOTP broadcast through gateways, and in
the future the IP Milticasting facility will provide a
standard mechani smfor this purpose.

The suggest ed approach to dynam c configuration is to use
the BOOTP protocol with the extensions defined in "BOOTP
Vendor |nformation Extensions" RFC-1084 [BOOT: 3]. RFC- 1084
defines sone inportant general (not vendor-specific)
extensions. |In particular, these extensions allow the
address nask to be supplied in BOOTP, we RECOMVEND that the
address nask be supplied in this manner.

DI SCUSSI ON:
Hi storically, subnetting was defined long after 1P, and
So a separate nechani sm (1 CMP Address Mask messages)
was designed to supply the address mask to a host.
However, the | P address mask and the corresponding IP
address conceptually forma pair, and for operati onal
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sinplicity they ought to be defined at the sane tine
and by the sane nechanism whether a configuration file
or a dynam c nmechanism i ke BOOTP.

Note that BOOTP is not sufficiently general to specify
the configurations of all interfaces of a nultihonmed
host. A multihonmed host nust either use BOOTP
separately for each interface, or configure one

i nterface using BOOTP to performthe |oading, and
performthe conplete initialization froma file later.

Application |ayer configuration information is expected
to be obtained fromfiles after |oading of the system
code.

6.2.2.2 Loading Phase

A suggested approach for the | oading phase is to use TFTP
[ BOOT: 1] between the | P addresses established by BOOTP.

TFTP to a broadcast address SHOULD NOT be used, for reasons
expl ained in Section 4.2.3.4.
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6.3 REMOTE MANAGEMENT
6.3.1 | NTRODUCTI ON

The Internet community has recently put considerable effort
into the devel opnent of network managenment protocols. The
result has been a two-pronged approach [MaT: 1, MGT:6]: the

Si npl e Networ k Managenent Protocol (SNMP) [ MGT: 4] and the
Conmon Managenent | nfornmation Protocol over TCP (CMOT) [ MGT: 5].

In order to be managed using SNMP or CMOT, a host will need to
i npl enent an appropriate managenent agent. An Internet host
SHOULD i ncl ude an agent for either SNVP or CMOT.

Both SNMP and CMOT operate on a Managenent |Information Base
(MB) that defines a collection of managenent values. By
readi ng and setting these values, a renote application may
query and change the state of the managed system

A standard M B [ MGT: 3] has been defined for use by both
managenent protocols, using data types defined by the Structure
of Managenent Information (SM) defined in [MGT:2]. Additional
M B vari abl es can be introduced under the "enterprises" and
"experinental” subtrees of the M B nam ng space [ MGT: 2].

Every protocol nodule in the host SHOULD i npl enent the rel evant
M B variables. A host SHOULD i npl enent the M B vari abl es as
defined in the nost recent standard M B, and MAY i npl enent
other M B variabl es when appropriate and useful.

6.3.2 PROTOCOL WALK- THROUGH
The MB is intended to cover both hosts and gateways, although
there may be detailed differences in MB application to the two
cases. This section contains the appropriate interpretation of
the MB for hosts. It is likely that later versions of the MB
will include nore entries for host managenent.
A managed host nust inplenment the follow ng groups of MB
object definitions: System Interfaces, Address Translation,
IP, 1CMP, TCP, and UDP
The followi ng specific interpretations apply to hosts:
o] i pl nHdr Errors

Note that the error "tine-to-live exceeded" can occur in a
host only when it is forwarding a source-routed datagram
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i pQut NoRout es

Thi s object counts datagrans di scarded because no route
can be found. This may happen in a host if all the
default gateways in the host’s configuration are down.

i pFragOKs, ipFragFails, ipFragCreates

A host that does not inplenment intentional fragnentation
(see "Fragnentation" section of [INTRO 1]) MJST return the
val ue zero for these three objects.

i cmpQut Redi rects

For a host, this object MJST al ways be zero, since hosts
do not send Redirects.

i cmpQut Addr MaskReps

For a host, this object MJST al ways be zero, unless the
host is an authoritative source of address nmsk
i nformati on.

i pAddr Tabl e

For a host, the "I P Address Table" object is effectively a
tabl e of logical interfaces.

i pRout i ngTabl e

For a host, the "IP Routing Table" object is effectively a
conbi nati on of the host’s Routing Cache and the static
route table described in "Routing Qutbound Datagrans"
section of [INTRG 1].

Wthin each i pRouteEntry, ipRouteMetricl...4 normally wll
have no neaning for a host and SHOULD al ways be -1, while
i pRouteType will normally have the value "renote"

I f destinations on the connected network do not appear in
the Route Cache (see "Routing Qutbound Datagrans section
of [INTRGO1]), there will be no entries with i pRouteType
of "direct".

DI SCUSSI ON:

The current M B does not include Type-of-Service in an
i pRouteEntry, but a future revision is expected to nake
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this addition.

MANAGEMENT

Oct ober 1989

W al so expect the MB to be expanded to allow the renote
the ability to partially

managenent of applications (e.qg.,
reconfigure mail systens).
such as mai
"hooks" for renote managenent.

6.3.3 MANAGEMENT REQUI REMENTS SUMVARY

FEATURE

Support SNMP or CMOT agent
I mpl emrent specified objects in standard M B
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7.

REFERENCES

This section lists the primary references with which every
i npl enenter must be thoroughly famliar. It also lists sone
secondary references that are suggested additional reading.

| NTRODUCTORY REFERENCES:

[INTRO 1] "Requirenments for Internet Hosts -- Communication Layers,
| ETF Host Requirenents Wrking Group, R Braden, Ed., RFC 1122,
Oct ober 1989.

[INTRG 2] "DDN Protocol Handbook," N C-50004, N C-50005, N C-50006,
(three volunes), SRl International, Decenber 1985.

[INTRO 3] "Oficial Internet Protocols,” J. Reynolds and J. Postel,
RFC- 1011, May 1987

Thi s docunent is republished periodically with new RFC nunbers;
the |l atest version nust be used.

[INTRO 4] "Protocol Docunent Order Information," O Jacobsen and J.
Postel, RFC-980, March 1986.

[INTRO 5] "Assigned Nunbers,"” J. Reynolds and J. Postel, RFC 1010,
May 1987.

Thi s docunent is republished periodically with new RFC nunbers;
the |l atest version nust be used.

TELNET REFERENCES:

[ TELNET: 1] "Telnet Protocol Specification," J. Postel and J.
Reynol ds, RFC-854, May 1983.

[ TELNET: 2] "Telnet Option Specification,"” J. Postel and J. Reynol ds,
RFC- 855, May 1983.

[ TELNET: 3] "Telnet Binary Transmi ssion," J. Postel and J. Reynolds,
RFC- 856, May 1983.

[ TELNET: 4] "Telnet Echo Option," J. Postel and J. Reynolds, RFC- 857,
May 1983.

[ TELNET: 5] "Tel net Suppress Go Ahead Option," J. Postel and J.
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Reynol ds, RFC-858, May 1983.

[ TELNET: 6] "Telnet Status Option," J. Postel and J. Reynolds, RFC
859, May 1983.

[ TELNET: 7] "Telnet Timng Mark Option,"” J. Postel and J. Reynol ds,
RFC- 860, May 1983.

[ TELNET: 8] "Telnet Extended Options List," J. Postel and J.
Reynol ds, RFC-861, May 1983.

[ TELNET: 9] "Telnet End-O-Record Option," J. Postel, RFC 855,
Decenber 1983.

[ TELNET: 10] "Tel net Term nal - Type Option," J. VanBokkel en, RFC 1091,
February 1989.

Thi s docunent supercedes RFC 930.

[ TELNET: 11] "Tel net Wndow Size Option,"” D. Waitzman, RFC 1073,
Oct ober 1988.

[ TELNET: 12] "Tel net Linenode Option," D. Borman, RFC- 1116, August
1989.

[ TELNET: 13] "Telnet Term nal Speed Option," C Hedrick, RFC 1079,
Decenber 1988.

[ TELNET: 14] "Telnet Renote Flow Control Option," C Hedrick, RFC
1080, Novemnber 1988.

SECONDARY TELNET REFERENCES:

[ TELNET: 15] "Tel net Protocol," ML-STD-1782, U.S. Departnent of
Def ense, May 1984.
This docunent is intended to describe the sanme protocol as RFC
854. In case of conflict, RFC- 854 takes precedence, and the
present docunent takes precedence over both.

[ TELNET: 16] "SUPDUP Protocol,” M Crispin, RFC 734, Cctober 1977.

[ TELNET: 17] "Tel net SUPDUP Option," M Crispin, RFC-736, Cctober
1977.

[ TELNET: 18] "Data Entry Termi nal Option," J. Day, RFC 732, June 1977.
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[ TELNET: 19] "TELNET Data Entry Terminal option -- DODIIS
I mpl enentation,” A. Yasuda and T. Thonpson, RFC- 1043, February
1988.

FTP REFERENCES:
[FTP:1] "File Transfer Protocol," J. Postel and J. Reynolds, RFC

959, COctober 1985.

[ FTP: 2] "Docunent File Format Standards," J. Postel, RFC- 678,
Decenber 1974.

[FTP:3] "File Transfer Protocol," ML-STD 1780, U.S. Departnent of
Def ense, May 1984.

Thi s docunent is based on an earlier version of the FTP
specification (RFC765) and is obsol ete.

TFTP REFERENCES

[ TFTP: 1] "The TFTP Protocol Revision 2," K. Sollins, RFC 783, June
1981.

MAI L REFERENCES
[SMIP: 1] "Sinple Mail Transfer Protocol," J. Postel, RFC 821, August

1982.

[ SMIP: 2] "Standard For The Format of ARPA Internet Text Messages,"
D. Crocker, RFC-822, August 1982.

Thi s docunent obsol eted an earlier specification, RFC 733.

[ SMIP: 3] "Mail Routing and the Donain System" C. Partridge, RFC
974, January 1986.

This RFC describes the use of MX records, a mandatory extension
to the mail delivery process.

[ SMIP: 4] "Duplicate Messages and SMIP," C. Partridge, RFC 1047
February 1988.
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[ SMIP: 5a] " Mappi ng between X. 400 and RFC 822," S. Kille, RFC 987,
June 1986.
[ SMIP: 5b] "Addendumto RFC-987," S. Kille, RFC ???, Septenber 1987.

The two preceding RFC s define a proposed standard for
gatewayi ng mai | between the Internet and the X 400 environnents.

[SMIP: 6] "Sinple Mail Transfer Protocol,"” ML-STD-1781, U S.
Departnent of Defense, May 1984.

This specification is intended to describe the sanme protocol as
does RFC-821. However, ML-STD-1781 is inconplete; in
particular, it does not include MX records [SMIP: 3].

[SMIP:7] "A Content-Type Field for Internet Messages," M Sirbu,
RFC- 1049, March 1988.

DOVAI N NAME SYSTEM REFERENCES:

[DNS: 1] "Domain Nanes - Concepts and Facilities," P. Mckapetris,
RFC- 1034, Novenber 1987.

Thi s docunent and the foll owi ng one obsol ete RFC-882, RFC-883,
and RFC-973.

[DNS: 2] "Domain Nanes - |nplenmentation and Specification,” RFC 1035,
P. Mockapetris, Novenber 1987.

[DNS: 3] "Mail Routing and the Domain System™"™ C. Partridge, RFC 974,
January 1986.

[DNS: 4] "DoD Internet Host Table Specification," K Harrenstein,
RFC-952, M Stahl, E. Feinler, Cctober 1985.
SECONDARY DNS REFERENCES:

[DNS: 5] "Hostname Server," K. Harrenstein, M Stahl, E. Feinler,
RFC- 953, Cctober 1985.

[DNS: 6] "Domain Administrators GQuide," M Stahl, RFC 1032, Novenber
1987.
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[DNS: 7] "Domain Administrators Operations Guide," M Lottor, RFC
1033, Novemnber 1987.
[DNS: 8] "The Domai n Nane System Handbook," Vol. 4 of Internet

Pr ot ocol Handbook, N C 50007, SRI Network Informati on Center,
August 1989.

SYSTEM | NI TI ALI ZATI ON REFERENCES:
[ BOOT: 1] "Bootstrap Loading Using TFTP," R Finlayson, RFC 906, June

1984.

[ BOOT: 2] "Bootstrap Protocol (BOOTP)," W Croft and J. Glnore, RFC
951, Septenber 1985.

[ BOOT: 3] "BOOTP Vendor Information Extensions,” J. Reynolds, RFC
1084, Decenber 1988.

Note: this RFC revised and obsol et ed RFC- 1048.

[BOOT: 4] "A Reverse Address Resolution Protocol," R Finlayson, T.
Mann, J. Mogul, and M Theimer, RFC-903, June 1984.

MANAGEMENT REFERENCES:
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Managenent Standards," V. Cerf, RFC 1052, April 1988.

[MGT: 2] "Structure and ldentification of Managenent |nformation for
TCP/ | P-based internets,”" M Rose and K. MOC oghrie, RFC 1065,
August 1988.

[ MGT: 3] "Managenent |nformation Base for Network Managenent of
TCP/ | P-based internets,”" M Rose and K. MO oghrie, RFC 1066,
August 1988.

[MGT: 4] "A Sinple Network Managenent Protocol," J. Case, M Fedor,
M Schoffstall, and C. Davin, RFC 1098, April 1989.

[ MGT: 5] "The Common Managenent |Information Services and Protocol
over TCP/IP," U Warrier and L. Besaw, RFC-1095, April 1989.

[ MGT: 6] "Report of the Second Ad Hoc Network Management Revi ew
Goup,"” V. Cerf, RFC 1109, August 1989.
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Security Considerations

There are many security issues in the application and support
progranms of host software, but a full discussion is beyond the scope
of this RFC. Security-related issues are nentioned in sections
concerning TFTP (Sections 4.2.1, 4.2.3.4, 4.2.3.5), the SMIP VRFY and
EXPN commands (Section 5.2.3), the SMIP HELO command (5.2.5), and the
SMIP DATA command (Section 5.2.8).
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