Net wor k Wor ki ng Group J. Garrett

Request for Comments: 1433 AT&T Bel |l Laboratories
J. Hagan

Uni versity of Pennsyl vania

J. Wng

AT&T Bel |l Laboratories

March 1993

Directed ARP

Status of this Meno

This neno defines an Experinmental Protocol for the Internet
community. Discussion and suggestions for inprovenent are requested.
Pl ease refer to the current edition of the "I AB Oficial Protocol

St andards" for the standardi zation state and status of this protocol.
Distribution of this neno is unlimted.

Abstract

Arouter with an interface to two IP networks via the sane link | evel
interface could observe that the two I P networks share the sane |ink
| evel network, and could advertise that information to hosts (via

| CMP Redirects) and routers (via dynanic routing protocols).

However, a host or router on only one of the IP networks could not
use that information to comunicate directly with hosts and routers
on the other IP network unless it could resolve |IP addresses on the
"foreign" IP network to their corresponding link |Ievel addresses.
Directed ARP is a dynami c address resol ution procedure that enabl es
hosts and routers to resol ve advertised potential next-hop IP
addresses on foreign IP networks to their associated link |eve

addr esses.
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1.

Ter ni nol ogy

A "link level network" is the upper layer of what is sonetines
referred to (e.g., OSI parlance) as the "subnetwork", i.e., the

| ayers below IP. The term"”link level" is used to avoid potenti al
confusion with the term"IP sub-network”, and to identify addresses
(i.e., "link level address") associated with the network used to
transport | P datagrans.

From the perspective of a host or router, an IP network is "foreign"
if the host or router does not have an address on the |P network.

| nt roducti on

Mul tiple I'P networks nay be admninistered on the sanme link |eve
network (e.g., on a large public data network). A router with a
single interface on two | P networks could use existing routing update
procedures to advertise that the two | P networks shared the sane |ink
| evel network. Cost/performance benefits could be achieved if hosts
and routers that were not on the sane | P network coul d use that
advertised information, and exchange packets directly, rather than

t hrough the dual addressed router. But a host or router can not send
packets directly to an I P address without first resolving the IP
address to its link | evel address.

| P address resol ution procedures are established i ndependently for
each I P network. For example, on an SMDS network [1], address
resolution may be achi eved using the Address Resol uti on Protocol

(ARP) [2], with a separate SMDS ARP Request Address (e.g., an SMDS
Mul ticast G oup Address) associated with each IP network. A host or
router that was not configured with the appropriate ARP Request
Address woul d have no way to |l earn the ARP Request Address associ ated
with an I P network, and would not send an ARP Request to the
appropriate ARP Request Address. On an Ethernet network a host or
router mght guess that an | P address coul d be resol ved by sending an
ARP Request to the broadcast address. But if the IP network used a
di fferent address resolution procedure (e.g., adninistered address
resolution tables), the ARP Request m ght go unanswered.

Directed ARP is a procedure that enables a router advertising that an
| P address is on a shared link |level network to also aid in resolving
the IP address to its associated |ink |evel address. By renoving
address resolution constraints, Directed ARP enabl es dynam c routing
protocols such as BGP [3] and OSPF [4] to advertise and use routing
information that |eads to next-hop addresses on "foreign" IP
networks. In addition, Directed ARP enables routers to advertise
(via | CMP Redirects) next-hop addresses that are "foreign" to hosts,
since the hosts can use Directed ARP to resolve the "foreign" next-

Garrett, Hagan & Wng [ Page 2]



RFC 1433 Directed ARP March 1993

hop addresses.
3. Directed ARP

Directed ARP uses the normal ARP packet format, and is consistent
with ARP procedures, as defined in [1] and [2], and with routers and
hosts that inplenent those procedures.

3.1 ARP Hel per Address

Hosts and routers maintain routing information, |ogically organized
as a routing table. Each routing table entry associ ates one or nore
destination | P addresses with a next-hop | P address and a physi cal
interface used to forward a packet to the next-hop IP address. |If
the destination IP address is local (i.e., can be reached wi thout the
aid of a router), the next-hop IP address is NULL (or a | ogical
equi val ent, such as the I P address of the associated physi cal
interface). Oherw se, the next-hop IP address is the address of a
next - hop router.

A host or router that inplements Directed ARP procedures associ ates
an ARP Hel per Address with each routing table entry. |[If the host or
router has been configured to resolve the next-hop IP address to its
associated link | evel address (or to resolve the destination IP
address, if the next-hop IP address is NULL), the associated ARP

Hel per Address is NULL. Oherw se, the ARP Hel per Address is the IP
address of the router that provided the routing information

i ndicating that the next-hop address was on the same link |eve
network as the associ ated physical interface. Section 4 provides
detail ed exanpl es of the determ nation of ARP Hel per Addresses by
dynami ¢ routing procedures.

3.2 Address Resol uti on Procedures

To forward an | P packet, a host or router searches its routing table
for an entry that is the best match based on the destination IP
address and perhaps other factors (e.g., Type of Service). The
selected routing table entry includes the I P address of a next-hop
router (which may be NULL), the physical interface through which the
| P packet should be forwarded, an ARP Hel per Address (which nmay be
NULL), and other information. The routing function passes the next-
hop I P address, the physical interface, and the ARP Hel per Address to
t he address resolution function. The address resol ution function
must then resolve the next-hop I P address (or destination |IP address
if the next-hop IP address is NULL) to its associated link I|evel
address. The |IP packet, the link | evel address to which the packet
shoul d be forwarded, and the interface through which the packet
shoul d be forwarded are then passed to the link [ evel driver
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associ ated with the physical interface. The link [evel driver
encapsul ates the | P packet in one or nore link level franes (i.e.,
may do fragnmentation) addressed to the associated |link | evel address,
and forwards the frane(s) through the appropriate physical interface.
The details of the functions perfornmed are described via C pseudo-
code bel ow.

The procedures are organi zed as two functions, Route() and Resol ve(),
corresponding to routing and address resolution. In addition, the
followng |ow | evel functions are al so used:

Get _Route(l P_Add, O her) returns a pointer to the routing table
entry with the destination field that best matches IP_Add. If no
mat ching entry is found, NULL is returned. Oher infornmation such
as Type of Service may be considered in selecting the best route.

Forwar d( Packet, Li nk_Level _Add, Phys_Int) fragnents Packet (if
needed), and encapsul ates Packet in one or nore Link Level Frames
addressed to Link_Level _Add, and forwards the frame(s) through
interface, Phys_Int.

Look_Up_Add_Res_Tabl e(1 P_Add, Phys _Int) returns a pointer to the
link level address associated with IP_Add in the address
resolution table associated with interface, Phys_Int. If |IP_Add
is not found in the address resolution table, NULL is returned.

Local _Add_Res(I| P_Add, Phys Int) returns a pointer to the Link Level
address associated with | P_Add, using address resol ution
procedures associated with address, |P_Add, and interface,
Phys_Int. |If address resolution is unsuccessful, NULL is
returned. Note that different address resolution procedures my
be used for different |P networks.

Recei ve_ARP_Response(| P_Add, Phys_Int) returns a pointer to an ARP
Response received through interface, Phys Int, that resolves
IP_Add. If no ARP response is received, NULL is returned.

Dest | P_Add(I P_Packet) returns the |IP destination address from
| P_Packet .

Next Hop(Entry) returns the I P address in the next-hop field of
(routing table) Entry.

Interface(Entry) returns the physical interface field of (routing
table) Entry.

ARP_Hel per _Add(Entry) returns the I P address in the ARP Hel per
Address field of (routing table) Entry.
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ARP_Request (I P_Add) returns an ARP Request packet with | P_Add as
the Target |P address.

Source_Link_Level (ARP_Response) returns the link | evel address of
t he sender of ARP_Response.

ROUTE( | P_Packet)
{
Entry = Get _Rout e(Dest | P_Add(1P_Packet), O her (1 P_Packet));
If (Entry == NULL) /* No matching entry in routing table */
Return; [/* Discard |IP_Packet */
el se
{ /* Resolve next-hop IP address to link |evel address */
I f (Next_Hop(Entry) !'= NULL) /* Route packet via next-hop router */
Next _| P = Next_Hop(Entry);
else /* Destination is local */
Next | P = Dest | P_Add(IP_Packet);
L_L_Add = Resol ve(Next_IP,Interface(Entry), ARP_Hel per _Add(Entry));
If (L_L_Add != NULL)
Forward(| P_Packet,L_L_Add, Interface(Entry));
else /[/* Couldn’t resolve next-hop I P address */
Return; [/* Discard |P_Packet */
Ret ur n;
}
}

Figure 1: C Pseudo-Code for the Routing function.
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Resol ve( | P_Add, I nt erface, ARP_Hel p_Add)

{

If ((L_L_Add = Look_Up_Add_Res_Tabl e(1 P_Add, Interface)) != NULL)
{ /* Found it in Address Resolution Table */
Return L_L_Add;
}

el se

{

| f (ARP_Hel p_Add == NULL)
{ [/* Do |local Address Resolution Procedure */
Return Local _Add_Res(IP_Add, I nterface);

}
else /* ARP_Hel p_Add != NULL */

{
L_L_ARP Hel p_Add = Look_Up_Add_Res_Tabl e( ARP_Hel p_Add, I nterface);
If (L_L_ARP_Hel p_Add == NULL)
/* Not in Address Resolution Table */
L_L_ARP_Hel p_Add = Local _Add_Res(ARP_Hel p_Add, I nterface);
If (L_L_ARP_Hel p_Add == NULL) /* Can’t Resolve ARP Hel per Add */
Return NULL; /* Address Resolution Failed */
el se
{ /* ARP for IP_Add */
For war d( ARP_Request (I P_Add), L_L_ARP_Hel p_Add, I nterface);
ARP_Resp = Receive_ARP_Response(| P_Add, I nterface);
If (ARP_Resp == NULL) /* No ARP Response (after persistence) */
Return NULL; /* Address Resolution Failed */
el se
Return Source_Link_Level (ARP_Resp);

Figure 2: C Pseudo-Code for Address Resolution function.

3.3 Forwardi ng ARP Requests

A host that inplenments Directed ARP procedures uses normal procedures
to process received ARP Requests. That is, if the Target |IP address
is the host’s address, the host uses nornmal procedures to respond to
the ARP Request. |If the Target IP address is not the host’s address,
the host silently discards the ARP Request.

If the Target | P address of an ARP Request received by a router is
the router’s address, the router uses nornal procedures to respond to
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the ARP Request. But if the Target |IP address is not the router’s
address, the router may forward the ARP Request back through the sane
interface it was received from addressed to a Link Level Address
that corresponds to an ARP Hel per Address in the router’s routing
table. The procedures used to process an ARP Request are described
via C pseudo-code below. The function Receive() describes procedures
foll owed by hosts and routers, and the function Direct() describes
addi ti onal procedures followed by routers. 1In addition, the
followng |ow | evel functions are al so used:

I s_Local _| P_Add(I P_Add, Phys_Int) returns TRUE if Phys_Int has been
assigned | P address, IP_Add. Oherw se, returns FALSE.

Do_ARP_Processi ng( ARP_Request, I nterface) processes ARP_Request
usi ng ARP procedures described in [2].

| _Am Router returns TRUE if device is a router and False if device
is a host.

Target | P(ARP_Request) returns the Target |P address from
ARP_Request .

Filter ( ARP_Request, Phys Int) returns TRUE i f ARP_Request passes
filtering constraints, and FALSE if filtering constraints are not
passed. See section 3.4.

Forwar d( Packet, Li nk_Level _Add, Phys_Int) fragnents Packet (if
needed), and encapsul ates Packet in one or nore Link Level Frames
addressed to Link_Level _Add, and forwards the frame(s) through
interface, Phys_Int.

Look_Up_Next _Hop_Route_Tabl e(1 P_Add) returns a pointer to the
routing table entry with the next-hop field that matches | P_Add.
If no matching entry is found, NULL is returned.

Look_Up_Dest Route_Tabl e(I P_Add) returns a pointer to the routing
table entry with the destination field that best matches | P_Add.
If no matching entry is found, NULL is returned.

Li nk_Level _ARP_Req_Add(I| P_Add, Phys_Int) returns the link |eve
address to which an ARP Request to resolve | P_Add shoul d be
forwarded. |If ARP is not used to performlocal address resol ution
of I P_Add, NULL is returned.

Local _Add_Res(I| P_Add, Phys _Int) returns a pointer to the Link Level
address associated with | P_Add, using address resol ution
procedures associated with address, |P_Add, and interface,
Phys_Int. |If address resolution is unsuccessful, NULL is
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returned. Note that different address resolution procedures my
be used for different |P networks.

Next Hop(Entry) returns the I P address in the next-hop field of
(routing table) Entry.

Interface(Entry) returns the physical interface field of (routing
table) Entry.

ARP_Hel per _Add(Entry) returns the I P address in the ARP Hel per
Address field of (routing table) Entry.

Source_Link_Level (ARP_Request) returns the link | evel address of
t he sender of ARP_Request.

Recei ve( ARP_Request, I nterface)

If (Is_Local I P_Add(Target | P(ARP_Request), I nterface))
Do_ARP_Processi ng( ARP_Request, I nterface);
else /* Not ny IP Address */
If (I _Am Router) /* Hosts don't Direct ARP Requests */
If (Filter( ARP_Request,Interface)) /* Passes Filter Test */
/* See Section 3.4 */

Direct (ARP_Request,Interface); /* Directed ARP Procedures */
Ret ur n;

}

Figure 3: C Pseudo-Code for Receiving ARP Requests.
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Di rect (ARP_Request, Phys_Int)
{
Entry = Look_Up_Next Hop_Rout e_Tabl e( Tar get _| P(ARP_Request));
If (Entry == NULL) /* Target_IP Address is not a next-hop */
{ /* in Routing Table */
Entry = Look_Up_Dest Route_Tabl e( Target | P(ARP_Request));
If (Entry == NULL) /* Not a destination either */
Return; [/* Discard ARP Request */
el se
If (Next_Hop(Entry) !'= NULL) /* Not a next-hop and Not |ocal */
Return; [/* Discard ARP Request */

}
If (Interface(Entry) !'= Phys_Int)
/* Must be sane physical interface */
Return; [/* Discard ARP Request */
I f (ARP_Hel per _Add(Entry) !'= NULL)

{
L_L_ARP_Hel per _Add = Resol ve( ARP_Hel per _Add(Entry), Phys_I nt, NULL);
If (L_L_ARP_Hel per _Add != NULL)
For war d( ARP_Request, L_L_ARP_Hel per _Add, Phys_Int);
/* Forward ARP_Request to ARP Hel per Address */
Ret ur n;

else [/* Do |ocal address resolution. */

{
L L_ARP_Req_Add =
Li nk_Level _ARP_Req_Add( Target | P(ARP_Request), Phys_Int);

If (L_L_ARP_Req_Add != NULL)

{ [/* Local address resolution procedure is ARP. */

/* Forward ARP_Request. */
Forwar d( ARP_Request, L_L_ARP_Req_Add, Phys_Int);
Ret ur n;

}

el se
{ [/* Local address resolution procedure is not ARP. */
/* Do "published ARP" on behal f of Target |IP Address */
Target _Link_Level =
Local _Add_Res(Target | P(ARP_Request), Phys_Int);

If (Target_Link_Level != NULL) /* Resolved Address */
{
For war d( ARP_Response, Sour ce_Li nk_Level (ARP_Request ), Phys_Int);
}

Ret ur n;

}
}
}

Figure 4: C Pseudo_Code for Directing ARP Requests.
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3.4 Filtering Procedures

A router performng Directed ARP procedures nust filter the
propagati on of ARP Request packets to constrain the scope of

potential "ARP floods" caused by m sbehaving routers or hosts, and to
ternminate potential ARP | oops that may occur during periods of
routing protocol instability or as a result of inappropriate nanual
configurations. Specific procedures to filter the propagation of ARP
Request packets are beyond the scope of this docunent. The follow ng
procedures are suggested as potential inplenentations that should be
sufficient. Qher procedures may be better suited to a particular

i npl emrent ati on.

To control the propagation of an "ARP flood", a router performng
Directed ARP procedures could linit the nunber of identical ARP
Requests (i.e., same Source |IP address and sane Target |P address)
that it would forward per snmall time interval (e.g., no nore than one
ARP Request per second). This is consistent with the procedure
suggested in [5] to prevent ARP fl ooding.

Forwar di ng of ARP Request packets introduces the possibility of ARP
| oops. The procedures used to control the scope of potential ARP
fl oods nay termninate some ARP | oops, but additional procedures are
needed if the tinme required to traverse a loop is |longer than the
timer used to control ARP floods. A router could refuse to forward
nmore than N identical ARP Requests per T minutes, where Nand T are

admi ni stered nunbers. If T and N are chosen so that T/N minutes is
greater than the maximumtine required to traverse a | oop, such a
filter would ternminate the loop. In sone cases a host may send nore

t han one ARP Request with the sanme Source |P address, Target |IP
address pair (i.e., N should be greater than 1). For exanple, the
first ARP Request m ght be |ost. However, once an ARP Response is
received, a host would normally save the associated infornmation, and
therefore woul d not generate an identical ARP Request for a period of
time on the order of minutes. Therefore, T nmay be | arge enough to
ensure that T/Nis nuch larger than the tine to traverse any | oop

In some inplementations the link | evel destination address of a frane
used to transport an ARP Request to a router may be available to the
router’s Directed ARP filtering process. An inportant class of
sinple ARP | oops will be prevented fromstarting if a router never
forwards an ARP Request to the sane link | evel address to which the
recei ved ARP Request was addressed. O course, other procedures such
as the one described in the paragraph above will stop all |oops, and
are needed, even if filters are inplenented that prevent some | oops
fromstarting.
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Host requirenments [5] specify that "the packet receive interface
between the IP layer and the link ayer MJUST include a flag to

i ndi cat e whet her the inconing packet was addressed to a link-Ievel
broadcast address.” An inportant class of sinple ARP floods can be
elimnated if routers never forward ARP Requests that were addressed
to a link-level broadcast address.

4. Use of Directed ARP by Routing

The exchange and use of routing information is constrai ned by
avai |l abl e address resol uti on procedures. A host or router can not
use a next-hop I P address | earned via dynam c routing procedures if
it is unable to resolve the next-hop |IP address to the associ ated
link level address. W thout conpatible dynani ¢ address resol ution
procedures, a router may not advertise a next-hop address that is not
on the sanme | P network as the host or router receiving the
advertisenment. Directed ARP is a procedure that enables a router
that advertises routing information to nake the routing information
useful by also providing assistance in resolving the associ ated
next - hop | P addresses.

The foll owi ng subsections describe the use of Directed ARP to expand
the scope of ICVMP Redirects [6], distance-vector routing protocols
(e.g., BG [3]), and link-state routing protocols (e.g., OSPF [4]).

4.1 | CWP Redirect

If a router forwards a packet to a next-hop address that is on the
sane link | evel network as the host that originated the packet, the
router may send an |CMP Redirect to the host. But a host can not use
a next-hop address advertised via an | CVMP Redirect unless the host
has a procedure to resolve the adverti sed next-hop address to its
associated link | evel address. Directed ARP is a procedure that a
host could use to resolve an advertised next-hop address, even if the
host does not have an address on the sane |P network as the

adverti sed next-hop address.

A host that inplenents Directed ARP procedures includes an ARP Hel per
Address with each routing table entry. The ARP Hel per Address
associated with an entry learned via an I1CVWP Redirect is NULL if the
associ ated next-hop address matches a routing table entry with a NULL
next - hop and a NULL ARP Hel per Address (i.e., the host already knows
how to resolve the next-hop address). Qherwi se, the ARP Hel per
Address is the I P address of the router that sent the | CVP Redirect.
Note that the router that sent the ICMP Redirect is the current
next-hop to the advertised destination [5]. Therefore, the host
shoul d have an entry in its address resolution table for the new ARP
Hel per Address. |If the host is unable to resolve the next-hop IP
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address advertised in the |CVWP Redirect (e.g., because the associated
ARP Hel per Address is on a foreign IP network; i.e., was |learned via
an old | CVWP Redirect, and the address resolution table entry for that
ARP Hel per Address tined out), the host nust flush the associ ated
routing table entry. Directed ARP procedures do not recursively use
Directed ARP to resolve an ARP Hel per Address.

A router that perforns Directed ARP procedures m ght advertise a
foreign next-hop to a host that does not perform Directed ARP.
Fol | owi ng existing procedures, the host would silently discard the

| CMP Redirect. A router that does not inplenment Directed ARP shoul d
not advertise a next-hop on a foreign IP network, as specified by
exi sting procedures. |If it did, and the |ICVW Redirect was received
by a host that inplenmented Directed ARP procedures, the host woul d
send an ARP Request for the foreign I P address to the adverti sing
router, which would silently discard the ARP Request. Wen address
resolution fails, the host should flush the associated entry fromits
routing table.

For various reasons a host may ignore an | CMP Redirect and may
continue to forward packets to the sane router that sent the | CwW
Redirect. For exanple, a host that does not inplenment Directed ARP
procedures would silently discard an | CMP Redirect advertising a
next-hop address on a foreign I P network. Routers should inplenent
constraints to control the nunber of |ICMP Redirects sent to hosts.
For example, a router might linit the nunber of repeated | CWVP
Redirects sent to a host to no nore than N ICW Redirects per T

m nutes, where N and T are adm ni stered val ues.

4.2 Distance Vector Routing Protoco

A di stance-vector routing protocol provides procedures for a router
to advertise a destination address (e.g., an IP network), an
associ at ed next-hop address, and other information (e.g., associated
metric). But a router can not use an advertised route unless the
router has a procedure to resolve the advertised next-hop address to
its associated link |evel address. Directed ARP is a procedure that
a router could use to resolve an advertised next-hop address, even if
the router does not have an address on the same |IP network as the
adverti sed next-hop address.

The follow ng procedures assume a router only accepts routing updates
if it knows the IP address of the sender of the update, can resolve
the | P address of the sender to its associated |ink | evel address,
and has an interface on the same |ink | evel network as the sender.

A router that inplenments Directed ARP procedures includes an ARP
Hel per Address with each routing table entry. The ARP Hel per Address
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associated with an entry learned via a routing protocol update is
NULL i f the associated next-hop address matches a routing table entry
with a NULL next-hop and NULL ARP Hel per Address (i.e., the router

al ready knows how to resolve the next-hop address). Oherwi se, the
ARP Hel per Address is the |IP address of the router that sent the
routi ng update.

Sone di stance-vector routing protocols (e.g., BGP [3]) provide syntax
that would permt a router to advertise an address on a foreign IP
network as a next-hop. |If a router that inplenents Directed ARP
procedures advertises a foreign next-hop | P address to a second
router that does not inplenment Directed ARP procedures, the second
router can not use the advertised foreign next-hop. Depending on the
details of the routing protocol inplenentation, it might be
appropriate for the first router to also advertise a next-hop that is
not on a foreign IP network (e.g., itself), perhaps at a higher cost.
O, if the routing relationship is an adm ni stered connection (e.qg.,
BGP rel ati onshi ps are adm ni stered TCP/I P connections), the

admi ni strative procedure coul d determ ne whether foreign next-hop IP
addresses shoul d be advertised.

A di stance-vector routing protocol could advertise that a destination
is directly reachabl e by specifying that the router receiving the
advertisenment is, itself, the next-hop to the destination. 1In

addi tion, the advertised netric for the route mght be zero. |If the
router did not already have a routing table entry that specified the
advertised destination was local (i.e., NULL next-hop address), the
router could add the new route with NULL next-hop, and the |IP address
of the router that sent the update as ARP Hel per Address.

4.3 Link State Routing Protocol

A link-state routing protocol provides procedures for routers to
identify links to other entities (e.g., other routers and networks),
determ ne the state or cost of those links, reliably distribute
link-state information to other routers in the routing donain, and
cal cul ate routes based on link-state information received from ot her
routers. A router with an interface to two (or nore) IP networks via
the same link level interface is connected to those |IP networks via a
single link, as described above. |If a router could advertise that it
used the sanme link to connect to two (or nore) |P networks, and woul d
perform Directed ARP procedures, routers on either of the IP networks
could forward packets directly to hosts and routers on both IP

networ ks, using Directed ARP procedures to resolve addresses on the
foreign IP network. Wth Directed ARP, the cost of the direct path
to the foreign IP network would be |l ess than the cost of the path
through the router with addresses on both |IP networks.
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To benefit from Directed ARP procedures, the |ink-state routing
protocol must include procedures for a router to advertise
connectivity to nultiple IP networks via the sane |link, and the
routing table calculation process nust include procedures to

cal cul ate ARP Hel per Addresses and procedures to accurately calcul ate
the reduced cost of the path to a foreign I P network reached directly
via Directed ARP procedures.

The Shortest Path First algorithmfor calculating | east cost routes
is based on work by Dijkstra [7], and was first used in a routing
protocol by the ARPANET, as described by McQuillan [8]. A router
constructs its routing table by building a shortest path tree, with
itself as root. The process is iterative, starting with no entries
on the shortest path tree, and the router, itself, as the only entry
in alist of candidate vertices. The router then | oops on the
follow ng two steps.

1. Renove the entry fromthe candidate list that is closest to
root, and add it to the shortest path tree.

2. Examine the link state advertisenent fromthe entry added to
the shortest path tree in step 1. For each neighbor (i.e.
router or IP network to which a link connects)

- If the neighbor is already on the shortest path tree, do
not hi ng.

- If the neighbor is on the candidate list, recalculate the
di stance fromroot to the neighbor. Also recalculate the
next - hop(s) to the nei ghbor

- If the neighbor is not on the candidate |list, calculate
the distance fromroot to the neighbor and the next-hop(s)
fromroot to the neighbor, and add the neighbor to the
candi date |ist.

The process term nates when there are no entries on the candidate list.

To take advantage of Directed ARP procedures, the link-state protoco
nmust provi de procedures to advertise that a router accesses two or nore
I P networks via the sanme link. In addition, the Shortest Path First
calculation is nodified to cal cul ate ARP Hel per Addresses and recogni ze
pat h cost reductions achieved via Directed ARP

1. If a neighbor under consideration is an IP network, and its
parent (i.e., the entry added to the shortest path tree in step
1, above) has advertised that the neighbor is reached via the
same link as a network that is already on the shortest path
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tree, the distance fromroot and next-hop(s) fromroot to the
nei ghbor are the sane as the distance and next-hop(s)
associated with the network already on the shortest path tree.
If the ARP Hel per Address associated with the network that is
al ready on the shortest path tree is not NULL, the neighbor

al so inherits the ARP Hel per Address fromthe network that is
al ready on the shortest path tree.

2. |If the calculated next-hop to the neighbor is not NULL, the
nei ghbor inherits the ARP Hel per Address fromits parent.
O herwi se, except as described in item1, the ARP Hel per
Address is the I P address of the next-hop to the neighbor’s
parent. Note that the next-hop to root is NULL

For each router or IP network on the shortest path tree, the Shortest
Path First algorithm described above nmust cal cul ate one or nore
next - hops that can be used to access the router or IP network. A
router that advertises a link to an IP network must include an I P
address that can be used by other routers on the |IP network when
using the router as a next-hop. A router night advertise that it was
connected to two I P networks via the sane |ink by advertising the
same next-hop I P address for access fromboth IP networks. To
accommpbdat e t he address resol ution constraints of routers on both IP
networks the router might advertise two | P addresses (one from each

| P network) as next-hop I P addresses for access fromboth IP

net wor ks.

5. Robustness

Hosts and routers can use Directed ARP to resolve third-party next-

hop addresses; i.e., next-hop addresses learned froma routing
protocol peer or current next-hop router. Undetected failure of a
third party next-hop can result in a routing "black hole". To avoid
"bl ack hol es", host requirenents [5] specify that a host "...MJST be
able to detect the failure of a 'next-hop’ gateway that is listed in
its route cache and to choose an alternate gateway." A host may

recei ve feedback from protocol |ayers above IP (e.g., TCP) that

i ndicates the status of a next-hop router, and may use ot her
procedures (e.g., ICVWP echo) to test the status of a next-hop router
But the conplexity of routing is borne by routers, whose routing

i nformati on nust be consistent with the information known to their
peers. Routing protocols such as BGP [3], OSPF [4], and others,
require that routers nust stand behind routing i nformation that they
advertise. Routers tag routing information with the |IP address of
the router that advertised the information. |If the information
becones invalid, the router that advertised the information nust
advertise that the old information is no longer valid. |[If a source
of routing information becones unavailable, all information received
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fromthat source nust be marked as no longer valid. The conplexity
of dynam c routing protocols stens from procedures to ensure routers
either receive routing updates sent by a peer, or are able to
determ ne that they did not receive the updates (e.g., because
connectivity to the peer is no |onger avail able).

Third-party next-hops can also result in "black holes" if the
underlying link layer network connectivity is not transitive. For
exanple, SMDS filters [9] could be adm nistered to permt

comuni cati on between the SMDS addresses of router RL and router R2,
and between the SMDS addresses of router R2 and router R3, and to

bl ock conmuni cati on between the SMDS addresses of router Rl and
router R3. Router R2 could advertise router R3 as a next-hop to
router RL, but SMDS filters woul d prevent direct communi cation
between router RL and router R3. Non-synmetric filters mght permt
router R3 to send packets to router R1, but bl ock packets sent by
router Rl addressed to router R3.

A host or router could verify link level connectivity with a next-hop
router by sending an I CVP echo to the Iink |Ievel address of the
next-hop router. (Note that the ICVMP echo is sent directly to the
link level address of the next-hop router, and is not routed to the

| P address of the next-hop router. |If the ICVWP echo is routed, it
may follow a path that does not verify link | evel connectivity.) This
test could be perforned before adding the associated routing table
entry, or before the first use of the routing table entry. Detection
of subsequent changes in link |evel connectivity is a dynam c routing
protocol issue and is beyond the scope of this meno.
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Security Considerations
Security issues are not discussed in this neno.
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