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Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

Thi s docunent proposes a nmethod for splitting, reconbining and
sequenci ng datagrans across nultiple logical data links. This work
was originally notivated by the desire to exploit multiple bearer
channels in ISDN, but is equally applicable to any situation in which
multiple PPP |inks connect two systens, including async links. This
i s acconplished by nmeans of new PPP [2] options and protocols.

The differences between the current PPP Multilink specification (RFC
1717) and this nmenop are explained in Section 11. Any system

i npl enenting the additional restrictions required by this meno wll
be backwards compatible with conform ng RFC 1717 i npl enentati ons.
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1. Introduction
1.1. Mbtivation

Basic Rate and Primary Rate | SDN both offer the possibility of
openi ng mul tiple sinmultaneous channel s between systens, giving users
addi ti onal bandw dth on demand (for additional cost). Previous
proposals for the transni ssion of internet protocols over |SDN have
stated as a goal the ability to make use of this capability, (e.g.,
Leifer et al., [1]).

There are proposals being advanced for providing synchronization
between nultiple streans at the bit |evel (the BONDI NG proposals);
such features are not as yet w dely deployed, and may require
addi ti onal hardware for end system Thus, it may be useful to have a
purely software solution, or at |east an interim measure.
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There are other instances where bandwi dth on demand can be expl oited,
such as using a dialup async line at 28,800 baud to back up a | eased
synchronous line, or opening additional X 25 SVCs where the w ndow
sizeis limted to two by international agreenent.

The sinpl est possible algorithns of alternating packets between
channel s on a space avail abl e basis (which m ght be called the Bank
Teller’s algorithm may have undesirable side effects due to
reordering of packets.

By neans of a four-byte sequenci ng header, and sinple synchronization
rul es, one can split packets anong parallel virtual circuits between
systens in such a way that packets do not becone reordered, or at

|l east the likelihood of this is greatly reduced.

1.2. Functional Description

The net hod di scussed here is simlar to the nultilink protoco
described in SO 7776 [4], but offers the additional ability to split
and reconbi ne packets, thereby reducing | atency, and potentially

i ncrease the effective nmaxi mumreceive unit (MRU). Furthernore,
there is no requirenent here for acknow edged- node operation on the
link layer, although that is optionally permtted.

Multilink is based on an LCP option negotiation that pernmits a system
to indicate to its peer that it is capable of combining nultiple
physical links into a "bundle". Only under exceptional conditions
woul d a given pair of systenms require the operation of nore than one
bundl e connecting them

Multilink is negotiated during the initial LCP option negotiation. A
systemindicates to its peer that it is willing to do nultilink by
sending the multilink option as part of the initial LCP option
negotiation. This negotiation indicates three things:

1. The system offering the option is capable of conbining rmultiple
physi cal links into one |ogical I|ink;
2. The systemis capable of receiving upper |ayer protocol data

units (PDU) fragnented using the nmultilink header (described
| ater) and reassenbling the fragnents back into the original PDU
for processing;

3. The systemis capable of receiving PDUs of size N octets where N
is specified as part of the option even if Nis larger than the
maxi mum receive unit (MRU) for a single physical |ink
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Once nultilink has been successfully negotiated, the sending system
is free to send PDUs encapsul ated and/ or fragnmented with the
mul tilink header

1.3. Conventions

The follow ng | anguage conventions are used in the itens of
specification in this docunent:

o] MJUST, SHALL or MANDATORY -- the itemis an absol ute requirenent
of the specification

o] SHOULD or RECOWMENDED -- the item should generally be foll owed
for all but exceptional circunstances.

o] MAY or OPTIONAL -- the itemis truly optional and may be
foll owed or ignored according to the needs of the inplenentor.

2. GCeneral Overview

In order to establish conmuni cations over a point-to-point |ink, each
end of the PPP link nust first send LCP packets to configure the data
l'ink during Link Establishnment phase. After the |ink has been
establ i shed, PPP provides for an Authentication phase in which the
aut hentication protocols can be used to determine identifiers
associated with each system connected by the |ink

The goal of nmultilink operation is to coordinate nultiple independent
i nks between a fixed pair of systems, providing a virtual link with
greater bandwi dth than any of the constituent nenbers. The aggregate
link, or bundle, is named by the pair of identifiers for two systens
connected by the multiple links. A systemidentifier may include

i nformati on provided by PPP Authentication [3] and information

provi ded by LCP negotiation. The bundled |inks can be different
physical links, as in multiple async lines, but may al so be instances
of multiplexed links, such as ISDN, X. 25 or Frame Relay. The |inks
may al so be of different kinds, such as pairing dialup async |inks
with | eased synchronous |inks.

We suggest that nultilink operation can be nodel ed as a virtual PPP
link-layer entity wherein packets received over different physica
link-layer entities are identified as belonging to a separate PPP
network protocol (the Multilink Protocol, or MP) and reconbi ned and
sequenced according to information present in a nmultilink
fragnentation header. Al packets received over links identified as
bel onging to the nultilink arrangenent are presented to the sane

net wor k- | ayer protocol processing machine, whether they have
multilink headers or not.
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The packets to be transmitted using the multilink procedure are
encapsul ated according to the rules for PPP where the foll ow ng
opti ons woul d have been manual | y confi gured:

No async control character Map

No Magi ¢ Nunber

No Link Quality Monitoring

Address and Control Field Conpression
Protocol Field Conpression

No Compound Franes

No Sel f - Descri bi ng- Paddi ng

O O0OO0OO0OO0OO0O0

According to the rules specified in RFCL661, this neans that an

i npl emrent ati on MJST accept reassenbl ed packets with and without

| eadi ng zeroes present in the Protocol Field of the reassenbl ed
packet. Although it is explicitly forbidden below to include the
Address and Control fields (usually, the two bytes FF 03) in the
material to be fragnented, it is a good defensive progranmm ng
practice to accept the packet anyway, ignoring the two bytes if
present, as that is what RFC1661 specifies.

As a courtesy to inplenentations that perform better when certain

al i gnnment obtains, it is suggested that a determ nation be nmade when
a bundle is created on whether to transmt |eading zeroes by
exam ni ng whet her PFC has been negotiated on the first link admtted
into a bundle. This determination should be kept in force so |long as
a bundl e persists.

O course, individual links are pernmitted to have different settings
for these options. As described bel ow, nmenber |inks SHOULD negoti ate
Sel f - Descri bi ng- Paddi ng, even though pre-fragnmented packets MJST NOT
be padded. Since the Protocol Field Conpression node on the nenber
link allows a sending systemto include a | eading byte of zero or not
at its discretion, this is an alternative nechani smfor generating
even-| ength packets.

LCP negotiations are not pernitted on the bundle itself. An

i npl ementati on MJUST NOT transmt LCP Configure-Request, -Reject,

- Ack, -Nak, Term nate-Request or -Ack packets via the nultilink
procedure, and an inplenentation receiving them MIST silently discard
them (By "silently discard" we nean to not generate any PPP packets
in response; an inplenentation is free to generate a log entry

regi stering the reception of the unexpected packet). By contrast,

ot her LCP packets having control functions not associated with
changing the defaults for the bundle itself are permtted. An

i npl ementation MAY transmit LCP Code- Reject, Protocol-Reject, Echo-
Request, Echo-Reply and Di scard- Request Packets.
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The effective MRU for the logical-link entity is negotiated via an
LCP option. It is irrelevant whether Network Control Protoco
packets are encapsulated in multilink headers or not, or even over
which link they are sent, once that link identifies itself as

bel onging to a multilink arrangenent.

Note that network protocols that are not sent using nultilink headers
cannot be sequenced. (And consequently will be delivered in any
conveni ent way).

For exampl e, consider the case in Figure 1. Link 1 has negoti ated
network layers NL 1, NL 2, and MP between two systenms. The two
systens then negotiate MP over Link 2.

Franes received on link 1 are denultiplexed at the data |ink |ayer
accordi ng the PPP network protocol identifier and can be sent to NL
1, NL 2, or MP. Link 2 will accept frames with all network protoco
identifiers that Link 1 does.

Frames received by MP are further denultiplexed at the network | ayer
according to the PPP network protocol identifier and sent to NL 1 or
NL 2. Any franmes received by MP for any other network | ayer
protocols are rejected using the nornmal protocol reject mechani sm
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3.

Figure 1. Miltilink Overview.
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Packet Formats

In this section we describe the |ayout of individual fragnents, which
are the "packets" in the Miultilink Protocol. Network Protoco

packets are first encapsul ated (but not framed) according to nornmal
PPP procedures, and | arge packets are broken up into nultiple
segnents sized appropriately for the multiple physical I|inks.

Al though it woul d otherwi se be permtted by the PPP spec,

i npl emrent ati ons MJUST NOT include the Address and Control Field in the
logical entity to be fragnented. A new PPP header consisting of the
Mul tilink Protocol ldentifier, and the Multilink header is inserted
bef ore each section. (Thus the first fragment of a multilink packet
in PPP will have two headers, one for the fragnent, foll owed by the
header for the packet itself).
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Systens inplenmenting the nultilink procedure are not required to
fragnent small packets. There is also no requirenment that the
segnents be of equal sizes, or that packets nust be broken up at all
A possible strategy for contending with menmber |inks of differing
transni ssion rates would be to divide the packets into segnents
proportion to the transnission rates. Another strategy mght be to
divide theminto many equal fragments and distribute multiple
fragnents per link, the nunbers being proportional to the relative
speeds of the |inks.

PPP nultilink fragments are encapsul ated using the protocol

identifier Ox00-0x3d. Followi ng the protocol identifier is a four
byt e header contai ning a sequence nunber, and two one bit fields
indicating that the fragnment begi ns a packet or termni nates a packet.
After negotiation of an additional PPP LCP option, the four byte
header may be optionally replaced by a two byte header with only a 12
bit sequence space. Address & Control and Protocol |D conpression
are assuned to be in effect. |Individual fragnents will, therefore,
have the followi ng format:

Figure 2: Long Sequence Nunmber Fragnment Fornmat.

S S +
PPP Header: | Address Oxff | Control 0x03
S S +
| PID(H 0x00 | PID(L) 0x3d |
e T T S eI +
MP Header : | Bl E| O] O] O] O] O] O] sequence nunber |
e T T S eI +
| sequence nunber (L) |
S S +
| fragment data |
I I
I I
I I
S S +
PPP FCS: | FCS |
S S +
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Figure 3: Short Sequence Nunber Fragnment Fornat.

S S +
PPP Header: | Address Oxff | Control 0x03
S S +
| PID(H 0x00 | PID(L) 0x3d |
I S S +
MP Header | Bl E| O] Of sequence nunber |
I S S +
| fragment data |
I I
I I
I : I
S S +
PPP FCS: | FCS |
S S +

The (B)eginning fragment bit is a one bit field set to 1 on the first
fragnent derived froma PPP packet and set to O for all other
fragnents fromthe sane PPP packet.

The (E)nding fragnment bit is a one bit field set to 1 on the |ast
fragment and set to O for all other fragnments. A fragnent may have
both the (B)eginning and (E)nding fragment bits set to 1.

The sequence field is a 24 bit or 12 bit nunber that is incremented
for every fragnment transnmitted. By default, the sequence field is 24
bits long, but can be negotiated to be only 12 bits with an LCP
configuration option described bel ow.

Bet ween the (E)nding fragnent bit and the sequence nunber is a
reserved field, whose use is not currently defined, which MJST be set
to zero. It is 2 bits long when the use of short sequence nunbers
has been negotiated, 6 bits otherwi se.

In this multilink protocol, a single reassenbly structure is
associated with the bundle. The nultilink headers are interpreted in
the context of this structure.

The FCS field showmn in the diagramis inherited fromthe normnal
fram ng mechani smfromthe nenber |ink on which the packet is
transnitted. There is no separate FCS applied to the reconstituted
packet as a whole if transmitted in nore than one fragnent.
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3.1. Paddi ng Considerations

Systens that support the nultilink protocol SHOULD i npl enment Self-
Descri bi ng- Paddi ng. A systemthat inplenents self-describing-padding
by definition will either include the padding option in its initial
LCP Configure-Requests, or (to avoid the delay of a Configure-Reject)
i nclude the padding option after receiving a NAK containing the

opti on.

A systemthat nust pad its own transm ssions but does not use Self-
Descri bi ng- Paddi ng when not using nultilink, MAY continue to not use
Sel f-Describing-Padding if it ensures by careful choice of fragnent

Il engths that only (E)nding fragnents of packets are padded. A system
MUST NOT add paddi ng to any packet that cannot be recogni zed as
padded by the peer. Non-terminal fragnents MJUST NOT be padded with
trailing material by any other nethod than Sel f-Descri bi ng- Paddi ng.

A system MJST ensure that Self-Describing-Paddi ng as described in RFC
1570 [11] is negotiated on the individual link before transmtting
any multilink data packets if it nmight pad non-terninal fragnments or
if it would use network or conpression protocols that are vul nerable
to padding, as described in RFC 1570. |If necessary, the systemthat
adds paddi ng MJST use LCP Configure-NAK' s to elicit a Configure-
Request for Self-Describing-Padding fromthe peer.

Note that LCP Configure-Requests can be sent at any tinme on any |ink
and that the peer will always respond with a Configure-Request of its
own. A systemthat pads its transm ssions but uses no protocols
other than nmultilink that are vul nerable to paddi ng MAY del ay
ensuring that the peer has Configure-Requested Sel f-Describing-
Paddi ng until it seens desireable to negotiate the use of Miltilink
itself. This permits the interoperability of a systemthat pads with
ol der peers that support neither Multilink nor Self-Describing-

Paddi ng.

4. Trading Buffer Space Against Fragnment Loss

In a nmultilink procedure one channel nmay be del ayed with respect to
the other channels in the bundle. This can lead to fragnents being
recei ved out of order, thus increasing the difficulty in detecting
the loss of a fragnent. The task of estinating the ampunt of space
required for buffering on the receiver becones nore conpl ex because
of this. 1In this section we discuss a technique for declaring that a
fragment is lost, with the intent of ninimzing the buffer space
required, yet mnimzing the nunber of avoi dabl e packet | osses.
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4.1. Detecting Fragnent Loss

On each nenber link in a bundle, the sender MJUST transmit fragnents
with strictly increasing sequence nunbers (nodulo the size of the
sequence space). This requirenment supports a strategy for the
receiver to detect |ost fragnments based on conpari ng sequence
nunbers. The sequence nunber is not reset upon each new PPP packet,
and a sequence nunber is consuned even for those fragments which
contain an entire PPP packet, i.e., one in which both the (B)eginning
and (E)nding bits are set.

An i nmpl enmentati on MJST set the sequence nunber of the first fragnent
transmted on a newl y-constructed bundle to zero. (Joining a
secondary link to an exisiting bundle is invisible to the protocol,
and an i npl enentati on MUST NOT reset the sequence nunber space in
this situation).

The receiver keeps track of the incom ng sequence nunbers on each
link in a bundl e and naintains the current minimm of the nost
recently received sequence nunber over all the nmenber links in the
bundle (call this M. The receiver detects the end of a packet when
it receives a fragnent bearing the (E)nding bit. Reassenbly of the
packet is conplete if all sequence nunbers up to that fragment have
been received.

A lost fragnent is detected when M advances past the sequence nunber
of a fragnment bearing an (E)nding bit of a packet which has not been
conpl etely reassenbled (i.e., not all the sequence nunbers between
the fragnment bearing the (B)eginning bit and the fragment bearing the
(E)nding bit have been received). This is because of the increasing
sequence nunber rule over the bundle. Any sequence nunber so
detected is assuned to correspond to a fragnent which has been | ost.

An inmplenmentati on MUST assune that if a fragnment bears a (B)eginning
bit, that the previously nunbered fragnment bore an (E)nding bit.
Thus if a packet is lost bearing the (E)ynding bit, and the packet
whose fragment nunber is Mcontains a (B)eginning bit, the

i npl erentati on MJST discard fragnments for all unassenbl ed packets
through M1, but SHOULD NOT discard the fragnent bearing the new
(B)eginning bit on this basis al one.

The detection of a |lost fragnent, whose sequence nunber was deduced
to be U, causes the receiver to discard all fragments up to the

| owest nunbered fragment with an ending bit (possibly deduced)
greater than or equal to U However, the quantity Mmay junp into
the mddle of a chain of packets which can be successful conpl et ed.
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Fragnents may be | ost due to corruption of individual packets or
catastrophic loss of the Iink (which may occur only in one
direction). This version of the nmultilink protocol mandates no
specific procedures for the detection of failed Iinks. The PPP link
qual ity managenent facility, or the periodic issuance of LCP echo-
requests could be used to achieve this.

Senders SHOULD avoi d keeping any nenber links idle to maxinm ze early
detection of lost fragnents by the receiver, since the value of Mis
not incremented on idle links. Senders SHOULD rotate traffic anong
the menber links if there isn't sufficient traffic to overflow the
capacity of one link to avoid idle |inks.

Loss of the final fragnment of a transm ssion can cause the receiver
to stall until new packets arrive. The likelihood of this may be
decreased by sending a null fragnment on each nmenber link in a bundle
that woul d ot herwi se becone idle imediately after having transmtted
a fragnment bearing the (Eynding bit, where a null fragnent is one
consisting only of a multilink header bearing both the (B)egin and
(E)nding bits (i.e., having no payload). |I|nplenmentations concerned
about either wasting bandwi dth or per packet costs are not required
to send null fragnents and may el ect to defer sending themuntil a
timer expires, with the marginally increased possibility of |engthier
stalls in the receiver. The receiver SHOULD i npl enent sone type of
link idle tinmer to guard agai nst indefinite stalls.

The increasing sequence per link rule prohibits the reallocation of
fragnents queued up behind a failing link to a working one, a
practice which is not unusual for inplenmentations of SO nultilink
over LAPB [4].

4.2. Buffer Space Requirenents

There is no anount of buffering that will guarantee correct detection
of fragnent | oss, since an adversarial peer may w thhold a fragnent
on one channel and send arbitrary anounts on the others. For the
usual case where all channels are transmitting, you can show that
there is a m ni num anount bel ow whi ch you could not correctly detect
packet | oss. The anpunt depends on the relative delay between the
channel s, (D[ channel-i,channel-j]), the data rate of each channel

R c], the maxi mum fragnment size permtted on each channel, F[c], and
the total anount of buffering the transnitter has all ocated anpngst

t he channel s.

When using PPP, the delay between channels could be estinated by
usi ng LCP echo request and echo reply packets. (In the case of |inks
of different transnission rates, the round trip tines should be
adjusted to take this into account.) The slippage for each channel
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is defined as the bandwidth tinmes the delay for that channel relative
to the channel with the |ongest delay, S[c] = Rc] * Dc,c-worst].
(S[c-worst] will be zero, of coursel)

A situation which woul d exacerbate sequence nunber skew woul d be one
in which there is extrenely bursty traffic (alnost allow ng al
channels to drain), and then where the transmtter would first queue
up as nmany consecutively nunbered packets on one link as it could,
then queue up the next batch on a second |link, and so on. Since
transmtters nust be able to buffer at |east a maxi mum sized

fragment for each Iink (and will usually buffer up at |east two) A
receiver that allocates any less than S[1] + S[2] + ... + SN + F[1]
+ ... + F[N, will be at risk for incorrectly assum ng packet | oss,

and therefore, SHOULD al |l ocate at | east tw ce that.
5. PPP Link Control Protocol Extensions

If reliable nultilink operation is desired, PPP Reliable Transm ssion
[6] (essentially the use of |1SO LAPB) MJST be negotiated prior to the
use of the Miultilink Protocol on each nmenber 1ink

Whet her or not reliable delivery is enployed over nmenber |inks, an
i npl ementati on MJST present a signal to the NCP's running over the
multilink arrangenent that a | oss has occurred.

Conpressi on may be used separately on each nmenber link, or run over
the bundle (as a logical group link). The use of multiple
conpression streanms under the bundle (i.e., on each |ink separately)
is indicated by running the Conpression Control Protocol [5] but with
an alternative PPP protocol ID.

5.1. Configuration Option Types

The Multilink Protocol introduces the use of additional LCP
Configuration Options:

o Miltilink Maxi mum Recei ved Reconstructed Unit

o Miltilink Short Sequence Number Header For mat
o Endpoint Discrimnator
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5.1.1. Miltilink MRRU LCP option
Figure 4: Miltilink MRRU LCP option

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Type = 17 | Length = 4 | WMax-Receive- Reconstructed-Unit|
il s T T S S S S S i N T i ST S S S S S e e L T 2

The presence of this LCP option indicates that the systemsending it
i npl emrents the PPP Multilink Protocol. If not rejected, the system
will construe all packets received on this link as being able to be
processed by a common protocol nmachine with any other packets
received fromthe sanme peer on any other link on which this option
has been accept ed.

The Max- Recei ve-Reconstructed unit field is two octets, and specifies
t he maxi mum nunber of octets in the Information fields of reassenbl ed
packets. A system MJST be able to receive the full 1500 octet
Information field of any reassenbl ed PPP packet although it MAY
attenpt to negotiate a snaller, or larger value. The nunber 1500
here conmes fromthe specification for the MRU LCP option in PPP; if
this requirenment is changed in a future version of RFC 1661, the sane
rules will apply here.

A system MJUST include the LCP MRRU option in every LCP negotiation
intended to instantiate a bundle or to join an existing bundle. If
the LCP MRRU option is offered on a link which is intended to join an
exi sting bundle, a system MJST offer the same Max- Recei ve-
Reconstruct-Unit val ue previously negotiated for the bundle.

A system MUST NOT send any nultilink packets on any link unless its
peer has offered the MVRU LCP option and the system has confi gure-
Ack’ ed it during the nost recent LCP negotiation on that link. A
system MAY include the MVRU LCP option in a configure-NAK, if its
peer has not offered it (until, according to PPP rules, the peer
configure-Reject’s it).

Note: the MRRU val ue conveyed imthis option corresponds to the MRU
of the bundl e when conceptualized as a PPP entity; but the rules for
the Multilink MRRU option are different fromthe LCP MRU option, as
some val ue MUST be offered in every LCP negotiation, and that
confirmation of this option is required prior to multilink
interpretation.
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5.1.2. Short Sequence Nunber Header Format Option
Figure 5: Short Sequence Nunber Header Format Option

0 1
0123456789012345
I I i s S I S S
| Type = 18 | Length = 2 |
I I i s S I S S
This option advises the peer that the inplenentation wi shes to
receive fragnents with short, 12 bit sequence nunbers. Wen a peer
system configure-Ack’s this option, it MJST transmit all multilink
packets on all links of the bundle with 12 bit sequence nunbers or
configure-Reject the option. |[If 12 bit sequence nunbers are desired,
this option MIST be negotiated when the bundle is instantiated, and
MUST be explicitly included in every LCP configure request offered by
a systemwhen the systemintends to include that link in an existing

bundl e using 12 bit sequence nunbers. |If this option is never
negoti ated during the life of a bundle, sequence nunbers are 24 bits
| ong.

An inplementation wishing to transmt nmultilink fragments with short
sequence nunbers MAY include the nultilink short sequence nunmber in a
configure-NAK to ask that the peer respond with a request to receive
short sequence nunmbers. The peer is not conpelled to respond with

t he opti on.

5.1.3. Endpoint Discrimnator Option
Figure 7: Endpoint Discrimnator Option

0 1 2 3
01234567890123456789012345678901
il s T T S S S S S i N T i ST S S S S S e e L T 2

| Type = 19 | Lengt h | d ass | Address ...
il s T T S S S S S i N T i ST S S S S S e e L T 2

The Endpoint Discrimnator Option represents identification of the
systemtransnitting the packet. This option advises a systemthat
the peer on this link could be the same as the peer on anot her

existing link. [If the option distinguishes this peer from al
ot hers, a new bundl e MJUST be established fromthe |ink being
negotiated. |If this option matches the class and address of sone

ot her peer of an existing link, the new |link MJST be joined to the

bundl e containing the link to the matching peer or MIJST establish a
new bundl e, dependi ng on the decision tree shown in (1) through (4)
bel ow.
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To securely join an existing bundle, a PPP authentication protocol

[3] nust be used to obtain authenticated information fromthe peer to
prevent a hostile peer fromjoining an existing bundle by presenting
a falsified discrininator option.

This option is not required for multilink operation. |If a system
does not receive the Miltilink MRRU option, but does receive the
Endpoi nt Di scrimnator Option, and there is no manual configuration
providi ng outside information, the inplenentation MJST NOT assune
that nultilink operation is being requested on this basis alone.

As there is also no requirenment for authentication, there are four
sets of scenari os:

(1) No authentication, no discrimnator:
Al'l new |links MJST be joined to one bundle, unless
there is manual configuration to the contrary.
It is also permissible to have nore than one manual |y
confi gured bundl e connecting two given systens.

(2) Discrimnator, no authentication
Di scrim nator match -> MJST join mat chi ng bundl e,
di scrimnator msmatch -> MJST establish new bundl e.

(3) No discrimnator, authentication:
Aut henticated match -> MJST join matching bundl e,
aut henticated m smatch -> MJST establish new bundl e.

(4) Discrimnator, authentication
Di scrim nator match and aut henticated match -> MJST joi n bundl e,
di scrimnator msmatch -> MJST establish new bundl e,
aut henticated m smatch -> MJST establish new bundl e.

The option contains a C ass which selects an identifier address space
and an Address which selects a unique identifier within the class
addr ess space.

This identifier is expected to refer to the mechani cal equi pnent
associated with the transmtting system For sone cl asses,

uni queness of the identifier is global and is not bounded by the
scope of a particular administrative domain. Wthin each class,
uni queness of address values is controlled by a class dependent
policy for assigning val ues.

Each endpoi nt may chose an identifier class without restriction.
Since the objective is to detect m smatches between endpoints
erroneously assuned to be alike, nismatch on class alone is
sufficient. Al though no one class is recomended, classes which have

Skl ower, et. al. St andar ds Track [ Page 16]



RFC 1990 PPP Multilink August 1996

uni versal ly uni que values are preferred.

This option is not required to be supported either by the system or
the peer. |If the option is not present in a Configure-Request, the
system MUST NOT generate a Configure-Nak of this option for any
reason; instead it SHOULD behave as if it had received the option
with ass = 0, Address = 0. |If a systemreceives a Configure-Nak or
Configure-Reject of this option, it MJST renove it from any
addi ti onal Confi gure- Request.

The size is determined fromthe Length field of the elenent. For
sone classes, the length is fixed, for others the length is variable.
The option is invalid if the Length field indicates a size belowthe
m ni mum for the cl ass.

An inplementati on MAY use the Endpoint Discrimnator to | ocate

adm ni stration or authentication records in a |ocal database. Such
use of this option is incidental to its purpose and is deprecated
when a PPP Aut hentication protocol [3] can be used instead. Since
some cl asses pernit the peer to generate random or |ocally assigned
address val ues, use of this option as a database key requires prior
agreenent between peer adninistrators.

The specification of the subfields are:

Type

19 = for Endpoint Discrimnator
Lengt h

3 + length of Address
Cl ass

The Class field is one octet and indicates the identifier
address space. The nobst up-to-date val ues of the LCP Endpoi nt
Di scrimnator Class field are specified in the nost recent
"Assi gned Nunbers" RFC [7]. Current values are assigned as
foll ows:

0 Nul I O ass

1 Local | y Assigned Address

2 Internet Protocol (IP) Address

3 | EEE 802.1 d obally Assigned MAC Address

4 PPP Magi c- Number Bl ock
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5 Public Switched Network Directory Number
Addr ess
The Address field is one or nore octets and indicates the
identifier address within the selected class. The length and
content depend on the value of the O ass as foll ows:
Cass 0 - Null dass
Maxi mum Length: O
Cont ent :
This class is the default value if the option is not
present in a received Configure-Request.
Class 1 - Locally Assigned Address
Maxi mum Lengt h: 20
Cont ent :
This class is defined to pernit a local assignhnment in the
case where use of one of the globally unique classes is not
possi ble. Use of a device serial nunber is suggested. The
use of this class is deprecated since uniqueness i s not
guar ant eed.
Class 2 - Internet Protocol (IP) Address
Fi xed Length: 4
Cont ent :

An address in this class contains an | P host address as
defined in [8].

Class 3 - IEEE 802.1 dobally Assigned MAC Address
Fi xed Length: 6
Cont ent :
An address in this class contains an | EEE 802. 1 MAC address
in canonical (802.3) format [9]. The address MJST have the
gl obal /1 ocal assignnment bit clear and MJST have the

mul ticast/specific bit clear. Locally assigned MAC
addresses shoul d be represented using Cass 1
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G ass 4 - PPP Magi c- Nunber Bl ock
Maxi mum Lengt h: 20
Cont ent :

This is not an address but a block of 1 to 5 concatenated
32 bit PPP Magic-Nunbers as defined in [2]. This class
provides for automatic generation of a value |ikely but not
guaranteed to be unique. The sanme bl ock MJUST be used by an
endpoi nt continuously during any period in which at |east
one link is in the LCP Open state. The use of this class

i s deprecated.

Not e that PPP Magi c- Nunbers are used in [2] to detect
unexpected | oopbacks of a link froman endpoint to itself.
There is a small probability that two distinct endpoints
wi Il generate matchi ng magi c-nunbers. This probability is
geonetrically reduced when the LCP negotiation is repeated
in search of the desired nismatch, if a peer can generate
uncorrel ated magi c- nunbers.

As used here, magi c-nunbers are used to determne if two
links are in fact fromthe sane peer endpoint or fromtwo
di stinct endpoints. The nunbers always match when there is
one endpoint. There is a small probability that the
nunbers will match even if there are two endpoints. To
achi eve the sanme confidence that there is not a false match
as for LCP | oopback detection, several uncorrel ated magic-
nunbers can be conbined in one bl ock

Class 5 - Public Swmtched Network Directory Nunmber
Maxi mum Lengt h: 15
Cont ent :
An address in this class contains an octet sequence as
defined by 1.331 (E.164) representing an international
tel ephone directory nunmber suitable for use to access the
endpoint via the public switched tel ephone network [10].
6. Initiating use of Multilink Headers
When the use of the Miultilink protocol has been negotiated on a |ink
(say Y), and the Iink is being added to a bundl e which currently

contains a single existing link (say X), a system MJUST transmt a
Mul tilink-encapsul ated packet on X before transmtting any Multilink-
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encapsul at ed packets on Y.

Since links may be added and renoved from a bundl e wi thout destroying
the state associated with it, the fragnent should be assigned the
appropriate (next) fragment number. As noted earlier, the first
fragment transnmitted in the life of a bundle is assigned fragnent
nunber O.

7. dosing Menber links

Menber |inks nmay be term nated according to nornal PPP LCP procedures
usi ng LCP Terni nat e- Request and Ter m nat e- Ack packets on that nenber
link. Since it is assuned that nmenber l|inks usually do not reorder
packets, receipt of a terninate ack is sufficient to assune that any
mul tilink protocol packets ahead of it are at no special risk of

| 0ss.

Recei pt of an LCP Term nate- Request on one |ink does not conclude the
procedure on the remaining |inks.

So long as any nmenber links in the bundle are active, the PPP state
for the bundl e persists as a separate entity. However, if the there
is aunique link in the bundle, and all the other |inks were closed
gracefully (with Term nate-Ack), an inplenentati on MAY cease using
mul tilink

headers.

If the nmultilink procedure is used in conjunction with PPP reliable
transm ssion, and a nenber link is not closed gracefully, the

i npl erent ati on shoul d expect to receive packets which violate the

i ncreasi ng sequence nunber rul e.

8. Interaction with O her Protocols

In the conmon case, LCP, and the Authentication Control Protoco
woul d be negotiated over each nenber |ink. The Network Protocols

t hensel ves and associ ated control exchanges woul d normal |y have been
conduct ed once, on the bundle.

In sone instances it may be desirable for some Network Protocols to
be exenpted from sequencing requirenents, and if the MRU sizes of the
link did not cause fragnentation, those protocols could be sent
directly over the nenber I|inks.

Al t hough explicitly discouraged above, if there were several nenber
links connecting two inplenentations, and independent sequencing of
two protocol sets were desired, but blocking of one by the other was
not, one could describe two nultilink procedures by assigning
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10.

mul ti ple endpoint identifiers to a given system [Each nenber I1ink,
however, would only belong to one bundle. One could think of a
physi cal router as housing two |ogically separate inplenentations,
each of which is independently configured.

A sinpler solution would be to have one link refuse to join the
bundl e, by sending a Configure-Reject in response to the Multilink
LCP opti on.

Security Considerations

Operation of this protocol is no nore and no | ess secure than
operation of the PPP authentication protocols [3]. The reader is
directed there for further discussion
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Di fferences from RFC 1717

This section docunents differences fromRFC 1717. There are
restrictions placed on inplenentations that were absent in RFC 1717
systens obeying these restrictions are fully interoperable with RFC
1717 - conpliant systens.

1. Negotiating Miultilink, per se

RFC 1717 pernmitted either the use of the Short Sequence Nunber Header
Format (SSNHF) or the Maxi num Reconstructed Receive Unit (MRRU)
options by thenselves to indicate the intent to negotiate nultilink
This specification forbids the use of the SSNHF option by itself; but
does pernit the specific of both options together. Any

i mpl enent ati on which otherwi se conforns to rfcl717 and al so obeys
this restriction will interoperate with any RFC 1717 inpl ementati on

2. Initial Sequence Nunber defined

This specification requires that the first sequence nunber
transnitted after the virtual |ink has reached to open state be 0.

3. Default Value of the MRRU

Thi s specfication renoves the default value for the MRRU, (since it
nmust al ways be negotiated with sone value), and specifies that an

i npl erent ati on must be support an MRRU with sane val ue as the default
MRU si ze for PPP

4. Config-Nak of EID prohibited

Thi s specification forbids the config-Naking of an EID for any
reason.

5. Uniformity of Sequence Space

This specification requires that the sane sequence fornat be enpl oyed
on all links in a bundle.
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11.

11.

6. Conmencing and Abating use of Miltilink Headers

This meno specifies how one should start the use of Miultilink Headers
when a link is added, and under what circunstances it is safe to
di sconti nue their use.

7. Manual Configuration and Bundl e Assi gnnment
The docunent explicitly permits nultiple bundles to be manually

configured in the absence of both the Endpoint Descrim nator and any
form of authentication.

Skl ower, et. al. St andar ds Track [ Page 23]



RFC 1990 PPP Multilink August 1996

13. Authors’ Addresses

Kei t h Skl ower

Conput er Sci ence Depart nent
384 Soda Hall, Ml Stop 1776
University of California

Ber kel ey, CA 94720-1776

Phone: (510) 642-9587
EMai | : skl ower @S. Ber kel ey. EDU

Brian LI oyd

LI oyd I nternetwor ki ng
3031 Al hanbra Drive
Caneron Park, CA 95682

Phone: (916) 676-1147
EMail: brian@!| oyd. com

d enn McG egor

LI oyd I nternetwor ki ng
3031 Al hanmbra Drive
Caneron Park, CA 95682

Phone: (916) 676-1147
EMail: glenn@| oyd. com

Dave Carr

Newbr i dge Net wor ks Cor por ati on
600 March Road

P. 0. Box 13600

Kanata, Ontario,

Canada, K2K 2E6

Phone: (613) 591-3600
EMai | :  dcarr @lewbri dge. COM

Tom Cor adet ti

Si dewal k Sof t war e
1190 Josephi ne Road
Roseville, MW 55113

Phone: (612) 490 7856
EMai | : 70761. 1664@onpuserve. com

Skl ower, et. al. St andards Track [ Page 24]






