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Status of this Meno

This nenp is a report on a workshop sponsored by the Internet
Research Steering Goup. This nmeno is for information only. This
RFC does not specify an Internet standard. Distribution of this nmeno
is unlimted.

| nt roducti on

The goal of the workshop was to gather together a small nunber of

| eadi ng researchers on hi gh-speed networks in an environnment
conducive to lively thinking. The hope is that by having such a

wor kshop the | RSG has hel ped to stinmulate new or inproved research in
t he area of hi gh-speed networKks.

Attendance at the workshop was linited to fifty people, and attendees
had to apply to get in. Applications were reviewed by a program
conmittee, which accepted about half of them A few key individuals
were invited directly by the programconmttee, w thout application.
The wor kshop was organi zed by Dave Clark and Craig Partridge.

This workshop report is derived fromsession witeups by each of the
sessi on chai rman, which were then reviewed by the workshop
partici pants.

Session 1: Protocol Inplenentation (David D. dark, Chair)

Thi s session was concerned wi th what changes might be required in
protocols in order to achieve very high-speed operation

The session was introduced by David Clark (MT LCS), who cl ai med that
exi sting protocols would be sufficient to go at a gigabit per second,
if that were the only goal. |In fact, proposals for high-speed
networ ks usual ly include other requirenents as well, such as going

| ong di stances, supporting nmany users, supporting new services such
as reserved bandwi dth, and so on. Only by exanining the detail ed
requi rements can one understand and conpare various proposals for
protocols. A variety of techniques have been proposed to permt
protocols to operate at high speeds, ranging fromcl ever
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i npl enentation to conplete relayering of function. Cark asserted
that currently even the basic problemto be solved is not clear, |et
al one the proper approach to the solution

Mat s Bj orkman (Uppsal a University) described a project that involved
the use of an outboard protocol processor to support high-speed
operation. He asserted that his approach would pernmit accel erated
processi ng of steady-state sequences of packets. Van Jacobson (LBL)
reported results that suggest that existing protocols can operate at
hi gh speeds wi thout the need for outboard processors. He also argued
that resource reservation can be integrated into a connectionl ess
protocol such as IP without |osing the essence of the connectionl ess
architecture. This is in contrast to a nore comonly held beli ef
that full connection setup will be necessary in order to support
resource reservation. Jacobson said that he has an experinental |P
gateway that supports resource reservation for specific packet
seguences today.

Dave Borman (Cray Research) described hi gh-speed execution of TCP on
a Cray, where the overhead is nost probably the systemand 1/0
architecture rather than the protocol. He believes that protocols
such as TCP woul d be suitable for high-speed operation if the wi ndows
and sequence spaces were | arge enough. He reported that the current
speed of a TCP transfer between the processors of a Cray Y-MP was
over 500 Mops. Jon Crowcroft (University Coll ege London) described
the current network projects at UCL. He offered a specul ation that
congestion could be nanaged in very hi gh-speed networks by returning
to the sender any packets for which transm ssion capacity was not
avai |l abl e.

Dave Fel dneier (Bellcore) reported on the Bellcore participation in
the Aurora project, a joint experinent of Bellcore, IBM MT, and
UPenn, which has the goal of installing and evaluating two sorts of
swi tches at gigabit speeds between those four sites. Bellcore is
interested in switch and protocol design, and Fel dnmeier and his group
are designing and inplenmenting a 1 Gops transport protocol and
network interface. The protocol processor will have special support
for such things as forward error correction to deal with ATM cel

loss in VLSI; a new FEC code and chi p desi gn have been devel oped to
run at 1 CGops.

Because of the | arge nunber of speakers, there was no genera
di scussion after this session.
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Session 2: High-Speed Applications (Keith Lantz, Chair)

This session focused on applications and the requirenents they inpose
on the underlying networks. Keith Lantz (AQivetti Research

Cal i fornia) opened by introducing the concept of the portable office
- awrld where a user is able to take her work with her wherever she
goes. In such an office a worker can access the sanme services and
the same peopl e regardl ess of whether she is in the sanme buil ding
with those services and people, at home, or at a distant site (such
as a hotel) - or whether she is equipped with a highly portable,

mul ti-media workstation, which she can literally carry with her

wher ever she goes. Thus, portable should be interpreted as referring
to portability of access to services rather than to portability of
hardware. Al though not coordinated in advance, each of the
presentations in this session can be viewed as a perspective on the
portabl e office.

The bul k of Lantz's tal k focused on desktop tel econferencing - the
integration of traditional audio/video teleconferencing technol ogi es
wi th workstation-based network conmputing so as to enable
geographically distributed individuals to collaborate, in real tine,
using multiple media (in particular, text, graphics, facsimnle,
audi o, and video) and all avail able conmputer-based tools, fromtheir
respective locales (i.e., office, home, or hotel). Such a facility
pl aces severe requirements on the underlying network. Specifically,
it requires support for several data streanms with w dely varying
bandwi dths (froma few Kbps to 1 Gops) but generally | ow delay, somne
with mnimal jitter (i.e., isochronous), and all synchronized wth
each other (i.e., multi-channel or nedia synchronization). It
appears that high-speed network researchers are paying insufficient
attention to the last point, in particular. For exanple, the bulk of
the research on ATM has assumed that channel s have i ndependent
connection request and burst statistics; this is clearly not the case
in the context of desktop tel econferencing.

Lantz al so stressed the need for adaptive protocols, to accommopdate
situations where the capacity of the network is exceeded, or where it
is necessary to interoperate with | ow speed networks, or where hunman
factors suggest that the quality of service should change (e.g.,

i ncreasi ng or decreasing the resolution of a video imge). Enploying
adapti ve protocols suggests, first, that the interface to the network
protocol s nmust be hardware-independent and based only on quality of
service. Second, a variety of code conversion services should be
avai |l abl e, for exanple, to convert fromone audi o encodi ng schene to
anot her. Prom sing exanpl es of adaptive protocols in the video
domai n include variable-rate constant-quality coding, |ayered or
enbedded codi ng, progressive transm ssion, and (nost recently, at

UC- Ber kel ey) the extension of the concepts of structured graphics to
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vi deo, such that the conmponent elenents of the video i nage are kept
| ogically separate throughout the production-to-presentation cycle.

Charlie Catlett (National Center for Superconputing Applications)
conti nued by analyzing a specific scientific application, sinulation
of a thunderstorm with respect to its network requirenents. The
application was anal yzed fromthe standpoint of identifying data flow
and the interrel ationshi ps between the conputational algorithns, the
super conput er CPU t hroughput, the nature and size of the data set,
and the avail abl e network services (throughput, delay, etc).

Sinmul ation and the visualization of results typically involves
several steps:

1. Sinulation

2. Tessellation (transformsinulation data into three-di nensional
geonetric volune descriptions, or polygons)

3. Rendering (transform polygons into raster inmage)

For the thunderstorm sinulation, the sinulation and tessellation are
currently done using a Cray superconputer and the resulting pol ygons
are sent to a Silicon G aphics workstation to be rendered and

di spl ayed. The sinulation creates data at a rate of between 32 and
128 Mops (dependi ng on the nunber of Cray-2 processors working on the
sinmul ation) and the tessellation output data rate is in typically in
the range of 10 to 100 Mops, varying with the conplexity of the

vi sualization techniques. The SA@ workstation can display 100, 000
pol ygons/ sec which for this exanple translates to up to 10
frames/sec. Analysis tools such as tracer particles and two-

di mensi onal slices are used interactively at the workstation with
pre-cal cul ated pol ygon sets.

In the next two to three years, superconputer speeds of 10-30 GFLOPS
and workstation speeds of up to 1 GFLOPS and 1 million

pol ygons/ second di splay are projected to be available. |ncreased
superconputer power will yield a sinmulation data creation rate of up
to several Gops for this application. The increased workstation
power will allow both tessellation and rendering to be done at the
wor kstation. The use of shared wi ndow systens will allow nultiple
researchers on the network to collaborate on a sinulation, with the
possibility of each scientist using his or her own visualization
techniques with the tessellation process running on his or her

wor kstation. Further devel opnents, such as network virtual nenory,
will allow the tessellation processes on the workstations to access
variables directly in superconputer nenory.
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Terry Crowl ey (BBN Systens and Technol ogi es) continued the thene of
col I aboration, in the context of real-tinme video and audi o, shared
mul ti medi a workspaces, nultimedia and video nail, distributed file
systens, scientific visualization, network access to video and i mage
i nformati on, transaction processing systens, and transferring data
and conputational results between workstations and superconputers.
In general, such applications could help groups coll aborate by
directly providing comunication channels (real-tinme video, shared
mul ti medi a wor kspaces), by inproving and expandi ng on the kinds of

i nformation that can be shared (nultinmedia and video nail,
superconputer data and results), and by reducing replication and the
conpl exity of sharing (distributed file systens, network access to
video and i nmage information).

Actual usage patterns for these applications are hard to predict in
advance. For exanple, real-time video m ght be used for group
conferencing, for video phone calls, for wal king down the hall, or
for providing a |l ong-term shared vi ewport between renpte |ocations in
order to help establish community ties. Two characteristics of
network traffic that we can expect are the need to provide nultiple
data streans to the end user and the need to synchronize these
streans. These data streams will include real-time video, access to
stored video, shared multinmedia workspaces, and access to ot her

mul timedia data. A presentation involving nmultiple data streans nust
be synchronized in order to maintain cross-references between them
(e.g., pointing actions within the shared nulti medi a wor kspace t hat
are conmbined with a voice request to delete this and save that).
While rmuch traffic will be point-to-point, a significant anount of
traffic will involve conferences between nultiple sites. A protoco
providing a nmulticast capability is critical.

Finally, Geg Watson (HP) presented an overvi ew of ongoi ng work at
the Hewl ett-Packard Bristol lab. Their belief is that, while
applications for high-speed networks enpl oyi ng superconputers are the
the technol ogy drivers, the economc drivers will be applications
requi ring noderate bandwi dth (say 10 Mips) that are used by everyone
on the network.

They are investigating how nultinmedi a workstati ons can assi st

di stributed research teans - small teans of people who are
geogr aphi cal | y di spersed and who need to work closely on sone area of
research. Each workstation provides nultiple video channels,
together with some distributed applications running on persona
conmputers. The bandwi dth requirenents per workstation are about 40
Mops, assuming a certain degree of conpression of the video channels.
Currently the video is distributed as an anal og signal over CATV
equipnent. ldeally it would all be carried over a single, unified

wi de-area network operating in the one-to-several Gbhps range.

Partridge [ Page 9]



RFC 1152 | RSG Wor kshop Report April 1990

They have constructed a gigabit network prototype and are currently
experimenting with unconpressed video carried over the same network
as normal data traffic.

Session 3: Lightwave Technology and its Inplications (Ilra R cher, Chair)

Bob Kennedy (M T) opened the session with a talk on network design in
an era of excess bandwi dth. Kennedy's research is focused on multi-
pur pose networks in which bandwi dth is not a scarce conmodity,
networ ks with bandwi dt hs of tens of terahertz. Kennedy points out
that a key challenge in such networks is that el ectronics cannot keep
up with fiber speeds. He proposes that we consider all-optica
networks (in which all signals are optical) w th optoel ectronic nodes
or gateways capabl e of recognizing and capturing only traffic
destined for them using tinme, frequency, or code divisions of the
huge bandwi dth. The routing algorithnms in such networks woul d be
extrenely sinple to avoid having to convert fiber-optics into slower
el ectroni ¢ pathways to do switching.

Rich Gtlin (AT&T Bell Labs) gave a talk on issues and opportunities
i n broadband tel ecommuni cati ons networks, with enphasis on the role
of fiber optic and photonic technology. A three-level architecture
for a broadband tel econmuni cati ons network was presented. The
network is B-1SDN ATM 150 (Mops) based and consists of: custoner

prem ses equi pnent (PBXs, LANs, multinedia terminals) that access the
network via a router/gateway, a Network Node (which is a high
performance ATM packet switch) that serves both as a LAN-to-LAN

i nterconnect and as a packet concentrator for traffic destined for
CPE attached to other Network Nodes, and a backbone | ayer that

i nterconnects the NODES via a Digital Cross-Connect Systemthat

provi de reconfigurable SONET circuits between the NODES (the use of
circuits mnizes delay and avoids the need for inplenmentation of
peak-transm ssion-rate packet switching). Wthin this framework, the
nmost likely places for near-term application of photonics, apart from
pure transport (ie, 150 Mops channels in a 2.4 Gops SONET systeny,
are in the Cross-Connect (a Wavel ength Division Miltiplexed based
structure was described) and in next-generation LANs that provide

G gabit per second throughputs by use of rmultiple fibers, concurrent
transm ssi on, and new access nmechani snms (such as store and forward).

A planned interlocation Bell Labs nultinmedia gigabit/sec research
network, LuckyNet, was described that attenpts to extend nmany of the
above concepts to achieve its principal goals: provision of a gigabit
per second capability to a heterogeneous user comrunity, the

stimul ation of applications that require Gobs throughput (initial
applications are video conferencing and LAN i nterconnect), and, to
the extent possible, be based on standards so that interconnection
with other G gabit testbeds is possible.
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Session 4: High Speed Networks and the Phone System
(David Tennenhouse, Chair)

Davi d Tennenhouse (M T) reported on the ATM wor kshop he hosted the
two days previous to this workshop. His report will appear as part
of the proceedings of his workshop.

Wally St. John (LANL) followed with a presentation on the Los Al anpbs
gigabit testbed. This testbed is based on the Hi gh Perfornmance
Parallel Interface (HPPI) and on crossbar switch technol ogy. LANL
has designed its own 16x16 crossbar switch and has al so eval uated the
Net wor k Systens 8x8 crossbar switch. Future plans for the network

i ncl ude expansion to the CASA gigabit testbed. The renpte sites (San
Di ego Superconputer Center, Caltech, and JPL) are configured
simlarly to the LANL testbed. The |ong-haul interface is from HPPI
to/from SONET (using ATMif in tine).

Wally al so di scussed sone of the problens related to building a
HPPI - SONET gat eway:

a) Flow control. The HPPI, by itself, is only readily extensible
to 64 km because of the READY-type flow control used in the
physi cal layer. The gateway will need to incorporate |arger
buffers and i ndependent flow control

b) Error-rate expectations. SONET is only specified to have a
1E-10 BER on a per hop basis. This is inadequate for |ong
links. Those in the know say that SONET will be nuch better
but the designer is faced with the poor BER in the SONET spec.

c) Frame mapping. There are several interesting issues to be
considered in finding a good mappi ng fromthe HPPlI packet
to the SONET frame. Sonme are what SONET STS levels will be
available in what tine frame, the availability of concatenated
service, and the error rate issue.

Dan Hel man (UCSC) tal ked about work he has been doing with Darrel

Long to exanmi ne the interconnection of Internet networks via an ATM
B-1 SDN network. Since network interfaces and packet processing are
t he expensive parts of high-speed networks, they believe it doesn't
make sense to use the ATM backbone only for transmission; it should

be used for switching as well. Therefore gateways (either shared by
a subnet or integrated with fast hosts) are needed to encapsul ate or
convert conventional protocols to ATMformat. GCateways will be

responsi bl e for caching connections to recently accessed
destinations. Since many short-1lived | ow bandw dth connections as
foreseen (e.g., for mail and ftp), routing in the ATM network (to set
up connections) should not be conplicated - a formof static routing

Partridge [ Page 7]



RFC 1152 | RSG Wor kshop Report April 1990

shoul d be adequate. Connection performance can be nonitored by the
gateways. Connections are reestablished if unacceptable. Al
deci si on maki ng can be done by gateways and route servers at | ow
packet rates, rather than the high aggregate rate of the ATM networKk.
One conplicated issue to be addressed is how to transparently

i ntroduce an ATM backbone al ongsi de the existing Internet.

Session 5: Distributed Systens (David Farber, Chair)

Craig Partridge (BBN Systens and Technol ogies) started this session
by arguing that classic RPC does not scale well to gigabit-speed
networks. The gist of his argunent was that machines are getting
faster and faster, while the round-trip delay of networks is staying
rel atively constant because we cannot send faster than the speed of
light. As a result, the effective cost of doing a sinple RPC
nmeasured in instruction cycles spent waiting at the sendi ng machi ne,
wi Il becone extrenely high (mllions of instruction cycles spent
waiting for the reply to an RPC). Furthernore, the methods currently
used to inprove RPC performance, such as futures and parallel RPC, do
not adequately solve this problem Future requests will have to be
made nuch rmuch earlier if they are to conplete by the tinme they are
needed. Parallel RPC allows nultiple threads, but doesn’t solve the
fact that each individual sequence of RPCs still takes a very long
tinme.

Craig went on to suggest that there are at |east two possible ways
out of the problem One approach is to try to do a |ot of caching
(to waste bandwi dth to keep the CPU fed). A linmitation of this
approach is that at sone point the cache beconmes so big that you have
to keep in consistent with other systens’ caches, and you suddenly
find yourself doing synchronization RPCs to avoid doi ng normal RPCs
(oops!). A nore promsing approach is to try to consolidate RPCs
bei ng sent to the same nachine into | arger operations which can be
sent as a single transaction, run on the renote nachine, and the
result returned. (Craig noted that he is pursuing this approach in
hi s doctoral dissertation at Harvard).

Ken Schroder (BBN Systens and Technol ogi es) gave a talk on the
chal | enges of conbining gigabit networks with w de-area heterogeneous
di stributed operating systens. Ken feels the key goals of w de area
distributed systenms will be to support |arge volunme data transfers
bet ween users of conferencing and sinilar applications, and to
deliver information to a | arge nunber of end users sharing services
such as satellite i mage databases. These distributed systens will be
notivated by the natural distribution of users, of information and of
expensi ve speci al purpose conputer resources.

Ken pointed to three of the key problens that nust be addressed at

Partridge [ Page 8]



RFC 1152 | RSG Wor kshop Report April 1990

the systemlevel in these environnents: how to provide high
utilization; how to manage consi stency and synchroni zation in the
presence of concurrency and non-determ nism and how to construct

scal abl e system and application services. Uilization is key only to
hi gh performance applications, where current systens would be limted
by the cost of factors such as repeatedly copying nessages,
converting data representations and swi tching between application and
operating system Concurrency can be used inprove performance, but
is also likely to occur in nmany prograns inadvertently because of
distribution. Techniques are required both to exploit concurrency
when it is needed, and to limt it when non-determ nismcan lead to
incorrect results. Extensive research on ensuring consistency and
resol ving resource conflicts has been done in the database area,
however distributed scheduling and the need for high availability
despite partial systemfailures introduce special problens that

require additional research. Service scalability will be required to
support custoner needs as the size of the user community grow. It
will require attention both ensuring that conmponents do not break

when they are subdivided across additional processors to support a
| arger user popul ation, and to ensure that performance does to each
user can be affordably naintained as new users are added.

In a bold presentation, Dave Cheriton (Stanford) nade a sweeping
argunment that we are meking a fal se dichotony between distributed
operating systenms and networks. In a gigabit world, he argued, the
maj or resource in the systemis the network, and in a norna
operating system we woul d expect such a critical resource to be
managed by the operating system O, put another way, the gigabit
network distributed operating system should nanage t he networKk.
Cheriton went on to say that if a gigabit distributed operating
systemis managi ng the network, then it is perfectly reasonable to
make the network very dunb (but fast) and put the systemintelligence
in the operating systems on the hosts that formthe distributed
system

In another tal k on interprocess comunication, Jonathan Smith (UPenn)
again raised the problem of network delay limting RPC perfornance.
In contrast to Partridge’'s earlier talk, Smth argued that the
appropriate approach is anticipation or caching. He justified his
argunment with a sinple cost exanple. If a systemis doing a page
fetch between two systens which have a five mllisecond round-trip
networ k del ay between them the cost of fetching n pages is:

5 msec + (n-1) * 32 usec
Thus the cost of fetching an additional page is only 32 usec, but

underfetching and having to nmake anot her request to get a page you
nm ssed costs 5000 usec. Based on these argunents, Smith suggested
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that we re-examine work in virtual nenory to see if there are
confortable ways to support distributed virtual nenory with
antici pation.

In the third talk on RPC in the session, Tonmy Joseph (Oivetti), for
reasons sinmilar to those of Partridge and Smith, argued that we have
to get rid of RPC and give programmers alternative programing

paradi gns. He sketched out ideas for asynchronous paradi gns using
causal consistency, in which systens ensure that operations happen in
the proper order, w thout synchroni zing through a single system

Session 6: Hosts and Host Interfaces (Gary Delp, Chair)

Gary Delp (I BM Research) discussed several issues involved in the
i ncrease in speed of network attachnent to hosts of increasing
performance. These issues included:

- Media Access - There are aspects of nmedia access that are
best handl ed by dedicated silicon, but there are also aspects
that are best left to a general - purpose processor.

- Conpression - Sonme forns of conpression/expansi on nmay bel ong
on the network interface; nost will be application-specific.

- Forward Error Correction - The predicted najor packet |oss
node is packet drops due to internal network congestion, rather
than bit errors, so forward error correction internal to a
packet may not be useful. On the other hand, the | atency cost
of not being able to recover frombit errors is very high
Sone proposal s were discussed whi ch suggest that FEC anong
packet groups, with dedicated hardware support, is the way
to go.

- Encryption/Decryption - This is a conputationally intensive
task. Mst agree that if it is done with all traffic, some
formof hardware support is helpful. Where does it fit in the
protocol stack?

- Application Menory Mapping - How rmuch of the host nenory
structure should be exposed to the network interface?
Virtual menory and pagi ng conplicate this issue considerably.

- Conmuni cation with G her Channel Controllers - Opinions were
expressed that ranged from absol utely passive network
interfaces to interfaces that run nmgjor portions of the
operating systemand bus arbitration codes.

- Bl ocki ng/ Segnentation - The consensus is that B/ S should
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occur wherever the transport |ayer is processed.

- Routing - This is related to conmuni cati ons wth other
controllers. A routing-capable interface can reduce the bus
requirements by a factor of two.

- Intelligent participation in the host structure as a gateway,
router, or bridge.

- Presentation Layer issues - All of the other overheads can be
conpl etely overshadowed by this issue if it is not solved well
and integrated into the overall host architecture. This points
out the need for sone standardi zation of representation (I|EEE
floating point, etc.)

Eric Cooper (CMJ) summarized sone initial experience with Nectar, a
hi gh- speed fiber-optic LAN that has been built at Carnegie Mellon
Nectar consists of an arbitrary nesh of crossbar sw tches connected
by means of 100 Mops fiber-optic links. Hosts are connected to
crossbar switches via comruni cation processor boards call ed CABs.
The CAB presents a nenory-napped interface to user processes and

of f-1oads all protocol processing fromthe host.

Prelimnary performance figures show that latency is currently
limted by the nunber of VME operations required by the host-to-CAB
shared nenory interface in the course of sending and receiving a
nmessage. The bottleneck in throughput is the speed of the VME

i nterface: although processes running on the CABs can communi cate
over Nectar at 70 Mops, processes on the hosts are linmited to
approxi mately 25 Mops.

Jeff Mogul (DEC Western Research Lab) made these observations:

Al t hough of f-board protocol processors have been a popul ar means to
connect a CPUto a network, they will be less useful in the future.
In the hypothetical workstation of the late 1990s, with a 1000-M PS
CPU and a Gbhps LAN, an off-board protocol processor will be of no
use. The bottleneck will not be the conmputation required to

i npl erent the protocol, but the cost of noving the packet data into
the CPU s cache and the cost of notifying the user process that the
data is available. It will take far longer (hundreds of instruction
cycles) to performjust the first cache miss (required to get the
packet into the cache) than to performall of the instructions
necessary to inplenment |IP and TCP (perhaps a hundred instructions).

A hi gh-speed network interface for a reasonably-priced system nust be
designed with this cost structure in mnd; it should also elininate
as many CPU interrupts as possible, since interrupts are al so very
expensive. It nmakes nore sense to | et a user process busy-wait on a
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network-interface flag register than to suspend it and then take an
interrupt; the normal CPU scheduling nechanismis nore efficient than
interrupts if the network interactions are rapid.

David Greaves (Aivetti Research Ltd.) briefly described the need for
a total functionality interface architecture that would allow the
conpl ete elinination of comrunication interrupts. He described the
Canbri dge high-speed ring as an ATM cell -1i ke interconnect that
currently runs at 500-1000 MBaud, and clains that ATM at that speed
is a done deal. Dave Tennenhouse al so commented that ATM at high
speeds with parallel processors is not the difficult thing that
several others have been cl ai m ng.

Bob Beach (Utra Technol ogies) started his talk with the observation
that networking could be really fast if only we could just get rid of
t he hosts. He then supported his argunent with illustrations of
80- MByt e/ second transfers to frame buffers from Crays that drop to
hal f that speed when the transfer is host-to-host. Using nul
network | ayers and proprietary MAC | ayers, the Utra Net system can
comuni cate application-to-application with 1SO TP4 as the transport
| ayer at inpressive rates of speed. The key to high-speed host

i nt erconnects has been found to be both | arge packets and large (on
the order of one negabyte) channel transfer requests. Direct DVA

i nterfaces exhibit much snaller transfer |atencies.

Derek McAul ey (University Canbridge Conputer Laboratory) described
work of the Fairisle project which is producing an ATM networ k based
on fast packet switches. A RI SC processor (12 MPS) is used in the
host interface to do segnmentation/reassenbly/denultiplexing. Line
rates of up to 150 Mops are possible even with this nodest processor.
Derek has pronised that perfornmance and requirenent results fromthis
systemw || be published in the spring.

Bryan Lyl es (XEROX PARC) volunteered to give an abbreviated talk in
exchange for discussion rights. He reported that Xerox PARC is
interested in ATM technol ogy and wants to install an ATM LAN at the
earliest possible opportunity. Uses will include such applications
as video where guaranteed quality of service (QOS) is required. ATM
technol ogy and the desire for guaranteed QOS pl aces a nunber of new
constraints on the host interface. |In particular, they believe that
they will be forced towards rate-based congestion control. Because
of inplenentation issues and burst control in the ATM switches, the
senders will be forced to do rate based control on a cell-by-cel

basi s.

Don Tol mi e (Los Al anpbs National Laboratory) described the H gh-

Performance Parallel Interface (HPPI) of ANSI task group X3T9.3. The
HPPI is a standardi zed basic building block for inplenenting, or
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connecting to, networks at the Gbhps speeds, be they ring, hub,
cross-bar, or |ong-haul based. The HPPI physical |ayer operates at
800 or 1600 Mops over 25-neter tw sted-pair copper cables in a

poi nt-to-point configuration. The HPPlI physical |ayer has al nost
conpl eted the standards process, and a conpani on HPPlI data fram ng
standard is under way, and a Fi ber Channel standard at conparable
speeds is al so being devel oped. Major conpani es have conpl eted, or
are working on, HPPI interfaces for superconmputers, high-end

wor kstations, fiber-optic extenders, and networking conmponents.

The di scussion at the end of the session covered a range of topics.
The appropriateness of outboard protocol processing was questi oned.
Several people agreed that outboarding on a Cray (or sinilar

cost/ performance) nachi nes nakes econoni c sense. Van Jacobson
contended that for workstations, a sinple nenory-mapped network
interface that provides packets visible to the host processor may
wel| be the ideal solution

Bryan Lyles reiterated several of his earlier points, asserting that
when we tal k about host interfaces and how to build themwe shoul d
renmenber that we are really tal king about process-to-process

conmuni cati on, not CPU-to-CPU comunication. Not all processes run
on the central CPU, e.g., graphics processors and nultinedi a.

Qut board protocol processing nmay be a much better choice for these
architectures.

This is especially true when we consider that nmenory/bus bandwi dth is
often a bottleneck. Wen our systens run out of bandw dth, we are
forced towards a NUVMA nodel and nultiple buses to |ocalize nenory
traffic.

Because of QOS issues, the receiver nmust be able to tell the sender
how fast it can send. Throwi ng away cells (packets) will not work
because unwanted packets will still clog the receiver’s switch
interface, host interface, and requires processing to throw away.

Session 7: Congestion Control (Scott Shenker, Chair)

The congestion control session had six talks. The first two talks
were rather general, discussing new approaches and old nyths. The
ot her four tal ks discussed specific results on various aspects of
packet (or cell) dropping: how to avoid drops, howto mitigate their
i npact on certain applications, a calculation of the end-to-end

t hroughput in the presence of drops, and how rate-based flow contro
can reduce buffer usage. Thunbnail sketches of the tal ks foll ow

In the first of the general talks, Scott Shenker (XEROX PARC)
di scussed how i deas from economi ¢cs can be applied to congestion
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control. Using economcs, one can articul ate questions about the
goal s of congestion control, the nininmal feedback necessary to

achi eve those goals, and the incentive structure of congestion
control. Raj Jain (DEC) then discussed eight myths related to
congestion control in high-speed networks. Anpbng other points, Raj
argued that (1) congestion problens will not becone |ess inportant
when nenory, processors, and |inks become very fast and cheap, (2)

wi ndow flow control is required along with rate flow control, and (3)
source-based controls are required along with router-based control

In the first of the nore specific talks, Isidro Castineyra (BBN
Conmruni cati ons Cor poration) presented a back-of -the-envel ope

cal culation on the effect of cell drops on end-to-end throughput.
While at extrenmely low drop rates the retransm ssion strategies of
go- back-n and sel ective retransm ssion produced simlar end-to-end

t hr oughput, at higher drop rates selective retransm ssion achi eved
much hi gher throughput. Next, Tony DeSi nobne (AT&T) told us why

hi gh- speed networks are not just fast | ow speed networKks. If the
buffer/wi ndow ratio is fixed, the drop rate decreases as the network
speed i ncreases. Also, data was presented which showed that adaptive
rate control can greatly decrease buffer utilization. Jana

CGol estani (Bellcore) then presented his work on stop-and-go queuei ng.
This is a sinple stalling algorithminplenented at the switches which
guar ant ees no dropped packets and greatly reduces delay jitter. The
algorithmrequires prior bandw dth reservation and sone flow control
on sources, and is conpatible with basic FIFO queues. 1|In the |ast
talk, Victor Frost (University of Kansas) discussed the inmpact of

di fferent dropping policies on the perceived quality of a voice
connection. \When the source narks the drop priority of cells and the
switch drops low priority cells first, the perceived quality of the
connection is nuch higher than when cells are dropped randomy.

Session 8: Switch Architectures (Dave Sincoskie, Chair)

Dave MIls (University of Delaware) presented work on a project now
under way at the University of Delaware to study architectures and
protocols for a high-speed network and packet sw tch capabl e of
operation to the gigabit reginme over distances spanning the country.
It is intended for applications involving very large, very fast, very
bursty traffic typical of superconputing, renote sensing, and
visualizing applications. The network is assumed to be conposed of
fiber trunks, while the switch architecture is based on a VLS
baseband crossbar design which can be configured for speeds from 25
Mops to 1 Cops.

M11s’ approach involves an externally switched architecture in which

the timng and routing of flows between crossbar switches are
det erm ned by sequencing tables and counters in high-speed nenory
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| ocal to each crossbar. The switch programis driven by a
reservati on- TDVA protocol and distributed scheduling al gorithm
running in a co-located, general-purpose processor. The end-to-end
custoners are free to use any protocol or data format consistent with
the timng of the network. Hs primary interest in the initia

phases of the project is the study of appropriate reservation and
scheduling algorithnms. He expect these algorithns to have much in
common with the PODA al gorithmused in the SATNET and W DEBAND
satellite systens and to the algorithns being considered for the
Multiple Satellite System (MSS).

John Robi nson (JR, BBN Systens and Technol ogi es) gave a talk called
Beyond the Butterfly, which described work on a design for an ATM
cell switch, known as MONET. The tal k described strategies for
buffering at the input and output interfaces to a switch fabric
(crossbar or butterfly). The main idea was that cells should be
introduced to the switch fabric in random sequence and to random
fabric entry ports to avoid persistent traffic patterns having high
cell lToss in the switch fabric, where | osses arise due to contention
at output ports or within the switch fabric (in the case of a
butterfly). Next, the relationship of this work to an earlier design
for a large-scale parallel processor, the Mnarch, was described. In
closing, JR offered the claimthat this class of switch is realizable
in current technology (barely) for operation over SONET OC-48 2.4
Gops |inks.

Dave Sincoskie (Bellcore) reported on two topics: recent swtch
construction at Bellcore, and high-speed processing of ATMcells
carrying VC or DG information. Recent switch design has resulted in
a switch architecture named SUNSHI NE, a Batcher-banyan swi tch which
uses recirculation and nultiple output banyans to resolve contention
and increase throughput. A paper on this switch will be published at
ISS "90, and is avail able upon request fromthe author. One of the
interesting traffic results fromsimulations of SUNSH NE shows t hat
per-port output queues of up to 1,000 cells (packets) may be
necessary for bursty traffic patterns. Also, Bill Marcus (at
Bel | core) has recently produced Batcher-banyan (32x32) chi ps which
test up to 170Md/ sec per port.

The second point in this talk was that there is little difference in
the switching processing of Virtual Grcuit (VC and Datagram (DG
traffic that which has been previously broken into ATMcells at the
network edge. The switch needs to do a header translation operation
foll owed by sonme queueing (not necessarily FIFO. The header
translation of the VC and DG cells differs mainly in the menory
organi zation of the address translation tables (dense vs. sparse).

The di scussion after the presentations seened to wander off the topic
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of switching, back to sonme of the source-routing vs. network routing
i ssues discussed earlier in the day.

Session 9: Open M ke Night (Craig Partridge, Chair)

As an experinment, the workshop hel d an open mi ke session during the
eveni ng of the second day. Participants were invited to speak for up
to five mnutes on any subject of their choice. Mnutes of this
sessi on are sketchy because the chair found hinsel f pre-occupi ed by
keepi ng speakers roughly within their tine limts.

Charlie Catlett (NSCA) showed a film of the thunderstorm sinulations
he di scussed earlier.

Dave Cheriton (Stanford) made a controversial suggestion that perhaps
one coul d manage congestion in the network sinply by using a steep
price curve, in which sending | arge amunts of data cost
exponentially nore than sending snall anobunts of data (thus | eading
people only to ask for |arge bandw dth when they needed it, and
havi ng them pay so nuch, that we can afford to give it to them

Guru Parul kar (Washi ngton University, St. Louis) argued that the
recent discussion on appropriateness of existing protocol and need
for new protocols (protocol architecture) for gigabit networking

| acks the right focus. The enphasis of the discussion should be on
what is the right functionality for gigabit speeds, which is sinpler
per packet processing, conbination of rate and w ndow based fl ow
control, smart retransm ssion strategy, appropriate partitioning of
wor k anong host cpu+os, off board cpu, and custom hardware, and
others. It is not surprising that the existing protocols can be

nodi fied to include this functionality. By the sane token, it is not
surprising that new protocols can be designed which take advantage of
| essons of existing protocols and al so include other features
necessary for gigabit speeds.

Raj Jain (DEC) suggested we | ook at new ways to measure protoco
per f ormance, suggesting our current netrics are insufficiently
i nformati ve.

Dan Hel man (UCSC) asked the group to consider, nore carefully, who

exactly the users of the network will be. Large consuners? or many
smal | consumers?
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Session 10: M scel | aneous Topics (Bob Braden, Chair)

As its title inplies, this session covered a variety of different
topics relating to high-speed networking.

Ji m Kurose (University of Massachussetts) described his studies of
schedul ing and discard policies for real-tinme (constrained del ay)
traffic. He showed that by enforcing |ocal deadlines at switches
along the path, it is possible to significantly reduce overall |oss
for such traffic. Since his results depend upon the traffic node
assunptions, he ended with a plea for work on traffic nodels, stating
t hat Poi sson nodel s can sonetines lead to results that are wong by
many orders of magnitude.

Nachum Shacham (SRl International) discussed the inportance of error
correction schenmes that can recover lost cells, and as an exanpl e
presented a sinple schene based upon longitudinal parity. He also
showed a variant, diagonal parity, which allows a single mnssing cel
to be recreated and its position in the stream deternined.

Two tal ks concerned hi gh-speed LANs. Bi swanath Mihkerjee (UC Davi s)
surveyed the various proposals for fair scheduling on unidirectional
bus networks, especially those that are distance insensitive, i.e.,
that can achi eve 100% channel utilization independent of the bus
length and data rate. He described in particular his own scheneg,
which he calls p-i persistant.

Howard Sal wen (Proteon), speaking in place of Mehdi Massehi of |BM
Zurich who was unable to attend, also discussed hi gh-speed LAN
technol ogies. At 100 Mops, a token ring has a clear advantage, but
at 1 Gops, the speed of light kills 802.6, for exanple. He briefly
descri bed Massehi’s reservation-based schene, CRVA (Cyclic-
Reservation Miltiple-Access).

Finally, Yechiam Yeneni (YY, Colunbia University) discussed his work
on a protocol silicon conpiler. In order to exploit the potenti al
parallelism he is planning to use one processor per connection.

The session closed with a spirited discussion of about the relative
nmerits of building an experinmental network versus simulating it.
Proponents of sinulation pointed out the high cost of building a
prototype and limtation on the solution space inposed by a
particul ar hardware realization. Proponents of building suggested
that artificial traffic can never explore the state space of a
network as well as real traffic can, and that an experinmental
prototype is inportant for validating sinulations.
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Session 11: Protocol Architectures (Vint Cerf, Chair)

Ni ck Maxencthuk (AT&T Bell Labs) summarized the distinctions between
circuit switching, virtual circuits, and datagrans. Circuits are
good for (nearly) constant rate sources. GCircuit sw tching dedicates
resources for the entire period of service. You have to set up the
resource allocation before using it. 1In a 1.7 Gops network, a 3000-
mle dianeter consunmes 10**7 bytes during the circuit set-up round-
trip tine, and potentially the sanme for circuit teardown. Somne
service requirenents (file transfer, facsinle transnission) are far
smal l er than the wasted 2*10**7 bytes these circuit nanagenent del ays
i npose. (O course, these costs are not as dramatic if the allocated
bandwi dth is | ess than the naxi num possible.)

Virtual circuits allow shared use of bandw dth (multipl exi ng) when
the primary source of traffic is idle (as in Voice Tine Assigned
Speech Interpolation). The user notifies the network of planned
usage.

Dat agranms (DG are appropriate when there is no prior know edge of
use statistics or usage is far |less than the capacity wasted during
circuit or virtual circuit set-up. One can adaptively route traffic
anong equi val ent resources.

In gigabit ATMs, the high service speed and decreased cell size
i ncreases the relative burstiness of service requests. Al of these
characteristics conbine to nake DG service very attractive.

Maxenchuk then described a deflection routing notion in which traffic
woul d be broken into units of fixed length and allowed into the

net wor k when capacity was avail abl e and routed out by any avail abl e
channel, with preference being given to the channel on the better
path. This idea is simlar to the hot potato routing of Paul Baran's
1964 packet switching design. Wth buffering (one buffer), Maxenthuk
achieved a theoretical 90%utilization. Large reassenbly buffers
provide for better throughput.

Maxenthuk di d not have an answer to the question: how do you make
sure enpty "slots" are avail able where needed? This is rather |ike
the problem encountered by D. Davies at the UK National Physica
Laboratory in his isarythm c network design in which a finite nunber
of crates are available for data transport throughout the network.

Guru Parul kar (Washi ngton University, St. Louis) presented a broad
view of an Internet architecture in which sonme portion of the system
woul d operate at gigabit speeds. In his nodel, internet, transport,
and application protocols would operate end to end. The internet
functions would be reflected in gateways and in the host/ net
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interface, as they are in the current Internet. However, the
i nternet would support a new type of service called a congram which
ai ms at conbi ning strengths of both soft connection and datagram

In this architecture, a variable grade of service would be provided.
Users coul d request congranms (UCON) or the system could set them up
internally (Picons) to avoid end-to-end setup |atency. The various
grades of service could be requested, conceptually, by asserting
various required (desired) levels of error control, throughput,
delay, interarrival jitter, and so on. Gateways based on ATM

swi tches, for exanple, would use packet processors at entry/exit to
do internet specific per packet processing, which nay include
fragmentation and reassenbly of packets (into and out of ATMcells).

At the transport |evel, Parul kar argued for protocols which can
provi de application-oriented fl ow and error control with sinple per
packet processing. He also nmentioned the notion of a generalized RPC
(GRPC) in which code, data, and execution night be variously |ocal or
renote fromthe procedure initiator. GRPC can be inplenmented using
network | evel virtual storage nechanisns.

The basic prem se of Raj Yavatkar's presentation (University of
Kentucky) was that processes requiring conmunication service would
specify their needs in ternms of peak and average data rate as well as
defining burst paraneters (frequency and size). Bandwidth for a
given flow would be allocated at the effective data rate that is
conputed on the basis of flow paraneters. The effective data rate
lies somewhere between the peak and average data rate based on the
burst paraneters. Statistical nultiplexing would take up the gap
bet ween peak and effective rate when a sudden burst of traffic
arrives. Bounds on packet | oss rate can be conputed for a given set
of flow paraneters and correspondi ng effective data rate.

This presentation led to a discussion about deliberate disciplining
of inter-process conmuni cati on demands to match the requested fl ow
(service) profile. This point was nade in response to the
observation that we often have little information about program
behavi or and mi ght have trouble estimating the network service
requi rements of any particul ar program

Architectural Discussion
An attenpt was made to conduct a high-level discussion on various
architectural questions. The discussion yielded a variety of

opi ni ons:

1. The Internet would continue to exist in a formsinilar
to its current incarnation, and gateways woul d be required,
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at least to interface the existing facilities to the high
speed packet switching environnent.

2. Strong interest was expressed by sonme participants in access
to raw (naked ATM services. This would permt users
to construct their own gigabit nets, at the IP level, at any
rate. The extrene view of this was taken by David Cheriton
who woul d prefer to have control over routing decisions and
ot her behavi or of the ATM network.

3. The speed of light problem (latency, round-trip del ay)
is not going to go away and will have serious inpact on
control of the system The optim stic view was taken
for exanple, by Craig Partridge and Van Jacobson, who felt
that many of the existing network and conmmuni cati ons
managenent mnechani sns used in the present Internet protocols
woul d suffice, if suitably inplenented, at higher speeds.
A less rosy view was taken by David C ark who observed
(as did others) that nany transactions woul d be serviced in
much | ess than one round-trip tinme, so that any end-to-end
controls would be | argely usel ess.

4. For applications requiring fixed, periodic service,
reservation of resource seened reasonably attractive to many
participants, as long as the service period dom nated the
set-up tine (round-trip delay) by an appreciable
mar gi n.

5. There was nuch discussion throughout the workshop of
congestion control and flow control. Al though these
probl ens were not new, they took on sonewhat newer
character in the presence of nmuch higher round-trip del ays
(rmeasured in bits outstanding). One viewis that end-to-end
flow control is needed, in any case, to noderate sources
sending to limted bandw dth receivers. End-to-end flow
control may not, however, be sufficient to protect the
interior of the network from congestion problens, so
addi tional, intra-network nmeans are needed to cope with
congestion hot spots. Eventual |y such conditions
have to be reflected to the periphery of the network to
noderate traffic sources.

6. There was di sagreenent on the build or sinulate
guestion. One view was in favor of building network
conponents so as to collect and understand |ive application
data. Another view held that w thout some careful
simul ati on, one night have little idea what to build
(for exanple, Sincoskie' s |large buffer pool requirenent was
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not apparent until the systemwas sinul ated).
Comments from Wr kshop Eval uati on Forns

At the end of the I RSG workshop, we asked attendees to fill out an
evaluation form O the fifty-one attendees, twenty-nine (56%
turned in a form

The eval uation form asked attendees to answer two questions:

#1. Do you feel that having attended this workshop will help you
in your work on high speed networks during the next year?

#2. What new i deas, questions, or issues, did you feel were
brought up in the workshop?

In this section we discuss the answers we got to both questions.
Question #1

There was a satisfying unaninmty of opinion on question #1. Twenty-
four attendees answered yes, often strongly (e.g., Absolutely and
very nmuch so). O the remaining five respondents, three said they
expected it to have sone effect on their research and only two said
t he wor kshop woul d have little or no effect.

Sone forns had sone additional notes about why the workshop hel ped
them Several people nentioned that there was considerabl e benefit
to sinply nmeeting and tal king with people they hadn’t net before. A
few ot her people noted that the workshop had broadened their
perspective, or inproved their understanding of certain issues. A
coupl e of people noted that they' d heard ideas they thought they
could use imMmediately in their research

Question #2

Al nmost everyone listed ideas they' d seen presented at the conference
whi ch were new to them

It is clear that which new i deas were inportant was a matter of
perspective - the workshop nenbership was chosen to represent a broad
spectrum of specialties, and people in different specialities were
intrigued by different ideas. However, there were some genera

thenmes raised in many questionnaires:

(1) Limtations of our traffic nodels. This particular subject
was nentioned, in some form on nany forms. The attendees
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(2)

(3)

A coupl e
simlar t
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generally felt we didn’t understand how network traffic would
behave on a gigabit network, and were concerned that people
m ght design (or worse, standardize) network protocols for
hi gh speed networks that would prove inadequate when used
with real traffic. Questions were raised about cl osed-Ioop
vs. open-loop traffic nodels and the effects of varying types
of service. This concern |ed several people to encourage the
construction of a high-speed testbed, so we can actually see
sone real traffic.

Congestion control. Despite the limtations of our traffic
nodel s, respondents felt that congestion control at both

swi tching el enments and network wi de was going to be even nore
i nportant than today, due to the wider mx of traffic that
wi Il appear on gigabit networks. Mst fornms nentioned at

| east one of the congestion control talks as a containing a
new i dea. The talks by Victor Frost, Janal Gol estani and
Scott Shenker received the nost praise. Some attendees were
also interested in nethods for keeping the |ower-I|ayer
switching fabric fromgetting congested and nentioned the
tal ks by Robi nson and Maxenthuk as of interest.

Effects of fixed delay. Wile the reviews were by no neans
unani nous, many people had cone to the conclusion that the
nost serious problemin gigabit networking was not bandw dt h,
but delay. The workshop | ooked at this issue in severa

gui ses, and nost people listed at | east one aspect of fixed
delay as a chall engi ng new problem Questions that people
ment i oned i ncl ude:

How to avoid a one round-trip set up delay, for less than one
round-trip tinme’'s worth of data?

How to recover fromerror wthout retransmni ssion (and thus
addi ti onal network delays)? Several people were intrigued by
Nachum Shachami s work on error detection and recovery.

Shoul d we use wi ndow flowcontrol or rate-based flow contro
when del ays were | ong?

Can we nodify the idea of renote procedure calls to deal with
the fact that delays are relatively |ong?

of attendees noted that while some of these probl ens | ooked
o those of today, the subtle differences caused by operating a

network at gigabit speeds led themto believe the actual approaches to

solving t
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t oday.
Security Considerations

Security issues are not discussed in this neno.
Aut hor’ s Address

Craig Partridge

Bolt Beranek and Newmran | nc.

50 Moulton Street

Canbri dge, MA 02138

Phone: (617) 873-2459

EMai | : crai g@BN. COM

Partridge [ Page 23]



