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Abstract

Thi s docunent describes a nechanismto allow for an arbitrary nunber
of Rendevous Points (RPs) per group in a single shared-tree Protocol
| ndependent Ml ti cast - Sparse Mdde (Pl M SM donain.

1. Introduction

PIMSM as defined in RFC 2362, allows for only a single active RP
per group, and as such the decision of optiml RP placenment can
beconme problematic for a nmulti-regional network depl oyi ng Pl M SM

Anycast RP relaxes an inportant constraint in PIMSM nanely, that
there can be only one group to RP mapping can be active at any tine.
The single mapping property has several inplications, including
traffic concentration, |ack of scal able register decapsul ati on (when
usi ng the shared tree), slow convergence when an active RP fails,
possi bl e sub-optimal forwarding of multicast packets, and distant RP
dependenci es. These properties of PIM SM have been denonstrated in
native continental or inter-continental scale nulticast deploynents.
As a result, it is clear that ISP backbones require a nechani smthat
allows definition of nmultiple active RPs per group in a single Pl MSM
domai n. Further, any such mechani sm should al so address the issues
addressed above.
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The mechani sm described here is intended to address the need for
better fail-over (convergence tine) and sharing of the register
decapsul ati on | oad (agai n, when using the shared-tree) anong RPs in a
domain. It is primarily intended for applications within those

net wor ks using MBGP, Milticast Source Discovery Protocol [MSDP] and
Pl M SM protocol s, for native nmulticast deploynent, although it is not
limted to those protocols. In particular, Anycast RP is applicable
in any PIM SM network that al so supports MSDP (MSDP is required so
that the various RPs in the domain nmaintain a consistent view of the
sources that are active). Note however, a domain depl oyi ng Anycast
RP is not required to run MBGP. Finally, a general requirenent of
the Anycast RP schenme is that the anycast address MJST NOT be used as
the RP address in the RPs SA nessages.

The keywords MUST, MJUST NOT, MAY, OPTI ONAL, REQUI RED, RECOWVMENDED
SHALL, SHALL NOT, SHOULD, SHOULD NOT are to be interpreted as defined
in BCP 14, RFC 2119 [RFC2119].

2. Problem Definition

The anycast RP sol ution provides a solution for both fast fail-over
and shared-tree | oad bal anci ng anong any nunber of active RPs in a
domai n.

2.1. Traffic Concentration and Distributing Decapsul ati on Load Anmong RPs

While PIMSMallows for nultiple RPs to be defined for a given group,
only one group to RP mappi ng can be active at a given tine. A
traditional deploynent mechani smfor bal ancing regi ster decapsul ati on
| oad between multiple RPs covering the nmulticast group space is to
split up the 224.0.0.0/4 space between nultiple defined RPs. This is
an acceptable solution as long as nulticast traffic remains |ow, but
has problens as nulticast traffic increases, especially because the
net wor k operator defining group space split between RPs does not

al ways have a priori know edge of traffic distribution between
groups. This can be overcone via periodic reconfigurations, but
operational considerations cause this type of solution to scale
poorly.

2.2. Sub-optiml Forwarding of Milticast Packets

When a single RP serves a given nulticast group, all joins to that
group will be sent to that RP regardl ess of the topol ogi cal distance
between the RP and the sources and receivers. Initial data will be
sent towards the RP also until configured the shortest path tree
switch threshold is reached, or the data will always be sent towards
the RP if the network is configured to always use the RP rooted
shared tree. This holds true even if all the sources and the
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receivers are in any given single region, and RP is topologically
distant fromthe sources and the receivers. This is an artifact of
the dynamic nature of nulticast group nenbers, and of the fact that
operators may not always have a priori know edge of the topol ogical
pl acenent of the group nenbers.

Taken together, these effects can nean that (for exanple) although
all the sources and receivers of a given group are in Europe, they
are joining towards the RP in the USA and the data will be traversing
a relatively expensive pipe(s) twice, once to get to RP, and back
down the RP rooted tree again, creating inefficient use of expensive
resources.

2.3. Distant RP Dependenci es

As outlined above, a single active RP per group may cause | ocal
sources and receivers to becone dependent on a topol ogically distant
RP. In addition, when nultiple RPs are configured, there can be
consi derabl e convergence delay involved in switching to the backup
RP. This delay may exist independent of the toplogical |ocation of
the primary and backup RPs.

3. Sol ution

G ven the problemset outlined above, a good solution would allow an
operator to configure nultiple RPs per group, and distribute those
RPs in a topologically significant manner to the sources and
receivers.

3.1. Mechani sns

Al'l the RPs serving a given group or set of groups are configured
with an identical anycast address, using a nunbered interface on the
RPs (frequently a logical interface such as a | oopback is used). RPs
then advertise group to RP mappings using this interface address.
This will cause group nenbers (senders) to join (register) towards
the topologically closest RP. RPs MSDP peer with each other using an
address unique to each RP. Since the anycast address is not a unique
address (by definition), a router MJST NOT choose the anycast unicast
address as the router ID, as this can prevent peerings and/or

adj acenci es from being established.

In summary then, the follow ng steps are required:
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3.1.1. Create the set of group-to-anycast-RP-address mappi ngs

The first step is to create the set of group-to-anycast-RP-address
mappi ngs to be used in the domain. Each RP participating in an
anycast RP set nust be configured with a consistent set of group to
RP address mappings. This mapping will be used by the non-RP routers
in the domain.

3.1.2. Configure each RP for the group range with the anycast RP address

The next step is to configure each RP for the group range with the
anycast RP address. |If a dynami ¢ mechani sm such as auto-RP or the
Pl M\v2 bootstrap mechanism is being used to advertise group to RP

mappi ngs, the anycast |P address should be used for the RP address.

3.1.3. Configure MSDP peerings between each of the anycast RPs in the
set

Unli ke the group to RP mapping adverti senents, MSDP peerings nust use
an | P address that is unique to the endpoints; that is, the NMSDP
peering endpoi nts MJUST use a unicast rather than anycast address. A
general guideline is to follow the addressing of the BGP peerings,
e.g., |loopbacks for iBGP peering, physical interface addresses for
eBGP peering. Note that the anycast address MJST NOT be used as the
RP address in SA nessages (as this would case the peer-RPF check to
fail).

3.1.4. Configure the non-RP's with the group-to-anycast-RP-address
mappi ngs

Finally, each non-RP router nust learn the set of group to RP
mappi ngs. This could be done via static configuration, auto-RP, or
by PI M2 bootstrap nechani sm

3.1.5. Ensure that the anycast |IP address is reachable by all routers in
t he domai n

This is typically acconplished by causing each RP to inject the /32
into the domain's |IGP

3.2. Interaction with MSDP Peer-RPF check

Each MSDP peer receives and forwards the nessage away fromthe RP
address in a "peer-RPF flooding" fashion. The notion of peer-RPF
flooding is with respect to forwardi ng SA nmessages [ MSDP]. The BGP
routing tables are exam ned to determ ne which peer is the next hop
towards the originating RP of the SA nmessage. Such a peer is called
an "RPF peer". See [MSDP] for details of the Peer-RPF check
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3.3. State Inplications

It should be noted that using MSDP in this way forces the creation of
(S, G state along the path fromthe receiver to the source. This
state may not be present if a single RP was used and receivers were
forced to stay on the shared tree.

4. Security considerations

Since the solution described here nmakes heavy use of anycast
addressing, care must be taken to avoid spoofing. In particular
uni cast routing and PIM RPs nmust be protected.

4.1. Unicast Routing

Both internal and external unicast routing can be weakly protected
with keyed MD5 [ RFC1828], as inplenented in an internal protocol such
as OSPF [ RFC2328] or in BGP [ RFC2385]. More generally, |PSEC

[ RFC2401] could be used to provide protocol integrity for the unicast
routi ng system

4.1.1. Effects of Unicast Routing Instability
Wiile not a security issue, it is worth noting that if unicast
routing is unstable, then the actual RP that source or receiver is
using will be subject to the sane instability.

4.2. Multicast Protocol Integrity
The mechani sns described in [ RFC2362] shoul d be used to provide
protocol message integrity protection and group-w se nessage origin
aut henti cati on.

4.3. NMSDP Peer Integrity

As is the the case for BGP, MSDP peers can be protected using keyed
MD5 [ RFC1828] .
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8.

Ful I Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplenentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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