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Status of this Meno

This meno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimted.

Abstract

The PIER [Procedures for Internet/Enterprise Renunbering] working
group is conpiling a series of docunents to assist and instruct
organi zations in their efforts to renunber. However, it is becom ng
apparent that, with the increasing nunber of new Internet Service
Providers (ISP s) and organi zations getting connected to the Internet
for the first time, the concept of network renunbering needs to be
further defined. This docunment attenpts to clearly define the
concept of network renunbering and di scuss sone of the nore pertinent
reasons why an organi zati on woul d have a need to do so.
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1.

| nt r oducti on

The popul arity of connecting to the global Internet over the course
of the past several years has spawned new probl ens; what nobst people
casually refer to as "growi ng pains" can be attributed to nore basic
probl ens in understanding the requirenments for Internet connectivity.
However, the reasons why organi zati ons nmay need to renunber their
networks can greatly vary. W' Il discuss these issues in sonme anount
of detail below. It is not within the intended scope of this
docunent to di scuss renunbering mnet hodol ogi es, techni ques, or tools.

Backgr ound

The ability for any network or interconnected devices, such as
desktop PCs or workstations, to obtain connectivity to any potenti al
destination in the global Internet is reliant upon the possession of
uni que | P host addresses [1]. A duplicate host address that is being
used el sewhere in the Internet could best be described as

probl ematic, since the presence of duplicate addresses woul d cause
one of the destinations to be unreachable fromsonme origins in the
Internet. It should be noted, however, that globally unique IP
addresses are not always necessary, and is dependent on the
connectivity requirements [2].

However, the recent popularity in obtaining Internet connectivity has
made these types of connectivity dependenci es unpredictable, and
conventional wisdomin the Internet cormmunity dictates that the
various address allocation registries, such as the InterNIC, as well
as the ISP's, becone nore prudent in their address allocation
strategies. In that vein, the InterN C has defined address

al l ocation policies [3] wherein the majority of address allocations
for end-user networks are accommodated by their upstream | SP, except
in cases where dual - or nmultihom ng and very | arge bl ocks of
addresses are required. Wth this allocation policy becom ng
standard current practice, it presents unique problens regarding the
portability of addresses from one provider to another.

As a practical matter, end users cannot assume they "own" address
allocations, if their intention is to be to have full connectivity to

the gl obal Internet. Rather, end users will "borrow' part of the
address space of an upstream provider’'s allocation. The | arger
provi der block fromwhich their space is suballocated will have been

assigned in a manner consistent with global Internet routing.

Not havi ng "permanent" addresses does not nean users wll not have

uni que identifiers. Such identifiers are typically Domai n Name System
(DNS) [4] nanes for endpoints such as servers and workstations.
Mechani snms such as the Dynam ¢ Host Configuration Protocol (DHCP) [5]
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can hel p autonmate the assignnent and mai ntenance of host nanes, as
wel|l as the ’'borrowed’ addresses required for routing-I|evel
connectivity.

The PIER Working G oup is devel opi ng procedures and gui delines for
detail ed renunbering of specific technol ogies, such as routers [6].

Pl ER WG docunents are intended to suggest nethods both for making

exi sting networks prepared for conveni ent renunbering, as well as for
operational transition to new addressing schenes.

Al so, in many instances, organizations who have never connected to
the Internet, yet have been using arbitrary bl ocks of addresses since
their construction, have different and uni que chall enges.

3. Network Renunbering Defined

In the sinplest of definitions, the exercise of renunbering a network
consi sts of changing the I P host addresses, and perhaps the network
mask, of each device within the network that has an address
associated with it. This activity may or may not consist of al
networks within a particular domain, such as FOO EDU, or networks

whi ch conprise an entire autononous system

Devi ces which may need to be renunmbered, for exanple, are networked
PC s, workstations, printers, file servers, term nal servers, and
routers. Renumbering a network may invol ve changi ng host paraneters
and configuration files which contain | P addresses, such as
configuration files which contain addresses of DNS and ot her servers,
addresses contained in SNWP [7] managenent stations, and addresses
configured in access control lists. Wiile this is not an all-
inclusive list, the PIER working group is naking efforts to conpile
docunentation to identify these devices in a nore detailed fashion

Net wor k renunbering need not be sudden activity, either; in nost

i nstances, an organi zation’s upstream service provider(s) will allow
a grace period where both the "ol d" addresses and the "new' addresses
may be used in parallel.

4. Reasons for Renunbering

The follow ng sections discuss particul ar reasons whi ch nay

preci pitate network renunbering, and are not presented in any
particul ar order of precedence. They are grouped into reasons that
primarily reflect decisions made in the past, operational
requirements of the present, or plans for the future.
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Sone of these requirements reflect evolution in the organization's
m ssion, such as a need to conmunicate with business partners, or to
work efficiently in a global Internet. Oher requirements reflect
changes in network technol ogi es.

4.1 Past

Many organi zations inplemented | P-based networks not for connectivity
to the Internet, but sinply to make use of effective data

conmuni cati ons nmechani sms.  These organi zati ons subsequently found
valid reasons to connect to other organizations or the Internet in
general, but found the address structures they chose inconpatible
with overall Internet practice.

O her organi zations connected early to the Internet, but did so at a
ti me when address space was not scarce. Yet other organizations
still have no requirement to connect to the Internet, but have | egacy
addressing structures that do not scale to adequate size.

4.1.1 Initial addressing using non-uni que addresses

As recently as two years ago, nmany organi zati ons had no intention of
connecting to the Internet, and constructed their corporate or

organi zati onal network(s) using unregistered, non-uni que network
addresses. (Obviously, as nost problens evol ve, these sane

organi zations determ ned that Internet connectivity had becone a

val uabl e asset, and subsequently di scovered that they could no | onger
use the sane unregi stered, non-uni que network addresses that were
previ ously depl oyed throughout their organization. Thus, the |abor
of renunbering to valid network addresses is now upon them as they
nmove to connect to the glaobal Internet.

Whi | e obtaining valid, unique addresses is certainly required to
obtain full Internet connectivity in nost circunstances, the nunber
of uni que addresses required can be significantly reduced by the

i npl ement ati on of Network Address Transl ation (NAT) devices [8] and
the use of private address space, as specified in [9]. NAT reduces
not only the number of required uni que addresses, but also |ocalizes
t he changes required by renunbering.

It should al so be noted that NAT technol ogy may not al ways be a

vi abl e option, dependi ng upon scal e of addressing, performance or
t opol ogi cal constraints.
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4.1.2 Legacy address allocation

There are al so several instances where organi zations were originally
all ocated very large anounts of address space, such as traditiona
"Class A" or "Class B" allocations, while the actual address
requirenments are nuch less than the total anpbunt of address space
originally allocated. |In many cases, these organi zations coul d
suffice with a smaller CIDR allocation, and utilize the allocated
address space in a nore efficient manner. As allocation requirenments
beconme nore stringent, nechanisns to review how t hese organi zati ons
are utilizing their address space could, quite possibly, result in a
request to return the original allocation to a particular registry
and renunber with a nore appropriately sized address bl ock

4.1.3 Limtations of Bridged Internetworks

Bridging has a Iong and di stinguished history in | egacy networks. As
networ ks grow, however, traditional bridged networks reach
performance- and stability-related Iimts, including (but not limted
to) broadcast storns.

Early routers did not have the speed to handle the needs of sone

| arge networks. Sonme organizations were literally not able to nove
to routers until router forwardi ng perfornmance inproved to be
conparable to bridges. Now that routers are of conparable or
superior speed, and offer nore robust features, replacing bridged
net wor ks becones reasonabl e.

| P addresses assigned to pure bridged networks tend not to be
subnetted, yet subnetting is a basic approach for router networks.
I ntroduci ng subnetting is a practical necessity in noving from
bridging to routing.

Speci al cases of bridging are realized in workgroup swtching
systens, discussed bel ow.

4.1.4 Limtations of Legacy Routing Systens

O her performance problens might come fromrouting nechani snms that
advertise excessive nunbers of routing updates (e.g., RIP, |IGRP)

Li kewi se, appropriate replacenent protocols (e.g., OSPF, EIGRP, S-19)
will work best with a structured addressing systemthat encourages
aggr egati on.
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4.1.5 Limtations of System Admi ni stration Methodol ogi es

There can be operational linmts to growh based on the difficulty of
adds, noves and changes. As enterprise networks grow, it may be
necessary to del egate portions of address assignnent and nai nt enance.
| f address space has been assigned randomy or inefficiently, it may
be difficult to delegate portions of the address space.

It is not unusual for organizational networks to grow sporadically,
obtai ni ng an address prefix here and there, in a non-contiguous
fashion. Depending on the nunber of prefixes that an organization
acquires over tine, it may becone increasingly unmanageabl e or denand
hi gher | evels of mmintenance and adm ni stration when indivi dua
prefixes are acquired in this way.

Reasonabl e | P address managenent may in general sinplify continuing
system admi ni stration; a good nunbering plan is also a good
renunbering plan. Renunbering may force a discipline into system
administration that will reduce |ong-term support costs.

It has been observed "...there is no way to renunber a network

wi thout an inventory of the hosts (absent DHCP). On a | arge network
that needs a database, plus tools and staff to nmaintain the
database."[10] It can be argued that a detailed inventory of router
configurations is even nore essenti al

4.2 Present

Organi zations now face needs to connect to the global Internet, or at
a mnimumto other organizations through bilateral private |inks.

Certain new transm ssion technol ogi es have tended to redefine the
basic notion of an I P subnet. An IP nunbering plan needs to work
with these new i deas. Legacy bridged networks and | eadi ng- edge

wor kgroup switched networks nay very well need changes in the
subnetting structure. Renunbering needs may al so devel op due to the
characteristics of new WAN t echnol ogi es, especially nonbroadcast

mul ti-access (NBMA) services such as Frane-Relay and Asynchronous
Transfer Mde (ATM.

I ncreased use of telecomuting by nobile workers, and in snmall and
hone offices, need on-demand WAN connectivity, using nodens or | SDN
Ef fective use of demand nedia often requires changes in nunbering and
routing.
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4.2.1 Change in organi zati onal structure or network topol ogy

As conpani es grow, through mergers, acquisitions and reorgani zations,
the need nay arise for realignnent and nodification of the various
organi zati onal network architectures. The connectivity of disparate
cor porate networks present unique challenges in the real m of
renunbering, since one or nore individual networks may have to be

bl ended into a much larger architecture consisting a different IP
address prefix altogether.

4.2.2 Inter-Enterprise Connectivity

Even if they do not connect to the general Internet, enterprises may
i nt erconnect to other organi zati ons whi ch have i ndependent nunbering
systens. Such connectivity can be as sinple as bilateral dedicated
circuits. If both enterprises use unregistered or private address
space, they run the risk of using duplicate addresses.

In such cases, one or both organi zations nay need to renunber into
different parts of the private address space, or obtain unique
regi stered addresses.

4.2.3 Change of Internet Service Provider

As nmentioned previously in Section 2, it is increasingly becom ng
current practice for organizations to have their | P addresses
allocated by their upstreamI|SP. Also, with the advent of C assless
Inter Domain Routing (CIDR) [11], and the considerable growth in the
size of the global Internet table, Internet Service Providers are
becom ng nore and nore reluctant to all ow custonmers to continue using
addresses which were allocated by the | SP, when the customer

term nates service and noves to another 1SP. The prevailing reason
is that the ISP was previously issued a Cl DR block of contiguous
address space, which can be announced to the remai nder of the
Internet conmunity as a single prefix. (A prefix is what is referred
to in classless terns as a contiguous block of IP addresses.) If a
non- customer advertises a specific conponent of the ClIDR bl ock, then
this adds an additional routing entry to the global Internet routing
table. This is what is commonly referred to as "punching holes"” in a
CI DR bl ock. Consequently, there are usually no routing anomalies in
doing this since a specific prefix is always preferred over an
aggregate route. However, if this practice were to happen on a |arge
scale, the growth of the global routing table would becone mnuch

| arger, and perhaps too |large for current backbone routers to
accommodate in an acceptable fashion with regards to perfornmance of
recal culating routing informati on and sheer size of the routing table
itself. For obvious reasons, this practice is highly discouraged by
ISP"s with ClI DR bl ocks, and sone ISP’'s are naking this a contractua
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i ssue, so that custoners understand that addresses allocated by the
| SP are non-portabl e.

It is noteworthy to nmention that the |ikelihood of being forced to
renunber in this situation is inversely proportional to the size of
the custoner’s address space. For exanple, an organization with a
/16 allocation may be allowed to consider the address space
"portable", while an organi zation with nultiple non-contiguous /24

al locations may not. \Wile the scenarios may be vastly different in
scope, it becones an issue to be decided at the discretion of the
initial allocating entity, and the ISP s involved; the mgjor deciding
factor being whether or not the change will fragment an existing Cl DR
bl ock and whether it will significantly contribute to the overal
grom h of the global Internet routing tables.

It should also be noted that (contrary to opinions sonetines voiced)
this formof renunbering is a technically necessary consequence of
changing ISP's, rather than a comrercial or political nandate.

4.2.3 Internet dobal Routing

Even | arge organi zati ons, now connected to the Internet with
"portabl e" address space, may find their address allocation too
small. Current registry guidelines require that address space usage
be justified by an engineering plan. O der networks may not have
efficiently utilized existing address space, and may need to make
their existing structures nore efficient before new address

al | ocati ons can be nade.

4.2.4 Internal Use of LAN Swi tching

I nt roduci ng wor kgroup switches may introduce subtle renunbering
needs. Fundanmentally, workgroup switches are specialized, high-
performance bridges, which nmake their main forwardi ng deci sions based
on Layer 2 (MAC) address information. Even so, they rarely are

i ndependent of Layer 3 (IP) address structure. Pure Layer 2
switching has a "flat" address space that will need to be renunbered
into a hierarchical, subnetted space consistent with routing.

I ntroduci ng single switches or stacks of sw tches may not have
significant inpact on addressing, as long as it is understood that
each system of switches is a single broadcast donmmi n. Each broadcast
domai n should nap to a single | P subnetwork.

Virtual LANs (VLANs) further extend the conplexity of the role of
wor kgroup switches. It is generally true that noving an end station
fromone switch port to another within the same VLAN will not cause
maj or changes in addressi ng. Many overvi ew presentations of this
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technol ogy do not make it clear that noving the sanme end station
between different VLANs will nove the end station into another |P
subnet, requiring a significant address change.

Swi tches are commonly managed by SNWVP applications. These network
managenent applicati ons comuni cate with rmanaged devices using | P
Even if the switch does not do IP forwarding, it will itself need IP
addresses if it is to be managed. Al so, if the clients and servers in
t he workgroup are nanaged by SNMP, they will also require IP
addresses. The workgroup, therefore, will need to appear as one or
nore | P subnetworKks.

I ncreasi ngly, internetworking products are not purely Layer 2 or
Layer 3 devices. A workgroup switch product often includes a routing
function, so the nunbering plan nust support both flat Layer 2 and
hi erarchi cal Layer 3 addressing.

4.2.4 Internal Use of NBVMA O oud Services

"Cl oud" services such as franme relay often are nore econonical than
traditional services. At first glance, when converting existing
enterprise networks to NBMA, it might appear that the existing subnet
structure should be preserved, but this is often not the case.

Many organi zations often began by treating the "cloud" as a single
subnet, but experience has shown it is often better to treat the

i ndividual virtual circuits as separate subnets, which appear as
traditional point-to-point circuits. \Wen the individual point-to-
poi nt VCs becone separate subnets, efficient address utilization
requires the use of long prefixes (i.e., 30 bit) for these subnets.
In practice, obtaining 30 bit prefixes neans the |ogical network
shoul d support variable | ength subnet masks (VLSM. VLSMs are the
primary nethod in which an assigned prefix can be subnetted
efficiently for different nmedia types. This is acconplished by
establ i shing one or nore prefix lengths for LAN nedia with nore than
two hosts, and subdividing one or nore of these shorter prefixes into
| onger /30 prefixes that mnimze address | oss.

There are alternative ways to configure routing over NBMA, using
speci al mechanisns to exploit or sinulate point-to-nultipoint VCs.
These often have a significant perfornmance inpact, and may be | ess
reliable because a single routing point of failure is created.
Motivations for such alternatives tend to include:
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1. A desire not to use VLSM This is often founded in fear
rat her than technol ogy.

2. Router inplenentation issues that Ilimt the nunber of subnets
or interfaces a given router can support.

3. An inherently point-to-nultipoint application (e.g., renote
hosts to a data center). In such cases, sone of the
linmtations are due to the dynam c routing protocol in use.

In such "hub-and-spoke" inplenentations, static routing can

be preferable froma performance and flexibility standpoint,
since it does not produce routing protocol chatter and is

unaf fected by split horizon constraints (nanmely, the inability
to build an adjacency with a peer within the sane |IP
subnet wor k) .

4.2.5 Expansion of Dialup Services

Di al up services, especially public Internet access providers, are
experienci ng expl osive growh. This success represents a particular
drain on the avail abl e address space, especially with a comonly used
practice of assigning unique addresses to each custoner.

In this case, individual users announce their address to the access
server using PPP's | P control protocol (IPCP) [12]. The server nay
val i date the proposed address agai nst some type of user
identification, or sinply make the address active in a subnet to
whi ch the access server (or set of bridged access servers) bel ongs.

The preferred technique is to allocate dynanic addresses to the user
froma pool of addresses available to the access server.

4.2.6 Returning non-contiguous prefixes for an aggregate

I n many instances, an organization can return their current, non-
contiguous prefix allocations for a contiguous bl ock of address space
of equal or greater size, which can be accommpdated with CIDR Al so,
many organi zati ons have begun to depl oy classless interior routing
protocols within their domains that nmake use of route summarization
and ot her optimzed routing features, effectively reducing the total
nunber of routes being propagated within their internal network(s),
and nmeking it nuch easier to adninister and naintain.

Hi erarchical routing protocols such as OSPF scal e best when the
address assignment of a given network reflects the topol ogy, and the
t opol ogy of the network can often be fluid. Gven that the network is
fluid, even the best planned address assi gnnent schene, given tineg,
will diverge fromthe actual topology. Wile not required, sone
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organi zati on may choose to gain the benefit of both technical and
adm ni strative scalability of their IGP by periodically renunbering
to have address assignnments reflect the network topol ogy. Patrick
Henry once said "the tree of liberty nmust fromtine to tine be

watered with the blood of patriots.” In the Internet, routing trees
of the best-planned networks need fromtine to tinme be watered with
at |least the sweat of network adm nistrators. |nproving aggregation

is also highly encouraged to reduce the size of not only the gl oba
Internet routing table, but also the size and scalability of interior
routing within the enterprise.

4.3 Future

Emergi ng new protocols will nost definitely affect addressing pl ans
and nunbering schenes.

4.3.1 Internal Use of Switched Virtual Circuit Services

Services such as ATMvirtual circuits, switched franme relay, etc.
present chall enges not considered in the original |IP design. The
basic I P decision in forwardi ng a packet is whether the destination
is local or renpte, in relation to the source host’s subnet. Address
resol ution nmechanisns are used to find the nedium address of the
destination in the case of local destinations, or to find the nedi um
address of the router in the case of renpte routers.

In these new services, there are cases where it is far nore effective
to "cut-through" a new virtual circuit to the destination. |If the
destination is on a different subnet than the source, the cut-through
typically is to the egress router that serves the destination subnet.
The advantage of cut-through in such a case is that it avoids the

| atency of nultiple router hops, and reduces |oad on "backbone"
routers. The cut-through decision is usually made by an entry router
that is aware of both the routed and switched environnents.

This entry router conmunicates with a address resolution server using
the Next Hop Resol ution Protocol (NHRP) [13]. This server naps the
destination network address to either a next-hop router (where cut-
through is not appropriate) or to an egress router reached over the
swi tched service. Chviously, the data base in such a server nmay be

af fected by renunbering. Cients nay have a hard-coded address of the
server, which again may need to change. Wile the NHRP protoco
specifications are still evolving at the time of this witing,
comerci al inplenentations based on drafts of the protocol standard
are in use.
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4.3.2 Transitioning to | P version 6

O course, when I Pv6 [14] deploynent is set in notion, and as

nmet hodol ogi es are developed to transition to | Pv6, renunbering wll
al so be necessary, but perhaps not i mediately mandatory. To aid in
the transition to I Pv6, nechanisns to deploy dual- |Pv4/1Pv6 stacks
on network hosts should al so becone available. It is also envisioned
that Network Address Transl ation (NAT) devices will be devel oped to
assist inthe IPv4 to IPv6 transition, or perhaps supplant the need
to renunber the majority of interior networks altogether, but that is
beyond the scope of this docunent. At the very |l east, DNS hosts wll
need to be reconfigured to resol ve new host nanmes and addresses, and
routers will need to be reconfigured to advertise new prefixes.

| Pv6 address allocation will be managed by the Internet Assigned
Nunbers Authority (I ANA) as set forth in [15].

5. Summary

As indicated by the Internet Architecture Board (I AB) in [16], the
task of renunbering networks is becom ng nore w despread and

conmonpl ace. Al though there are nunerous reasons why an organization
woul d desire, or be required to renunber, there are equally as many
reasons why address allocation should be done with great care and
forethought at the onset, in order to mnimze the inpact that
renunbering woul d have on the organi zation. Even with the nost

foret hought and vision, however, an organi zati on cannot foresee the
possibility for renunbering. The best advice, in this case, is to be
prepared, and get ready for renunberi ng.

6. Security Considerations

Al t hough no obvi ous security issues are discussed in this docunent,
it stands to reason that renunbering certain devices can def eat
security systens designed and based on static |IP host addresses.

Care should be exercised by the renunbering entity to ensure that al
security systens deployed with the network(s) which nay need to be
renunber ed be given special consideration and significant forethought
to provide continued functionality and adequate security.
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