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Abstract

The Integrated Services (Intserv) architecture provides a neans for
the delivery of end-to-end Quality of Service (QS) to applications
over heterogeneous networks. To support this end-to-end nodel, the
Intserv architecture nmust be supported over a w de variety of
different types of network elenents. |In this context, a network that
supports Differentiated Services (Diffserv) nay be viewed as a
network elenment in the total end-to-end path. This docunent

descri bes a framework by which Integrated Services may be supported
over Diffserv networks.
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1. Introduction

Wirk on QoS-enabled IP networks has led to two distinct approaches:
the Integrated Services architecture (Intserv) [10] and its
acconpanyi ng signaling protocol, RSVP [1], and the Differentiated
Services architecture (Diffserv) [8]. This docunent describes ways
in which a Diffserv network can be used in the context of the Intserv
architecture to support the delivery of end-to-end QCS.

1.1 Integrated Services Architecture

The integrated services architecture defined a set of extensions to
the traditional best effort nodel of the Internet with the goal of

all owi ng end-to-end QOS to be provided to applications. One of the
key conmponents of the architecture is a set of service definitions;
the current set of services consists of the controlled | oad and

guar anteed services. The architecture assunmes that sonme explicit
setup nmechanismis used to convey information to routers so that they
can provide requested services to flows that require them \ile
RSVP is the nost wi dely known exanple of such a setup mechani sm the
Intserv architecture is designed to accombdat e ot her nechani sns.

Intserv services are inplenented by "network elements”. Wile it is
conmon for network el enents to be individual nodes such as routers or
links, nore conplex entities, such as ATM "cl ouds" or 802.3 networks
may al so function as network el enments. As discussed in nore detail
below, a Diffserv network (or "cloud") may be viewed as a network
element within a larger Intserv network.

1.2 RSVP

RSVP is a signaling protocol that applications nay use to request
resources fromthe network. The network responds by explicitly
admtting or rejecting RSVP requests. Certain applications that have
quantifiabl e resource requirenents express these requirenents using
Intserv paranmeters as defined in the appropriate Intserv service
specification. As noted above, RSVP and Intserv are separable. RSVP
is a signaling protocol which may carry Intserv information. Intserv
defines the nodels for expressing service types, quantifying resource
requirements and for determining the availability of the requested
resources at relevant network el enments (adm ssion control).
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The current prevailing nodel of RSVP usage is based on a conbi ned
RSVP/ I ntserv architecture. |In this nodel, RSVP signals per-flow
resource requirenents to network el enents, using Intserv paraneters.
These network el enents apply Intserv adni ssion control to signaled
requests. |In addition, traffic control nechanisns on the network

el enent are configured to ensure that each admitted fl ow receives the
service requested in strict isolation fromother traffic. To this
end, RSVP signaling configures mcroflow (MF) [8] packet classifiers
in Intserv capable routers along the path of the traffic flow. These
classifiers enable per-flow classification of packets based on IP
addresses and port nunbers.

The followi ng factors have inpeded depl oynent of RSVP (and the
Intserv architecture) in the Internet at |arge:

1. The use of per-flow state and per-fl ow processing raises
scal ability concerns for |arge networks.

2. Only a small nunber of hosts currently generate RSVP signaling.
While this nunber is expected to grow dramatically, many
appl i cations may never generate RSVP signaling.

3. The necessary policy control mechanisnms -- access control
aut hentication, and accounting -- have only recently becone
avai l able [17].

1.3 Diffserv

In contrast to the per-flow orientation of RSVP, Diffserv networks
classify packets into one of a small nunber of aggregated flows or
"cl asses", based on the Diffserv codepoint (DSCP) in the packet's IP
header. This is known as behavi or aggregate (BA) classification [8].
At each Diffserv router, packets are subjected to a "per-hop

behavi or" (PHB), which is invoked by the DSCP. The primary benefit
of Diffserv is its scalability. Diffserv elimnates the need for
per-flow state and per-flow processing and therefore scales well to

| ar ge networks.

1.4 Roles of Intserv, RSVP and D ffserv

W view Intserv, RSVP and Diffserv as conplenentary technologies in
the pursuit of end-to-end Q0S. Together, these mechani sns can
facilitate depl oyment of applications such as |IP-tel ephony, video-
on-demand, and various non-nultinmedia mssion-critical applications.
Intserv enabl es hosts to request per-flow, quantifiable resources,

al ong end-to-end data paths and to obtain feedback regarding

admi ssibility of these requests. Diffserv enables scalability across
| ar ge networks.
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1.5 Conponents of Intserv, RSVP and Diffserv

Before proceeding, it is helpful to identify the follow ng conponents
of the QoS technol ogi es descri bed:

RSVP signaling - This termrefers to the standard RSVP signaling
protocol. RSVP signaling is used by hosts to signal application
resource requirenents to the network (and to each other). Network
el enents use RSVP signaling to return an adm ssion control decision
to hosts. RSVP signaling nay or may not carry Intserv paraneters.

Admi ssion control at a network el enent nay or may not be based on the
I nt serv nodel

M- traffic control - This termrefers to traffic control which is
applied i ndependently to individual traffic flows and therefore
requires recogni zing individual traffic flows via M- classification

Aggregate traffic control - This termrefers to traffic control which
is applied collectively to sets of traffic flows. These sets of
traffic flows are recogni zed based on BA (DSCP) classification. In
this docunent, we use the terns "aggregate traffic control" and
"Diffserv" interchangeably.

Aggregate RSVP. Wiile the existing definition of RSVP supports only
per-flow reservations, extensions to RSVP are being devel oped to
enabl e RSVP reservations to be nade for aggregated traffic, i.e.
sets of flows that may be recogni zed by BA classification. This use
of RSVP may be useful in controlling the allocation of bandwi dth in
Di ffserv networks.

Per-fl ow RSVP. The conventional usage of RSVP to performresource
reservations for individual mcroflows.

RSVP/ I ntserv - This termis used to refer to the prevailing nodel of
RSVP usage whi ch includes RSVP signaling with Intserv paraneters,

I ntserv admission control and per-flowtraffic control at network

el enent s.

Diffserv Region. A set of contiguous routers which support BA
classification and traffic control. Wile such a region may al so
support M- classification, the goal of this docunent is to describe
how such a region may be used in delivery of end-to-end QOS when only
BA classification is performed inside the Diffserv region

Non-Di ffserv Region. The portions of the network outside the

Diffserv region. Such a region may al so offer a variety of different
types of classification and traffic control
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Note that, for the purposes of this docunent, the defining features
of a Diffserv region is the type of classification and traffic
control that is used for the delivery of end-to-end QOS for a
particul ar application. Thus, while it may not be possible to
identify a certain region as "purely Diffserv' with respect to al
traffic flowing through the region, it is possible to define it in
this way fromthe perspective of the treatnment of traffic froma
singl e application.

1.6 The Franework

In the framework we present, end-to-end, quantitative QS is provided
by applying the Intserv nodel end-to-end across a network containing
one or nore Diffserv regions. The Diffserv regions nay, but are not
required to, participate in end-to-end RSVP signaling for the purpose
of optim zing resource allocation and supporting adm ssion control.

From t he perspective of Intserv, Diffserv regions of the network are
treated as virtual links connecting Intserv capable routers or hosts
(much as an 802.1p network region is treated as a virtual link in
[5]). Wthin the Diffserv regions of the network routers inplenment
specific PHBs (aggregate traffic control). The total amount of
traffic that is admtted into the Diffserv region that will receive a
certain PHB nay be linmted by policing at the edge. As a result we
expect that the Diffserv regions of the network will be able to
support the Intserv style services requested fromthe periphery. In
our framework, we address the support of end-to-end Integrated
Services over the Diffserv regions of the network. Qur goal is to
enabl e seam ess inter-operation. As a result, the network
admnistrator is free to choose which regions of the network act as

Diffserv regions. In one extrene the Diffserv region is pushed al
the way to the periphery, with hosts alone having full Intserv
capability. In the other extrene, Intserv is pushed all the way to

the core, with no Diffserv region
1.7 Contents

In section 3 we discuss the benefits that can be realized by using
the aggregate traffic control provided by Diffserv network regions in
t he broader context of the Intserv architecture. In section 4, we
present the framework and the reference network. Section 5 details
two possible realizations of the framework. Section 6 discusses the
inmplications of the framework for Diffserv. Section 7 presents sone
i ssues specific to multicast flows.
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2. Benefits of Using Intserv with Diffserv

The prinmary benefit of Diffserv aggregate traffic control is its
scalability. 1In this section, we discuss the benefits that
interoperation with Intserv can bring to a Diffserv network region.
Note that this discussion is in the context of servicing quantitative
QS applications specifically. By this we nmean those applications
that are able to quantify their traffic and QoS requirenents.

2.1 Resource Based Adm ssion Contr ol

In Intserv networks, quantitative QoS applications use an explicit
setup nmechani sm (e.g., RSVP) to request resources fromthe network.
The network may accept or reject these requests in response. This is
"explicit adnission control". Explicit and dynanic adm ssion contro
hel ps to assure that network resources are optimally used. To
further understand this issue, consider a Diffserv network region
provi ding only aggregate traffic control with no signaling. 1In the
Di ffserv network region, adm ssion control is applied in a relatively
static way by provisioning policing paraneters at network el ements.
For example, a network elenment at the ingress to a Diffserv network
regi on could be provisioned to accept only 50 Kbps of traffic for the
EF DSCP.

Whil e such static fornms of admi ssion control do protect the network
to sone degree, they can be quite ineffective. For exanple, consider
that there may be 10 I P tel ephony sessions originating outside the
Diffserv network region, each requiring 10 Kbps of EF service from
the Diffserv network region. Since the network el ement protecting
the Diffserv network region is provisioned to accept only 50 Kbps of
traffic for the EF DSCP, it will discard half the offered traffic.
This traffic will be discarded fromthe aggregation of traffic marked
EF, with no regard to the microflow fromwhich it originated. As a
result, it is likely that of the ten IP tel ephony sessions, none wll
obtain satisfactory service when in fact, there are sufficient
resources available in the Diffserv network region to satisfy five
sessi ons.

In the case of explicitly signal ed, dynam c adni ssion control, the

network will signal rejection in response to requests for resources
that woul d exceed the 50 Kbps limt. As a result, upstream network
el enents (including originating hosts) and applications will have the

information they require to take corrective action. The application
m ght respond by refraining fromtransmtting, or by requesting

admi ssion for a lesser traffic profile. The host operating system

m ght respond by marking the application’s traffic for the DSCP that
corresponds to best-effort service. Upstream network el enments mni ght
respond by re-marking packets on the rejected flowto a | ower service
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level. In some cases, it may be possible to reroute traffic over
alternate paths or even alternate networks (e.g., the PSTN for voice
calls). In any case, the integrity of those flows that were admtted

woul d be preserved, at the expense of the flows that were not
admtted. Thus, by appointing an Intserv-conversant admni ssion
control agent for the Diffserv region of the network it is possible
to enhance the service that the network can provide to quantitative
QoS applications.

2.2 Policy Based Adm ssion Control

In network regions where RSVP is used, resource requests can be

i ntercepted by RSVP-aware network el enents and can be revi ewed

agai nst policies stored in policy databases. These resource requests
securely identify the user and the application for which the
resources are requested. Consequently, the network elenment is able
to consider per-user and/or per-application policy when deciding
whether or not to adnmit a resource request. So, in addition to
optim zing the use of resources in a Diffserv network region (as

di scussed in 3.1) RSVP conversant adm ssion control agents can be
used to apply specific customer policies in determning the specific
custoner traffic flows entitled to use the Diffserv network region’s
resources. Customer policies can be used to allocate resources to
specific users and/or applications.

By conparison, in Diffserv network regions wthout RSVP signaling,
policies are typically applied based on the Diffserv customer network
fromwhich traffic originates, not on the originating user or
application within the customer network.

2.3 Assistance in Traffic ldentification/C assification

Wthin Diffserv network regions, traffic is allotted service based on
the DSCP nmarked in each packet’s |IP header. Thus, in order to obtain
a particular level of service within the Diffserv network region, it
is necessary to effect the marking of the correct DSCP in packet
headers. There are two mechani sns for doing so, host marking and
router marking. In the case of host marking, the host operating
system marks the DSCP in transmitted packets. |In the case of router
mar ki ng, routers in the network are configured to identify specific
traffic (typically based on M- classification) and to mark the DSCP
as packets transit the router. There are advantages and

di sadvant ages to each schenme. Regardless of the schenme used,

explicit signaling offers significant benefits.

Bernet, et al. I nf or mat i onal [ Page 8]



RFC 2998 I ntegrated Services Over Diffserv Networks Novenber 2000

2.3.1 Host Marking

In the case of host marking, the host operating system marks the DSCP
in transnitted packets. This approach has the benefit of shifting
per-flow classification and marking to the source of the traffic,
where it scales best. It also enables the host to nmake deci sions
regarding the mark that is appropriate for each transnitted packet
and hence the relative inportance attached to each packet. The host
is generally better equipped to nmake this decision than the network.
Furthernmore, if I PSEC encryption is used, the host nay be the only
device in the network that is able to make a nmeani ngful deternination
of the appropriate marking for each packet, since various fields such
as port nunbers woul d be unavailable to routers for M
classification.

Host marking requires that the host be aware of the interpretation of
DSCPs by the network. This information can be configured into each
host. However, such configuration inposes a managenent burden.

Al ternatively, hosts can use an explicit signaling protocol such as
RSVP to query the network to obtain a suitable DSCP or set of DSCPs
to apply to packets for which a certain Intserv service has been
requested. An exanple of how this can be achieved is described in

[ 14] .

2.3.2 Router Marking

In the case of router marking, M- classification criteria nust be
configured in the router in sonme way. This may be done dynam cally
(e.g., using COPS provisioning), by request fromthe host operating
system or statically via manual configuration or via automated
scripts.

There are significant difficulties in doing so statically. In many
cases, it is desirable to allot service to traffic based on the
application and/or user originating the traffic. At times it is
possible to identify packets associated with a specific application
by the I P port nunmbers in the headers. It may al so be possible to
identify packets originating froma specific user by the source IP
address. However, such classification criteria may change
frequently. Users may be assigned different |IP addresses by DHCP
Applications may use transient ports. To further conplicate matters,
mul tiple users may share an | P address. These factors nake it very
difficult to manage static configuration of the classification
information required to mark traffic in routers.

An attractive alternative to static configuration is to all ow host

operating systens to signal classification criteria to the router on
behal f of users and applications. As we will show later in this

Bernet, et al. I nf or mat i onal [ Page 9]



RFC 2998 I ntegrated Services Over Diffserv Networks Novenber 2000

docunment, RSVP signhaling is ideally suited for this task. 1In
addition to enabling dynam c and accurate updating of M
classification criteria, RSVP signaling enables classification of
| PSEC [ 13] packets (by use of the SPI) which would otherw se be
unr ecogni zabl e.

2.4 Traffic Conditioning

I nt serv-capabl e network el enents are able to condition traffic at a
per-flow granularity, by some conbi nati on of shaping and/ or policing.
Pre-conditioning traffic in this manner before it is submtted to the
Diffserv region of the network is beneficial. |In particular, it
enhances the ability of the Diffserv region of the network to provide
quantitative services using aggregate traffic control

3. The Franewor k

In the general framework we envision an Internet in which the

I ntegrated Services architecture is used to deliver end-to-end QOS to
applications. The network includes sonme conbination of Intserv
capabl e nodes (in which M- classification and per-flow traffic
control is applied) and Diffserv regions (in which aggregate traffic
control is applied). Individual routers may or nay not participate
in RSVP signaling regardl ess of where in the network they reside.

W will consider two specific realizations of the framework. In the
first, resources within the Diffserv regions of the network are
statically provisioned and these regi ons include no RSVP aware
devices. In the second, resources within the Diffserv region of the
network are dynam cally provisioned and sel ect devices within the
Diffserv network regions participate in RSVP signaling.
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3.1 Reference Network

The two realizations of the framework will be discussed in the
context of the follow ng reference network:

/ \ / \ / \

/ \ / \ / \
[---1 | |- |- == |- | 1---]
| Tx | -1 | ER1| ---| BR1] | BR2| - - - | ERZ| |- | Rx |
[---1 ] -1 1= -1 1= | 1=

\ / \ / \ /

\ / \ / \ /
Non-Di ffserv region Di ffserv region Non-Di ffserv region

Figure 1: Sanple Network Configuration

The reference network includes a Diffserv region in the niddle of a
| arger network supporting Intserv end-to-end. The Diffserv region
contains a nmesh of routers, at |east sone of which provide aggregate
traffic control. The regions outside the Diffserv region (non-
Diffserv regions) contain neshes of routers and attached hosts, at

| east sone of which support the Integrated Services architecture.

In the interest of sinplicity we consider a single QS sender, Tx
comuni cating across this network with a single QoS receiver, RX.

The edge routers (ERL, ER2) which are adjacent to the Diffserv region
interface to the border routers (BRlL, BR2) within the Diffserv
region.

From an econoni c vi ewpoint, we may consider that the Diffserv region
sells service to the network outside the Diffserv region, which in
turn provides service to hosts. Thus, we may think of the non-
Diffserv regions as clients or custonmers of the Diffserv region. In
the following, we use the term"custoner" for the non-Diffserv
regions. Note that the boundaries of the regions may or nmay not
align with adm nistrative domai n boundaries, and that a single region
m ght contain nultiple adninistrative donains.

We now define the nmajor conponents of the reference network.
3.1.1 Hosts

We assune that both sending and receiving hosts use RSVP to

comuni cate the quantitative QoS requirenments of QS-aware

applications running on the host. In principle, other nmechanisnms my
be used to establish resource reservations in Intserv-capabl e nodes,
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but RSVP is clearly the preval ent nechanismfor this purpose.

Typically, a QoS process within the host operating system generates
RSVP signaling on behalf of applications. This process may al so
i nvoke local traffic control

As di scussed above, traffic control in the host may mark the DSCP in
transnitted packets, and shape transmitted traffic to the
requirenents of the Intserv service in use. Alternatively, the first
I nt serv-capabl e router downstream fromthe host may provide these
traffic control functions.

3.1.2 End-to-End RSVP Signaling

We assune that RSVP signaling nessages travel end-to-end between
hosts Tx and Rx to support RSVP/Intserv reservations outside the
Diffserv network region. W require that these end-to-end RSVP
nmessages are at least carried across the Diffserv region. Depending
on the specific realization of the framework, these nessages nay be
processed by none, sone or all of the routers in the Diffserv region

3.1.3 Edge Routers

ERL and ER2 are edge routers, residing adjacent to the Diffserv
network regions. The functionality of the edge routers varies
dependi ng on the specific realization of the franework. 1In the case
in which the Diffserv network region is RSVP unaware, edge routers
act as admi ssion control agents to the Diffserv network. They
process signaling nmessages fromboth Tx and Rx, and apply admi ssion
control based on resource availability within the D ffserv network
region and on custoner defined policy. 1In the case in which the
Diffserv network region is RSVP aware, the edge routers apply

adm ssion control based on |local resource availability and on
custoner defined policy. |In this case, the border routers act as the
adm ssion control agent to the Diffserv network region.

W will later describe the functionality of the edge routers in
greater depth for each of the two realizations of the framework.

3.1.4 Border Routers

BR1L and BR2 are border routers, residing in the Diffserv network
region. The functionality of the border routers varies dependi ng on
the specific realization of the framework. |In the case in which the
Diffserv network region is RSVP-unaware, these routers act as pure
Diffserv routers. As such, their sole responsibility is to police
submitted traffic based on the service |evel specified in the DSCP
and the agreenent negotiated with the custonmer (aggregate
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trafficcontrol). In the case in which the Diffserv network region is
RSVP- awar e, the border routers participate in RSVP signaling and act
as adm ssion control agents for the Diffserv network region

W will later describe the functionality of the border routers in
greater depth for each of the two realizations of the framework.

3.1.5 Diffserv Network Region

The Diffserv network region supports aggregate traffic control and is
assuned not to be capable of M classification. Depending on the
specific realization of the framework, sonme nunber of routers within
the Diffserv region nay be RSVP aware and therefore capable of per-
flow signaling and adm ssion control. |If devices in the Diffserv
region are not RSVP aware, they will pass RSVP nessages transparently
with negligible performance inpact (see [6]).

The Diffserv network region provides two or nore |evels of service
based on the DSCP in packet headers. It may be a single
admi ni strative domain or may span multiple domains.

3.1.6 Non-Diffserv Network Regions

The network outside of the Diffserv region consists of Intserv
capabl e hosts and other network elements. Oher elenments may include
routers and perhaps various types of network (e.g., 802, ATM etc.).
These network el ements nmay reasonably be assuned to support Intserv,
al though this night not be required in the case of over-provisioning.
Even if these elenents are not Intserv capable, we assune that they
wi || pass RSVP nessages unhindered. Routers outside of the Diffserv
network region are not precluded from providing aggregate traffic
control to sone subset of the traffic passing through them

3.2 Service Mapping

Intserv service requests specify an Intserv service type and a set of
guantitative parameters known as a "flowspec". At each hop in an
Intserv network, the Intserv service requests are interpreted in a
form meani ngful to the specific link |layer medium For exanple at an
802.1 hop, the Intserv paraneters are nmapped to an appropriate 802. 1p
priority level [5].

In our framework, Diffserv regions of the network are anal ogous to
the 802.1p capabl e switched segnments described in [5]. Requests for
Intserv services nust be mapped onto the underlying capabilities of
the Diffserv network region. Aspects of the mapping include:
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- selecting an appropriate PHB, or set of PHBs, for the requested
servi ce;

- perform ng appropriate policing (including, perhaps, shaping or
remarki ng) at the edges of the Diffserv region

- exporting Intserv paraneters fromthe Diffserv region (e.g., for
the updating of ADSPECS) ;

- perfornming admi ssion control on the Intserv requests that takes
into account the resource availability in the Diffserv region

Exactly how these functions are perforned will be a function of the
way bandwi dth is nanaged inside the Diffserv network region, which is
a topic we discuss in Section 4. 3.

When the PHB (or set of PHBs) has been selected for a particular
Intserv flow, it may be necessary to conmuni cate the choice of DSCP
for the flow to other network el enents. Two schenmes nay be used to
achi eve this end, as di scussed bel ow.

3.2.1 Default Mapping

In this schene, there is sone standard, well-known mapping from
Intserv service type to a DSCP that will invoke the appropriate
behavior in the Diffserv network.

3.2.2 Network Driven Mapping

In this scheme, RSVP conversant routers in the D ffserv network
region (perhaps at its edge) may override the well-known napping
described in 4.2.1. In the case that DSCPs are nmarked at the ingress
to the Diffserv region, the DSCPs can sinply be renmarked at the
boundary routers. However, in the case that DSCP marki ng occurs
upstream of the Diffserv region, either in a host or a router, then
the appropriate mappi ng needs to be comuni cated upstream to the
mar ki ng device. This may be acconplished using RSVP, as described in
[ 14] .

The deci sion regarding where to mark DSCP and whether to override the
wel | - known service mapping is a mater of policy to be decided by the
adm ni strator of the Diffserv network region in cooperation with the
adm ni strator of the network adjacent to the Diffserv region.

3.2.3 Mcrofl ow Separation

Boundary routers residing at the edge of the Diffserv region wll
typically police traffic subnitted fromthe outside the Diffserv
region in order to protect resources within the Diffserv region

This policing will be applied on an aggregate basis, with no regard
for the individual mcroflows maki ng up each aggregate. As a result,
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it is possible for a msbehaving mcroflowto claimnore than its
fair share of resources within the aggregate, thereby degrading the
service provided to other mcroflows. This problemnay be addressed
by:

1. Providing per microflow policing at the edge routers - this is
generally the nost appropriate |ocation for nicroflow policing, since
it pushes per-flow work to the edges of the network, where it scales
better. |In addition, since Intserv-capable routers outside the
Diffserv region are responsible for providing mcroflow service to
their custonmers and the Diffserv region is responsible for providing
aggregate service to its customers, this distribution of
functionality mrrors the distribution of responsibility.

2. Providing per mcroflow policing at the border routers - this
approach tends to be | ess scal able than the previous approach. It
al so i nposes a managenent burden on the Diffserv region of the
network. However, it may be appropriate in certain cases, for the
Di ffserv boundary routers to offer per microflow policing as a

val ue-add to its Intserv custoners.

3. Relying on upstream shaping and policing - in certain cases, the
custoner may trust the shaping of certain groups of hosts
sufficiently to not warrant reshaping or policing at the boundary of
the Diffserv region. Note that, even if the hosts are shaping

m crofl ows properly, these shaped fl ows nay becone distorted as they
transit through the non-Diffserv region of the network. Depending on
the degree of distortion, it may be necessary to sonmewhat over-

provi sion the aggregate capacities in the Diffserv region, or to re-
police using either 1 or 2 above. The choice of one nechani sm or
another is a matter of policy to be decided by the adm nistrator of
the network outside the Diffserv region

3.3 Resource Managenent in Diffserv Regions

A variety of options exist for managenent of resources (e.g.,
bandwi dth) in the Diffserv network regions to neet the needs of end-
to-end Intserv flows. These options include:

- statically provisioned resources;

- resources dynam cally provisioned by RSVP

- resources dynamically provisioned by other nmeans (e.g., a form of
Bandwi dt h Br oker).

Sone of the details of using each of these different approaches are
di scussed in the foll owi ng section.
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4. Detailed Exanples of the Operation of Intserv over Diffserv Regions

In this section we provide detail ed exanples of our framework in
action. W discuss two exanples, one in which the Diffserv network
region is RSVP unaware, the other in which the D ffserv network
region is RSVP aware

4.1 Statically Provisioned Diffserv Network Region

In this exanple, no devices in the Diffserv network regi on are RSVP
aware. The Diffserv network region is statically provisioned. The
custoner(s) of the Diffserv network regions and the owner of the

Di ffserv network regi on have negotiated a static contract (service

| evel specification, or SLS) for the transnit capacity to be provided
to the custoner at each of a nunber of standard Diffserv service
level s. The "transnmit capacity" may be sinply an ampunt of bandw dth
or it could be a nore conplex "profile" involving a nunber of factors
such as burst size, peak rate, tine of day etc.

It is helpful to consider each edge router in the customer network as
consisting of two halves, a standard Intserv half, which interfaces
to the customer’s network regions and a Diffserv half which
interfaces to the Diffserv network region. The Intserv half is able
to identify and process traffic on per-flow granularity.

The Diffserv half of the router can be considered to consist of a
nunber of virtual transmt interfaces, one for each Diffserv service
| evel negotiated in the SLS. The router contains a table that
indicates the transnit capacity provisioned, per the SLS at each
Diffserv service level. This table, in conjunction with the default
mappi ng described in 4.2.1, is used to perform adm ssion control
decisions on Intserv flows which cross the Diffserv network region.

4.1.1 Sequence of Events in Obtaining End-to-end QoS

The follow ng sequence illustrates the process by which an
application obtains end-to-end QoS when RSVP is used by the hosts.

1. The QoS process on the sending host Tx generates an RSVP PATH
nmessage that describes the traffic offered by the sending
appl i cati on.

2. The PATH nmessage is carried toward the receiving host, Rx. 1In the
network region to which the sender is attached, standard RSVP/Intserv
processing is applied at capable network el enents.

3. At the edge router ER1, the PATH nessage is subjected to standard
RSVP processing and PATH state is installed in the router. The PATH
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nmessage is sent onward to the Diffserv network region

4. The PATH nmessage is ignored by routers in the Diffserv network
region and then processed at ER2 according to standard RSVP
processing rul es.

5. Wien the PATH nmessage reaches the receiving host Rx, the operating
system generates an RSVP RESV nessage, indicating interest in offered
traffic of a certain Intserv service type.

6. The RESV nessage is carried back towards the Diffserv network

region and the sending host. Consistent with standard RSVP/ I ntserv
processing, it may be rejected at any RSVP-capable node in the path
if resources are deened insufficient to carry the traffic requested.

7. At ER2, the RESV nessage is subjected to standard RSVP/ I ntserv

processing. It may be rejected if resources on the downstream
interface of ER2 are deened insufficient to carry the resources
requested. If it is not rejected, it will be carried transparently

through the Diffserv network region, arriving at ERL.

8. In ERL, the RESV nessage triggers adm ssion control processing.
ERL conpares the resources requested in the RSVP/Intserv request to
the resources available in the Diffserv network region at the
corresponding Diffserv service level. The correspondi ng service
level is determined by the Intserv to Diffserv mappi ng di scussed
previously. The availability of resources is determ ned by the
capacity provisioned in the SLS. ER1 may al so apply a policy

deci sion such that the resource request nmay be rejected based on the
custoner’s specific policy criteria, even though the aggregate
resources are determned to be avail abl e per the SLS.

9. If ERL approves the request, the RESV nessage is adnmitted and is

allowed to continue upstreamtowards the sender. |If it rejects the
request, the RESV is not forwarded and the appropriate RSVP error
nmessages are sent. |f the request is approved, ERL updates its

internal tables to indicate the reduced capacity avail able at the
admtted service level on its transmt interface.

10. The RESV nessage proceeds through the network region to which the
sender is attached. Any RSVP node in this region nay reject the

reservation request due to inadequate resources or policy. |If the
request is not rejected, the RESV nessage will arrive at the sending
host, Tx.

11. At Tx, the QoS process receives the RESV nmessage. It interprets
recei pt of the nmessage as indication that the specified traffic flow
has been admitted for the specified Intserv service type (in the
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I nt serv-capabl e nodes). It nay also | earn the appropriate DSCP
marking to apply to packets for this flow frominformation provided
in the RESV.

12. Tx may mark the DSCP in the headers of packets that are
transmtted on the admtted traffic flow The DSCP nmay be the
default value which maps to the Intserv service type specified in the
adm tted RESV nessage, or it may be a value explicitly provided in

t he RESV.

In this manner, we obtain end-to-end QS through a conbination of
networ ks that support RSVP/Intserv and networks that support
Diffserv.

4.2 RSVP-Aware Diffserv Network Region

In this exanple, the custonmer’s edge routers are standard RSVP
routers. The border router, BRlL is RSVP aware. In addition, there
may be other routers within the Diffserv network regi on which are
RSVP aware. Note that although these routers are able to participate
in some formof RSVP signaling, they classify and schedule traffic in
aggregate, based on DSCP, not on the per-flow classification criteria
used by standard RSVP/Intserv routers. It can be said that their
control-plane is RSVP while their data-plane is Diffserv. This
approach exploits the benefits of RSVP signaling while maintaining
much of the scalability associated with D ffserv.

In the preceding exanple, there is no signaling between the D ffserv
network region and network el ements outside it. The negotiation of
an SLS is the only explicit exchange of resource availability

i nformati on between the two network regions. ERL is configured with
the information represented by the SLS and as such, is able to act as
an adm ssion control agent for the Diffserv network region. Such
configuration does not readily support dynam cally changi ng SLSs,
since ERL requires reconfiguration each tine the SLS changes. It is
also difficult to make efficient use of the resources in the Diffserv
network region. This is because adm ssion control does not consider
the availability of resources in the Diffserv network regi on al ong
the specific path that woul d be inpact ed.

By contrast, when the Diffserv network region is RSVP aware, the
admi ssion control agent is part of the Diffserv network. As a
result, changes in the capacity available in the D ffserv network
region can be indicated to the Intserv-capabl e nodes outside the
Diffserv region via RSVP. By including routers interior to the
Diffserv network region in RSVP signaling, it is possible to

si mul taneously inprove the efficiency of resource usage within the
Diffserv region and to inprove the [ evel of confidence that the
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resources requested at adnission control are indeed available at this
particular point in tinme. This is because adm ssion control can be
linked to the availability of resources along the specific path that
woul d be inpacted. W refer to this benefit of RSVP signaling as
"topol ogy aware adm ssion control”. A further benefit of supporting
RSVP signaling within the Diffserv network region is that it is
possible to effect changes in the provisioning of the Diffserv
network region (e.g., allocating nore or |ess bandwi dth to the EF
gqueue in a router) in response to resource requests from outside of
the Diffserv region.

Various mechani sms may be used within the Diffserv network region to
support dynani ¢ provisioning and topol ogy aware adni ssion control
These include aggregated RSVP, per-flow RSVP and bandwi dt h brokers,
as described in the foll owi ng paragraphs.

4.2.1 Aggregated or Tunnel ed RSVP

A nunber of docunments [3, 6,15, 16] propose nmechani snms for extending
RSVP to reserve resources for an aggregation of flows between edges
of a network. Border routers may interact with core routers and

ot her border routers using aggregated RSVP to reserve resources

bet ween edges of the Diffserv network region. Initial reservation

| evel s for each service level nmay be established between najor border
routers, based on anticipated traffic patterns. Border routers could
trigger changes in reservation levels as a result of the cunulative
per-flow RSVP requests fromthe non-Diffserv regions reaching high or
| ow wat er marks.

In this approach, adm ssion of per-flow RSVP requests from nodes
outside the Diffserv region woul d be counted agai nst the appropriate
aggregate reservations for the corresponding service level. The size
of the aggregate reservations may or nay not be dynanically adjusted
to deal with the changes in per-flow reservations.

The advantage of this approach is that it offers dynam c, topol ogy
awar e admi ssion control to the Diffserv network regi on w thout
requiring the level of RSVP signaling processing that woul d be
required to support per-flow RSVP.

W note that resource managenent of a Diffserv region using
aggregated RSVP is nost likely to be feasible only within a single
adm ni strative domain, as each domain will probably choose its own
nmechani smto manage its resources.
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4.2.3 Per-fl ow RSVP

In this approach, described in [3], routers in the D ffserv network
region respond to the standard per-flow RSVP signaling originating
fromthe Intserv-capabl e nodes outside the Diffserv region. This
approach provides the benefits of the previous approach (dynanic

t opol ogy aware adm ssion control) w thout requiring aggregated RSVP
support. Resources are also used nore efficiently as a result of the
per-flow adm ssion control. However, the demands on RSVP signaling
resources within the Diffserv network regi on may be significantly

hi gher than in an aggregated RSVP approach.

Note that per-flow RSVP and aggregated RSVP are not mnutually
exclusive in a single Diffserv region. It is possible to use per-flow
RSVP at the edges of the Diffserv region and aggregation only in sone
"core" region within the Diffserv region

4.2.4 Granularity of Deploynment of RSVP Aware Routers

In 4.2.2 and 4.2.3 sone subset of the routers within the Diffserv
network is RSVP signaling aware (though traffic control is aggregated
as opposed to per-flow). The relative nunber of routers in the core
that participate in RSVP signaling is a provisioning decision that
must be nade by the network administrator.

In one extreme case, only the border routers participate in RSVP
signaling. In this case, either the Diffserv network region nust be
extrenely over-provisioned and therefore, inefficiently used, or else
it must be carefully and statically provisioned for limted traffic
patterns. The border routers nust enforce these patterns.

In the other extrene case, each router in the Diffserv network region
m ght participate in RSVP sighaling. 1In this case, resources can be
used with optinmal efficiency, but signaling processing requirenments
and associ ated overhead increase. As noted above, RSVP aggregation
is one way to limt the signaling overhead at the cost of some |oss
of optimality in resource utilization

It is likely that sonme network administrators will conprom se by
enabl i ng RSVP signaling on sone subset of routers in the Diffserv
network region. These routers will likely represent major traffic

switching points with over-provisioned or statically provisioned
regi ons of RSVP unaware routers between them
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4.3 Dynam cally Provisioned, Non-RSVP-aware Diffserv Region

Border routers mght not use any formof RSVP signaling within the
Diffserv network region but might instead use custom protocols to
interact with an "oracle". The oracle is an agent that has
sufficient know edge of resource availability and network topology to
make admi ssion control decisions. The set of RSVP aware routers in
the previous two exanpl es can be considered collectively as a form of
distributed oracle. In various definitions of the "bandw dth broker"
[4], it is able to act as a centralized oracle.

5. Inplications of the Framework for Diffserv Network Regions

We have described a framework in which RSVP/Intserv style QoS can be
provi ded across end-to-end paths that include Diffserv network
regions. This section discusses some of the inplications of this
framework for the Diffserv network region

5.1 Requirenents fromDiffserv Network Regions

A Diffserv network region nust nmeet the follow ng requirements in
order for it to support the framework described in this docunent.

1. A D ffserv network region nust be able to provide support for the
standard Intserv QoS services between its border routers. It nust be
possible to i nvoke these services by use of standard PHBs within the
Diffserv region and appropriate behavior at the edge of the Diffserv
region.

2. Diffserv network regions must provide adnission control
information to their "custoner"” (non-Diffserv) network regions. This
i nformati on can be provided by a dynami c protocol or through static
service |l evel agreenments enforced at the edges of the Diffserv
region.

3. Diffserv network regi ons nmust be able to pass RSVP nessages, in
such a manner that they can be recovered at the egress of the
Diffserv network region. The Diffserv network region may, but is not
required to, process these nessages. Mechanisns for transparently
carrying RSVP nessages across a transit network are described in

[3, 6, 15, 16].

To neet these requirenents, additional work is required in the areas
of :

1. Mapping Intserv style service specifications to services that can
be provided by Diffserv network regions.
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2. Definition of the functionality required in network elenments to
support RSVP signaling with aggregate traffic control (for network
elements residing in the Diffserv network region).

3. Definition of mechanisns to efficiently and dynam cally provision
resources in a Diffserv network region (e.g., aggregated RSVP
tunneling, MPLS, etc.). This might include protocols by which an
"oracle" conveys information about resource availability within a
Diffserv region to border routers. One exanple of such a nechanism
is the so-called "bandw dth broker" proposed in [19, 20, 21].

5.2 Protection of Intserv Traffic from Qher Traffic

Net wor k admi ni strators nust be able to share resources in the
Di ffserv network regi on between three types of traffic:

a. End-to-end Intserv traffic. This is typically traffic associated
with quantitative QoS applications. It requires a specific quantity
of resources with a high degree of assurance.

b. Non-Intserv traffic. The Diffserv region may allocate resources
to traffic that does not make use of Intserv techniques to quantify
its requirenments, e.g., through the use of static provisioning and
SLSs enforced at the edges of the region. Such traffic mght be
associated with applications whose QoS requirenments are not readily
quantifiable but which require a "better than best-effort"” |evel of
servi ce.

c. Al other (best-effort) traffic. These three classes of traffic
must be isolated fromeach other by the appropriate configuration of
policers and classifiers at ingress points to the Diffserv network
region, and by appropriate provisioning within the D ffserv network
region. To provide protection for Intserv traffic in Diffserv

regi ons of the network, we suggest that the DSCPs assigned to such
traffic not overlap with the DSCPs assigned to other traffic.

6. Ml ticast

The use of integrated services over Diffserv networks is
significantly nore conplex for nulticast sessions than for unicast
sessions. Wth respect to a nulticast connection, each participating
region has a single ingress router and zero, one or several egress
routers. The difficulties of nmulticast are associated with Diffserv
regions that contain several egress routers. (Support of rmulticast
functionality outside the Diffserv region is relatively
straightforward since every Intserv-capable router along the
multicast tree stores state for each flow)

Consi der the follow ng reference network:
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Figure 2: Sanple Milticast Network Configuration

The reference network is simlar to that of Figure 1. However, in
Figure 2, copies of the packets sent by Tx are delivered to severa
receivers outside of the Diffserv region, nanely to Rxl and Rx2.

Mor eover, packets are copied within the Diffserv region in a "branch
point" router RR  In the reference network BRL is the ingress router
to the Diffserv region whereas BR2 and BR3 are the egress routers.

In the sinplest case the receivers, Rxl and Rx2 in the reference
network, require identical reservations. The Diffserv framework [ 18]
supports service level specifications (SLS) froman ingress router to
one, sone or all of the egress routers. This calls for a "one to
many" SLS within the Diffserv region, fromBRl to BR2 and BR3. G ven
that the SLS is granted by the Diffserv region, the ingress router
BR1, or perhaps an upstream node such as ER1l, marks packets entering
the Diffserv region with the appropriate DSCP. The packets are
routed to the egresses of the Diffserv domain using the origina
mul ti cast address.

The two major problens, explained in the foll ow ng, are associ ated

wi th heterogeneous nulticast trees containing branch points within
the Diffserv region, i.e., nulticast trees where the |evel of
resource requirenment is not uniformanong all receivers. An exanple
of such a scenario in the network of Figure 2 is the case where both
Rx1 and Rx2 need to receive multicast data from Tx1 but only one of
the receivers has requested a | evel of service above best effort. W
consi der such scenarios in the follow ng paragraphs.
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6.1 Remarki ng of packets in branch point routers

In the above scenario, the packets that arrive at BRlL are narked with
an appropriate DSCP for the requested Intserv service and are sent to
RR. Packets arriving at the branch point nust be sent towards BR2
with the same DSCP ot herwi se the service to Rxl is degraded.

However, the packets going fromRR towards BR3 need not nmintain the
hi gh assurance | evel anynore. They nmay be denoted to best effort so
that the QoS provided to other packets along this branch of the tree
is not disrupted. Several problens can be observed in the given
scenari o:

- In the Diffserv region, DSCP narking is done at edge routers
(i ngress), whereas a branch point router m ght be a core
router, which does not nark packets.

- Being a core Diffserv router, RR classifies based on
aggregate traffic streanms (BA), as opposed to per flow (M)
classification. Hence, it does not necessarily have the
capability to distinguish those packets which belong to a
specific nmulticast tree and require denotion fromthe other
packets in the behavi or aggregate, which carry the sane DSCP

- Since RR may be RSVP-unaware, it may not participate in the
adm ssi on control process, and would thus not store any per-
flow state about the reservations for the nmulticast tree.
Hence, even if RR were able to perform M- cl assification and
DSCP remarking, it would not know enough about downstream
reservations to remark the DSCP intelligently.

These probl ens coul d be addressed by a variety of nechanisns. W
list some below, while noting that none is ideal in all cases and
that further nechani sms nay be devel oped in the future:

1. If sonme Intserv-capable routers are placed within the Diffserv
region, it might be possible to adninister the network topol ogy and
routing paranmeters so as to ensure that branch points occur only
within such routers. These routers would support M- classification
and remar ki ng and hold per-flow state for the heterogeneous
reservations for which they are the branch point. Note that in this
case, branch point routers would have essentially the sane
functionality as ingress routers of an RSVP-aware Di ffserv domain

2. Packets sent on the "non-reserved" branch (from RR towards BR3)
are marked with the "wong" DSCP; that is, they are not denoted to
best effort but retain their DSCP. This in turn requires over
reservation of resources along that Iink or runs the risk of
degradi ng service to packets that legitimately bear the sanme DSCP
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along this path. However, it allows the Diffserv routers to remain
free of per-flow state.

3. A conbination of nechanisml1 and 2 may be an effective conprom se.
In this case, there are sone Intserv-capable routers in the core of
the network, but the network cannot be adm nistered so that ALL
branch points fall at such routers.

4. Adninistrators of Diffserv regions may decide not to enable

het er ogeneous sub-trees in their domains. |In the case of different
downstream reservations, a ResvErr nessage would be sent according to
the RSVP rules. This is simlar to the approach taken for Intserv
over | EEE 802 Networks [2,5].

5. In [3], a scheme was introduced whereby branch point routers in
the interior of the aggregation region (i.e., the Diffserv region)
keep reduced state information regarding the reservations by using
nmeasur enent based admi ssion control. Under this scheme, packets are
tagged by the nore know edgeabl e Intserv edges routers with
scheduling information that is used in place of the detailed Intserv
state. If the Diffserv region and branch point routers are designed
following that framework, denotion of packets becomes possible.

6.2 Multicast SLSs and Het erogeneous Trees

Mul ticast flows with heterogeneous reservations present some

chall enges in the area of SLSs. For exanple, a conmon exanple of an
SLS is one where a certain anount of traffic is allowed to enter a
Diffserv region marked with a certain DSCP, and such traffic may be
destined to any egress router of that region. W call such an SLS a
honogeneous, or uniform SLS. However, in a multicast environment, a
singl e packet that is admitted to the Diffserv region nay consune
resources along many paths in the region as it is replicated and
forwarded towards many egress routers; alternatively, it may flow
along a single path. This situation is further conplicated by the
possibility descri bed above and depicted in Figure 2, in which a
mul ti cast packet might be treated as best effort al ong sone branches
whil e receiving some higher QOS treatnment along others. W sinply
note here that the specification of meaningful SLSs which neet the
needs of heterogeneous flows and which can be net be providers is
likely to be chall enging.

Dynami c SLSs may help to address these issues. For exanple, by using
RSVP to signal the resources that are required along different
branches of a nulticast tree, it may be possible to nore closely
approach the goal of allocating appropriate resources only where they
are needed rather than overprovisioning or underprovisioning al ong
certain branches of a tree. This is essentially the approach
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described in [15].
7. Security Considerations
7.1 General RSVP Security

We are proposing that RSVP signaling be used to obtain resources in
both Diffserv and non-Diffserv regions of a network. Therefore, al
RSVP security considerations apply [9]. |In addition, network
admi ni strators are expected to protect network resources by
configuring secure policers at interfaces with untrusted custoners.

7.2 Host Marking

Though it does not mandate host marking of the DSCP, our proposal
does allowit. Alowing hosts to set the DSCP directly may al arm
network administrators. The obvious concern is that hosts may
attenpt to "steal" resources. In fact, hosts nmay attenpt to exceed
negoti ated capacity in Diffserv network regions at a particul ar
service | evel regardl ess of whether they invoke this service |eve
directly (by setting the DSCP) or indirectly (by subnitting traffic
that classifies in an internediate marking router to a particular
DSCP) .

In either case, it will generally be necessary for each D ffserv
network region to protect its resources by policing to assure that
custoners do not use nore resources than they are entitled to, at
each service level (DSCP). The exception to this rule is when the
host is known to be trusted, e.g., a server that is under the contro

of the network administrators. |f an untrusted sending host does not
perform DSCP mar ki ng, the boundary router (or trusted internedi ate
routers) must provide MF classification, mark and police. |If an

untrusted sendi ng host does perform marking, the boundary router
needs only to provide BA classification and to police to ensure that
the custoner is not exceeding the aggregate capacity negotiated for
t he service |evel

In summary, there are no additional security concerns raised by
mar ki ng the DSCP at the edge of the network since Diffserv providers
will have to police at their boundaries anyway. Furthernore, this
approach reduces the granularity at which border routers nust poli ce,
t hereby pushing finer grain shaping and policing responsibility to
the edges of the network, where it scal es better and provi des other
benefits described in Section 3.3.1. The larger Diffserv network
regions are thus focused on the task of protecting their networks,
while the Intserv-capabl e nodes are focused on the task of shaping
and policing their own traffic to be in conpliance with their

negoti ated | ntserv paraneters.
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