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1. Status of this Menp

This RFC defines a nodel of service for Internet nulticasting and
proposes an extension to the Internet Protocol (IP) to support such a
mul ti cast service. Discussion and suggestions for inprovenents are
requested. Distribution of this meno is unlinited.
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The Internet task force on end-to-end protocols, headed by Bob
Braden, has provided valuable input in the devel opnment of the host
group nodel .

3. Introduction

In this paper, we describe a nodel of nulticast service we call host
groups and propose this nodel as a way to support nulticast in the
DARPA Internet environment [14]. W argue that it is feasible to
inplenment this facility as an extension of the existing "unicast" IP
dat agr am nodel and mechani sm

Mul ticast is the transmi ssion of a datagram packet to a set of zero
or nore destination hosts in a network or internetwork, with a single
address specifying the set of destination hosts. For exanple, hosts
A, B, Cand D nmay be associated with nulticast address X. On

transni ssion, a packet with destination address X is delivered with
datagramreliability to hosts A B, C and D

Mul ticast has two prinmary uses, nanely distributed binding and

mul ti-destination delivery. As a binding nmechanism nulticast is a
robust and often nore efficient alternative to the use of nane
servers for finding a particul ar object or service when a particul ar
host address is not known. For example, in a distributed file
system all the file servers nmay be associated with one well -known
mul ticast address. To bind a file nane to a particular server, a
client sends a query packet containing the file nane to the file
server nulticast address, for delivery to all the file servers. The
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server that recognizes the file name then responds to the client,

al | owi ng subsequent interaction directly with that server host. Even
when name servers are enployed, nulticast can be used as the first
step in the binding process, that is, finding a nane server.

Miul ti-destination delivery is useful to several applications,
i ncl udi ng:

- distributed, replicated databases [6, 9].
- conferencing [11].

- distributed parallel conputation, including distributed
gam ng [2].

I deal Iy, nulticast transm ssion to a set of hosts is not nore
conplicated or expensive for the sender than transnission to a single
host. Simlarly, multicast transm ssion should not be nore expensive
for the networks and gateways than traversing the shortest path tree
that connects the sending host to the hosts identified by the
mul ti cast address.

Miul ticast, transmi ssion to a set of hosts, is properly distinguished
from broadcast, transm ssion to all hosts on a network or

i nternetwork. Broadcast is not a generally useful facility since
there are few reasons for communicating with all hosts.

A variety of local network applications and systens nmake use of

mul ticast. For instance, the V distributed system[8] uses
network-level nmulticast for inplenenting efficient operations on
groups of processes spanning nultiple machines. Sinmilar use is being
made for replicated databases [6] and other distributed applications
[4]. Providing nulticast in the Internet environment would all ow
porting such |local network distributed applications to the Internet,
as well as making some existing Internet applications nore robust and
portable (by, for exanple, removing "wired-in" lists of addresses,
such as gat eway addresses).

At present, an Internet application logically requiring nulticast
must send individually addressed packets to each recipient. There
are two problenms with this approach. Firstly, requiring the sending
host to know the specific addresses of all the recipients defeats its
use as a binding nmechanism For exanple, a diskless workstation
needs on boot to determ ne the network address of a disk server and
it is undesirable to "wire in" specific network addresses. Wth a
multicast facility, the nmulticast address of the boot servers (or
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nane servers that hold the addresses of the boot servers) can be
wel | - known, allow ng the workstation to transmt its initial queries
to this address.

Secondly, transmitting nultiple copies of the sane packet makes

i nefficient use of network bandw dth, gateway resources and sender
resources. For instance, the sanme packet nay repeatedly traverse the
same network |inks and pass through the same gateways. Furthernore,
the | ocal network | evel cannot recognize nulti-destination delivery
to take advantage of nulticast facilities that the underlying network
technol ogi es may provide. For exanple, local-area bus, ring, or
radi o networks, as well as satellite-based w de-area networks, can
provide efficient nmulticast delivery directly. Besides using
excessive comuni cati on resources, the use of nultiple transm ssions
to effect nulticast severely limts the anpunt of parallelismin
transni ssion and processing that can be achieved conpared to an
integrated multicast facility.

The next section describes the host group nodel of multicast service.
Section 5 describes the extensions to IP to support the host group
nodel . Section 6 discusses the inplenentation of nmulticast within
the networks and gateways naking up the Internet. Section 7 relates
this nodel to other proposals. Finally, we conclude with remarks on
our experinental prototype inplenmentation of host groups and conments
on future directions for investigation.

4. The Host G oup Model

The Internet architecture defines a nane space of individual host
addresses. The host group nodel extends that nane space to include
addresses of host groups. A host group is a set of zero or nore

I nternet hosts <1>. When an | P packet is sent with a host group
address as its destination, it is delivered with "best effort"
datagramreliability to all nenbers of that host group

The sender need not be a menber of the destination group. W refer
to such a group as open, in contrast to a closed group where only
menbers are allowed to send to the group. W chose to provide open
groups because they are nore flexible and nore consistent as an
extensi on of conventional unicast nodels (even though they may harder
to inplement).

Dynam ¢ managenent of group nenbership provides flexible binding of
Internet addresses to hosts. Hosts may join and | eave groups over
time. A host may al so belong to nore than one group at a time.
Finally, a host may belong to no groups at tines, during which that
host is unreachable within the Internet architecture. 1In fact, a
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host need not have an individual Internet address at all. Sone hosts
may only be associated with nulti-host group addresses. For

i nstance, there may be no reason to contact an individual time server
in the Internet, so time servers would not require individua

addr esses.

I nternet addresses are dynami cally allocated for transient groups,
groups that often last only as long as the execution of a single
distributed program In addition, a range of host group identifiers
is reserved for identifying permanent groups. One use of permanent
host groups identifiers is for host groups with standard | ogi cal
meani ngs such as "nanme server group", "boot server group", "Ilnternet
nmoni t or group", etc.

In the current Internet architecture, addresses are bound to single
hosts. The host group nobdel generalizes the binding of Internet
addresses to hosts by allowi ng one address to bind to nultiple hosts
on nultiple networks, nore than one address to be bound (in part) to
one host, and the binding of an address to host to be dynamc, i.e.
possible to be nodi fied under application control. Wthin this nore
general nodel, the current architecture is supported as a speci al
case, retaining its current semantics and inplenmentation

The foll owi ng subsections provide further details of the nodel
4. 1. Host G oup Managenent

Dynami ¢ binding of Internet addresses to hosts is nanaged by the
follow ng three operations which are nmade available to clients of
the Internet Protocol <2>:

CreateGoup ( type ) --> outcome, group-address, access-key

requests the creation of a new transient host group with the

i nvoki ng host as its only nmenber. The type argunent specifies
whet her the group is restricted or unrestricted. A restricted
group restricts nenbershi p based on the access-key. Only hosts
presenting a valid host access-key are allowed to join. Al
unrestricted host groups have a null access-key. outcone

i ndi cat es whether the request is approved or denied. |If it is
approved, a new transient group address is returned in

group- address. access-key is the protection key (or password)
associated with the new group. This should fail only if there are
no free transient group addresses.

Joi nGroup ( group-address, access-key ) --> outcone
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requests that the invoking host beconme a nenber of the identified
host group (permanent or transient). outcomne indicates whether
the request is approved or denied. A request is denied if the
access key is invalid.

LeaveG oup ( group-address ) --> outcone

requests that the invoking host be dropped from nenbership in the
identified group (permanent or transient). outcone indicates
whet her the request is approved or deni ed.

There is no operation to destroy a transient host group because a
transi ent host group is deened to no | onger exist when its
nmenber ship goes to zero

Per manent host group addresses are all ocated and published by
Internet adnministrators, in the sane way as well-known TCP and UDP
port nunbers. That is, they are published in future editions of
the "Assigned Nunmbers" docunent [17].

4.2. Packet Transm ssion

Transni ssion of a packet in the host group nodel is controlled by
two paraneters of scope, one being the destination internetwork
address and the other being the "distance" to the destination
host(s). In particular,

Send ( dest-address, source-address, data, distance )

transmts the specified data in an internetwork datagramto the
host(s) identified by dest-address that are within the specified
di stance. The destination address is thus simlar to conventi onal
net wor ks except that delivery may be to nultiple hosts; the

di stance paraneter requires further discussion

Di stance nay be measured in several ways, including nunber of
networ k hops, tinme to deliver and what m ght be called

admi ni strative distance. Adninistrative distance refers to the

di stance between the adninistrations of two different networks.

For exanple, in a conmpany the networks of the research group and
advanced devel opnent group ni ght be considered quite close to each
ot her, networks of the corporate managenent nore di stant, and

net wor ks of other conpani es much nore distant. One may wish to
restrict a query to nmenbers within one’'s own admninistrative domain
because servers outside that domain nay not be trusted.

Simlarly, error reporting outside of an adnministrative domain may
not be productive and may in fact be confusing.
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Besides limting the scope of transmi ssion, the distance paraneter
can be used to control the scope of nmulticast as a binding
nmechani sm and to inplement an expandi ng scope of search for a
desired service. For instance, to |locate a nane server famliar
with a given nane, one m ght check with nearby nane servers and
expand the distance (by increnenting the distance on

retransm ssion) to include nore distant nane servers until the
nane i s found.

To reach all nenbers of a group, a sender specifies the nmaxi mum
value for the distance paraneter. This maxi num nust exceed the
"diameter” of the Internet.

Packet reception is the sane as conventional architectures. That
is,

Receive () --> dest-address, source-address, data

returns the next internetwork datagramthat is, or has been
recei ved.

4.3. Delivery Requirenents

We identify several requirenents for the packet delivery mechani sm
that are essential to host groups being a useful and used
facility.

Firstly, given the predom nance of broadcast |ocal -area networks
and the locality of comrunication to individual networks, the
delivery mechani smnust be able to exploit the hardware’s
capability for very efficient nmulticast within a single |ocal-area
net wor k.

Secondly, the delivery nmechani smnust scale in sophistication to
efficient delivery across the Internet as it acquires high-speed
Wi de-area comuni cation |inks and hi gher perfornance gateways.
The forner are being provided by the introduction of high-speed
satellite channels and | ong-haul fiber optic Iinks. The latter
are made feasible by the falling cost of menory and processing
power plus the increasing inportance in controlling access to
relatively unprotected | ocal network environments. A host group
delivery mechani sm nust be able to take advantage of these trends
as they nmaterialize.

Finally, the delivery mechani smnust avoid "systenatic errors”" in

delivery to nenbers of the host group. That is, a small nunber of
repeated transm ssions nust result in delivery to all group
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nmenbers within the specified distance, unless a nenber is
di sconnected or has failed. W refer to this property as

coverage. In general, nost reliable protocols nmake this basic
assunption for unicast delivery. It is inportant to guarantee
this assunption for nulticast as well or else applications using
nmul ticast may fail in unexpected ways when coverage i s not

provi ded. For efficiency, the nulticast delivery mechani sm shoul d
al so avoid regularly delivering nmultiple copies of a packet to
i ndi vi dual hosts.

Failure notification is not viewed as an essential requirenent,

gi ven the datagram semantics of delivery. However, a host group
extension to I P should provide "hint"-level failure notification
as the natural extension of the failure notification for unicast.

5. Extensions to |IP

This section discusses the specific extensions to the DARPA Internet
Protocol required to support the host group nodel. The extensions
need be inplenmented only on those hosts that wish to join host groups
or send to host groups; existing inplenmentations are not affected by
t he proposed changes.

5.1. G oup Addresses

A portion of the 32-bit | P address space is reserved for host
group addresses. The range of group addresses is chosen to be
easily recognized and to not conflict with existing individua
addresses. Either C ass A addresses with a distinguished
(currently unused) network nunmber or O ass D addresses (those
starting with 111) woul d be suitable. The range of group addresses
is further subdivided into a set of permanent group addresses and
a set of tenporary group addresses.

Host group addresses may be used in the sanme way as individua
addresses in the source, destination, and options fields of IP
datagrams. An IP inplenentation adds to the list of its own

i ndi vi dual addresses, the addresses of all groups to which it

bel ongs. The source addresses of locally originated datagranms are
val i dated against the list, and incom ng datagrans which are not
destined to an address on the |list are discarded. The addresses
on the list change dynanmically as | P users create, join and | eave
gr oups.
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5.2. G oup Managenent

To support the group managenent operations of CreateG oup

Joi nGoup and LeaveG oup, an |IP nmodule nust interact with one or
nore mul ti cast agents which reside in neighbouring gateways or

ot her speci al - purpose hosts. These interaction are handl ed by an
Internet Group Managenent Protocol (IGW) which, like |ICWP [15],
is an integral part of the IP inplenmentation. A proposed
specification for IGW is given in Appendix I.

5.3. Multicast Delivery

In order to transnmit a datagram destined to a host group, an IP
nodul e must map the destination group address into a |ocal network
address. As with individual |P addresses, the mapping al gorithm
is local-network- specific. On networks that directly support

nmul ticast, the I P host group address is mapped to a | ocal network
nmul ti cast address that includes all |ocal nenbers of the host
group plus one or nore multicast agents. For networks that do not
directly support multicast, the mapping nay be to a nore genera

br oadcast address, to a list of |ocal unicast addresses, or
perhaps to the address of a single machi ne that handl es

mul ti-destination rel aying.

5.4. Distance Contro

The existing Time to Live field in the I P header can be used for
crude control over the delivery radius of multicast datagranms. To
provide finer-grain control, a new IP option is defined to specify
t he maxi nrum delivery distance in "adm nistrative units”, such as
"this network", "this departnment”, "this conmpany", "this country",
etc. The set of units and their encoding is to be determ ned.

6. | nplenentation

In this section, we sketch a design for inplenenting the host group
nodel within the Internet. This description of the design is given
to further support the feasibility of the host group nodel as well as
poi nt out sone of the problens yet to be addressed.

| npl ement ati on of host groups involves inplenenting a binding
mechani sm (bi nding Internet addresses to zero or nore hosts) and a
packet delivery nmechani sm (delivering a packet to each host to which
its destination address binds). This facility fits nost naturally
into the gateways of the Internet and the sw tching nodes of the
constituent point-to-point networks (as opposed to separate machi nes)
because nulticast binding and delivery is a natural extension of the
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uni cast binding and delivery (i.e. routing plus store-and-forward).
That is, a nmulticast packet is routed and transmtted to nmultiple
destinations, rather than to a single destination

In the followi ng description, we start with a basic, sinple

i npl erentation that provides coverage and then refine this nechani sm
with various optimzations to inprove efficiency of delivery and
group managenent .

6.1. Basic |Inplenentation

A host group defines a network group, which is the set of networks
contai ning current nmenbers of the host group. When a packet is
sent to a host group, a copy is delivered to each network in the
correspondi ng network group. Then, within each network, a copy is
delivered to each host belonging to the group

To support such nulticast delivery, every Internet gateway
mai ntains the foll owing data structures:

- routing table: conventional Internet routing infornmation
i ncluding the distance and direction to the nearest gateway
on every network.

- network nenbership table: A set of records, one for every
currently existing host group. The network nmenbership record
for a group lists the network group, i.e. the networks that
contain nenbers of the group

- local host nenbership table: A set of records, one for each
host group that has nmenbers on directly attached networks.
Each | ocal host nenbership record indicates the local hosts
that are nmenbers of the associ ated host group. For networks
that support nulticast or broadcast, the record nmay contain
only the local network-specific rmulticast address used by the
group plus a count of |ocal nmenbers. Oherwi se, |ocal group
menbers nay be identified by a list of unicast addresses to
be used in the software inplenentation of nulticast within
t he network.

A host invokes the nmulticast delivery service by sending a
group-destined | P datagramto an i nmredi at e nei ghbour gateway (i.e.
a gateway that is directly attached to the same network as the
sendi ng host). Upon receiving a group-destined datagramfrom a
directly attached network, a gateway |ooks up the network

nmenber ship record corresponding to the destination address of the
datagram For each of the networks listed in the nmenbership
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record, the gateway consults its routing table. 1f, according to
the routing table, a nenber network is directly attached, the
gateway transmits a copy of the datagram on that network, using

t he network-specific nulticast address allocated for the group on
that network. For a nenber network that is not directly attached
the gateway creates a copy of the datagramwi th an additiona

i nter-gateway header identifying the destination network. This

i nter-gateway datagramis forwarded to the nearest gateway on the
destination network, using conventional store-and-forward routing
techni ques. At the gateway on the destination network, the
datagramis stripped of its inter-gateway header and transmitted
to the group’s nulticast address on that network. The datagramis
dropped by the relaying gateways whenever it exceeds its distance
limt.

The network menbership records and the network-specific nulticast
structures are updated in response to group management requests
fromhosts. A host sends a request to create, join, or |eave a

group to an i medi ate nei ghbour gateway. |If the host requests
creation of a group, a new network menbership record is created by
the serving gateway and distributed to all other gateways. |If the

host is the first onits network to join a group, or if the host
is the last on its network to | eave a group, the group’ s network
menbership record is updated in all gateways. The updates need
not be perfornmed atomically at all gateways, due to the datagram
delivery semantics; hosts can tolerate msrouted and | ost packets
caused by tenporary gateway inconsistencies, as long as the

i nconsi stencies are resolved within normal host retransm ssion
periods. In this respect, the network nmenbership data is simlar
to the network reachability data maintai ned by conventiona
routing algorithns, and can be handl ed by simnl|ar mechani sns.

In many cases, a host joins a group that already has nenbers on
the sanme network, or |eaves a group that has renmining nenbers on
the same network. This is then a |local matter between the hosts
and gateways on a single network: only the |ocal host nenbership
tabl e needs to be updated to include or exclude the host.

This basic inplenentation strategy neets the delivery requirenents
stated at the end of Section 4. However, it is far from opti nal
interns of either delivery efficiency or group managenent

over head. Bel ow, we discuss sonme further refinenments to the basic
i mpl emrent ati on.
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6.2. Miulticast Routing Between Networks

Mul ticast routing anong the Internet gateways is simlar to
store-and-forward routing in a point-to-point network. The nmain
difference is that the Iinks between the nodes (gateways) can be a
nm xture of broadcast and unicast-type networks with widely

di fferent throughput and delay characteristics. |In addition
packets are addressed to networks rather than hosts (at the
gateway | evel).

W intend to use the extended reverse path forwarding al gorithm of
Dal al and Metcalfe [10]. Although originally designed for
broadcast, it is a sinple and efficient technique that can serve
well for nulticast delivery if network nmenbership records in each
gateway are augnmented with information from nei ghbouring gateways.
This algorithmuses the source network identifier, rather than a
destination network identifier to make routing decisions. Since
the source address of a datagram nmay be a group address, it cannot
be used to identify the source network of the datagram the first
gat eway nust add a header specifying the source network. This
approach mni m zes redundant transm ssions when nultiple
destination networks are reachabl e across a common i nter gat eway
link, a problemw th the basic inplenentation descri bed above.

Note that we elimnate from consideration techniques that fail to
deliver along the branches of the shortest delay tree rooted at
the source, such as Wall’'s center-based forwarding [ 16] because
this conpronises the neaning of the nulticast distance paraneter
and detracts fromnulticast performance in general. W also
rejected the approach of having a nulticast packet carry nore than
one network identifier inits inter-gateway header to indicate
mul ti pl e destination networks because the resulting variable

| ength headers woul d cause buffering and fragnmentati on problens in
t he gat eways.

6.3. Miulticasting Wthin Networks

A sinple optimzation within a network is to have the sender use
the local nulticast address of a host group for its initial
transm ssion. This allows the [ocal host group nenbers to receive
the transnission i mediately along with the gateways (which nust
now "eavesdrop” on all nulticast transm ssions). A gateway only
forwards the datagramif the destination host group includes
menbers on ot her networks. This schene reduces the cost to reach
| ocal group nenbers to one packet transmission fromtwo required
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in the basic inplementation <3> so transm ssion to | ocal nenbers
is basically as efficient as the local multicast support provided
by the network.

A simlar opportunity for reduci ng packet traffic arises when a
dat agram nmust traverse a network to get fromone gateway to

anot her, and that network al so hol ds nenbers of the destination
group. Again, use of a network-specific nmulticast address which

i ncl udes nmenber hosts plus gateways can achi eve the desired
effect. However, in this case, hosts must be prepared to accept
dat agranms that include an inter-gateway header or, alternatively,
every datagram nust include a spare field in its header for use by
gateways in lieu of an additional inter-gateway header.

6.4. Distributing Menbership | nformation

A refinenment to host group nenbership maintenance is to store the
host group menbership record for a group only in those gateways
that are directly connected to nmenber networks. Infornmation about
other groups is cached in the gateway only while it is required to
route to those other groups. Wen a gateway receives a datagram
to be forwarded to a group for which it has no network nmenmbership
record (which can only happen if the gateway is not directly
connected to a nmenber network), it takes the follow ng action.

The gateway assunes tenporarily that the destination group has
nmenbers on every network in the internetwork, except those
directly attached to the sendi ng gateway, and routes the datagram
accordingly. In the inter-gateway header of the outgoing packet,
the gateway sets a bit indicating that it wi shes to receive a copy
of the network menbership record for the destination host group
When such a datagram reaches a gateway on a nmenber network, that
gat eway sends a copy of the nmenbership record back to the
requesti ng gateway and clears the copy request bit in the

dat agr am

Copi es of network nenbership records sent to gateways outside of a
group’ s nenber networks are cached for use in subsequent

transni ssions by those gateways. That raises the danger of a
stal e cache entry leading to systematic delivery failures. To
counter that problem the inter-gateway header contains a field
which is a hash value or checksum on the network nenbership record
used to route the datagram Gateways on menber networ ks conpare
the checksum on incom ng datagrans with their up-to-date records.
If the checksunms don't match, an up-to-date copy of the record is
returned to the gateway with the bad record.

This caching strategy mnimzes intergateway traffic for groups
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that are only used within one network or within the set of

net wor ks on whi ch nenbers reside, the expected conmmpn cases.
Partial replication with caching also reduces the overhead for
network traffic to disseninate updates and keep all copies
consistent. Finally, it also reduces the total space required in
all the gateways to support a |large number of host groups.

W have not addressed here the probl em of maintaining up-to-date,
consi stent network menbership records within the set of gateways
connected to nmenbers of a group. This can be viewed as a

di stri buted dat abase probl em which has been well studied in other
contexts. The | oose consistency requirenments on network

nmenber ship records suggest that the techni ques used in G apevine
[3] nmight be useful for this application.

7. Related Work

The use of unreliable nulticast by higher-1level protocols and the

i npl enentation of nulticast within various individual networks have
been wel | -studied (see [7] for references and di scussion). However,
there is relatively little published work on the use or

i mpl enentation of internetwork nulticasting.

Boggs, in his thesis [4], describes a nunber of distributed
applications that are inpossible or very awkward to support wi thout
the flexible binding nature of broadcast addressing. Although he
recogni zes that alnost all of his applications would be best served
by a multicast mechani sm he advocates the use of "directed
broadcast" because it is easy to inplenent wthin many ki nds of
networ ks and can be extended across an internetwork w thout placing
any new burden on internetwork gateways. |In RFC-919 [13], Mogul
proposes adopting directed broadcast for the DARPA Internet.

Broadcasti ng has the undesirable side effect of delivering packets to
nore hosts than necessary, thus incurring overhead on uninvol ved
parties and possibly creating security problenms. As nore and nore
applications take advantage of broadcasting, the overhead on al

hosts continues to rise. Cearly, broadcast does not scale up to a
large internetwork. As an attenpt to handl e the scaling problem
directed broadcast is less attractive than true nulticast because the
set of hosts that can be reached by a single "send" operation is an
artifact of the internetwork topol ogy, rather than a grouping that is
nmeani ngful to the sender

In RFC-947 [12], Lebowi tz and Manki ns propose the use of broadcast
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repeaters that pick up broadcast datagrans from one network and rel ay
themto other networks for broadcast there. This technique is even
| ess selective of its targets than Bogg' s directed broadcast nethod.

Agui l ar [1] suggests allowing an I P datagramto carry nultiple
destinati on addresses, which are used by the gateways to route the
datagramto each recipient. Such a facility would alleviate sone of
the inefficiencies of sending individual datagranms to a group, but it
woul d not be able to take advantage of |ocal network nulticast
facilities. Mire seriously, Aguilar’s schenme requires the sender to
know t he individual |IP addresses of all nenbers of the destination
group and thus lacks the flexible binding nature of true nulticast or
br oadcast .

8. Concl udi ng Remar ks

We have described a nodel of nulticast comunication for the
Internet. As an extension of the existing Internet architecture, it

Vi ews uni cast conmuni cation and tinme-to-live constraints as speci al
cases of the nore general form of communication arising with
multicast. We have argued that this nodel is inplenmentable in the
Internet and that it provides a powerful facility for a variety of
applications. |In sone cases, it provides a facility that is required
for certain applications to work in the Internet environnment. In

ot her cases, it provides a nore efficient, robust and possibly nore
el egant way of inplenenting existing Internet applications.

We are currently inplenenting a prototype host group facility as an
extension of IP. For practical reasons, this prototype inplenents
al | group managenent functions and nulticast routing outside of the
I nternet gateways, in special hosts called nulticast agents, which
are sinmlar to the broadcast repeaters of Lebowitz and Mankins. The
collection of nmulticast agents in effect provides a second gateway
systemon top of the existing Internet, for nulticast purposes. The
maj or costs of this separation are redundancy of routing tables

bet ween gat eways and nulticast agents and the increased delay and
unreliability of extra hops in the delivery path. Mch of the
routing information in the nulticast agents nust be "w red-in"
because they do not have access to the gateways’ routing tabl es.
However, this rudinmentary inplenmentation provides an environnment for
evaluating the interface to the nmulticast service and for

i nvestigating group managenent and nulticast routing protocols for
eventual use in the gateways. It also serves as a testhbed for
porting nulticast-based distributed applications to the Internet.

For now, we are restricting group nenbership to |l ocal networks that
al ready have a broadcast or nulticast capability, such as the
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Ethernet. W feel that, in the future, any network that is to support
hosts other than just gateways nust have a nulticast addressi ng node.
Efficient inplenentation of nulticast within point-to-point or
virtual circuit networks deserves investigation

A significant issue raised by the host group nodel is authentication
and access control in the Internet. Gateways nust control which
hosts can create and join host groups, presunably making their

deci sion based on the identity of the requestor (thus requiring

aut hentication) and permi ssions (access control lists). This issue
does not arise in conventional internetwork architectures because
host addresses are adninistratively assigned with no notion of
dynami ¢ assi gnnent and bi ndi ng as provi ded by host groups. W
bel i eve that access control should be recognized as a proper and
necessary function of gateways so as to protect the hosts of [ ocal
networks from general internetwork activity. Thus, group access
control can be subsuned as part of this nore general mechani sm

al though nore investigation of the general issue is called for

On a phil osophical point, there has been considerable reluctance to
make open use of nulticast on |ocal networks because it was

net wor k- speci fic and not provided across the Internet. W were
originally of that school. However, we recognized that our "hidden"
uses of nulticast in the V distributed systemwere essential unless
we resorted to dramatically poorer solutions - wired-in addresses.
We al so recogni zed, as described in this paper, that an adequate
multicast facility for the Internet was feasible. As a consequence,
we now argue that multicast is an inportant and basic facility to
provide in |ocal networks and internetworks. Higher |evels of
conmuni cation, including applications, should feel free to make use
of this powerful facility. Networks and internetworks | acking
mul ti cast should be regarded as deficient relative to the future (and
present) requirenents of sophisticated distributed applications and
comuni cati on systens.
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Appendi x |I. Internet G oup Managenent Protocol (I GW)

The I nternet G oup Managenent Protocol (1GW) is used between IP
hosts and their imediate nei ghbour mnulticast agents to support the
al l ocation of tenporary group addresses and the addition and del etion
of menbers of a group.

Like ICW, IGW is a required part of all IP inplenentations. |GW
nmessages are encapsulated in I P datagranms, with an I P protocol nunber
of 2. |1GW nessages are formatted simlarly to | CVMP nessages and the
different 1 GW nessage types are given values distinct fromI|CW
nmessage types, so that both protocols nmay share conmmon i npl enmentation
nmodul es or, perhaps, be nmerged into a single protocol.

| GWP interactions take the form of request-response transactions. A
request nessage is sent by hosts to the permanent group of al

i mredi ate nei ghbour multicast agents. Milticast agents reply to the
| P source address of a request. |If no reply is received within a
(currently unspecified) tinmeout interval, a host retransmits its
request, up to some (currently unspecified) nmaxi mum nunmber of tines.

| GWP transactions are considered idenpotent, so that nulticast agents
need not recognize and filter out duplicate requests nor buffer
replies <4>

The | GWP nessage formats and procedures are defined below, in the
style used in the | CMP specification.
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Create Group Request or Create G oup Reply Message

0

1 2 3

01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

Type | Code | Checksum |

T T T T S S S S S S T

I dentifier | Sequence Number |

T T T S i T S S St S I mT ai SHI  S

Group Address |

T T T S i S S S S e T s i s

I
+

I
+-

T S S T T o A S S S e R S S S S S S S

I
Access Key +
I
+

| P Fields:

Addr esses

A Create Group Request nessage is sent with an individual IP
address of the sending host as its source, and the well-known
group address of the multicast agents as its destination.

The corresponding Create Group Reply is sent with those two
addr esses reversed.

| GWP Fi el ds:

Type

101 for Create G oup Request
102 for Create G oup Reply

Code

For a Create Group Request nessage, the Code field indicates if
the group is to be restricted:

unrestricted

0
1 restricted

For a Create Group Reply nessage, the Code field specifies the
out cone of the request:

0
1

request approved
request deni ed, no resources
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Checksum
The checksumis the 16-bit one’s conpl enent of the one’s
conpl ement sum of the | GW nessage starting with the | GW Type.
For conputing the checksum the checksum field should be zero.
This checksum may be replaced in the future.
I dentifier
An identifier to aid in nmatchi ng Request and Reply nessages.

Sequence Number

A sequence nunber to aid in matching Request and Reply
nmessages.

Group Address
For a Create G oup Request nessage, a value of 0.
For a Create Group Reply nessage, either a newy allocated
group address (if the request is approved) or a value of 0 (if
deni ed).

Access Key
For a Create G oup Request nessage, a value of 0.
For a Create Group Reply nessage, either a pseudo-random 64-bit
nunber (if the request for a restricted group is approved) or
0.

Description
A Create Group Request nessage is sent to the the group of
Il ocal nulticast agents by a host wishing to allocate a new
t enporary group
If no Reply nessage is received within t seconds, the Request
is retransnmitted. |If no Reply is received after n
transni ssions, the request is deenmed to have fail ed.
The first Reply nessage to arrive, if any, specifies the
outcone of the request. The request nmay be deni ed because of

| ack of resources (e.g. no table space in gateways or al
tenporary addresses in use).
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If the request is approved, the requesting host is considered
to be the first and only current nenber of the new host group

The ldentifier and Sequence Nunber fields are used to natch the
Reply to the correspondi ng Request. The multicast agents may
choose to use these values to mininmze the chance of allocating
nore than one new group for a single request, for exanple when
a Reply is lost and a

Request is retransmtted. However, the nulticast agents nust
be prepared to recover tenporary group addresses w t hout
requiring explicit Leave G oup Requests fromall nenbers; they
may choose sinply to allocate a new address for every

retransm ssion and recover unused ones when needed <5>.
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Join Goup Request or Join Group Reply Message

0 1 2 3
01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Code | Checksum |
T i T s s I T sl S P Y S Y S S S S
| I dentifier | Sequence Number |

T S o T s T T o S T il sl S T R S i i
| Group Address |
T S o T s T T o S T il sl S T R S i i

I+ Access Key I+
!l-- I T i o I S S S I S i i St S S S S S S S i S N R S L—
| P Fields:
Addr esses

A Join Goup Request nessage is sent with an individual IP
address of the sending host as its source, and the well-known
group address of the multicast agents as its destination.

The corresponding Join Goup Reply is sent with those two
addr esses reversed.

| GWP Fi el ds:
Type

103 for Join G oup Request
104 for Join Goup Reply

Code
For a Join Goup Request nessage, the Code field contains O.

For a Join G oup Reply nessage, the Code field specifies the
out cone of the request:

request approved

request deni ed, no resources

request denied, invalid group address
request denied, invalid access key

0
1
2
3
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Checksum

The checksumis the 16-bit one’s conpl enent of the one’s

conpl ement sum of the | GW nessage starting with the | GW Type.
For conputing the checksum the checksum field should be zero.
This checksum may be replaced in the future.

I dentifier

An identifier to aid in nmatchi ng Request and Reply nessages.

Sequence Number

A sequence nunber to aid in matching Request and Reply
nmessages.

Group Address
For a Join G oup Request nessage, a host group address.

For a Join G oup Reply nessage, the sane group address as in
t he correspondi ng request.

Access Key

For a Join Goup Request nessage, the access key allocated when
the group was created (0 for unrestricted groups).

For a Join G oup Reply nessage, the sane access key as in the
correspondi ng request.

Description

A Join Goup Request nessage is sent to the the group of |oca
mul ti cast agents by a host wishing to join a specifi ed,
existing group. |If no Reply nessage is received within t
seconds, the Request is retransmitted. |If no reply is received
after n transm ssions, the request is deened to have fail ed.

The first Reply nessage to arrive, if any, specifies the
outcone of the request. The request nmay be deni ed because of
an invalid access key, an invalid specified group address (e.g.
non-exi stent group) or lack of resources (e.g. no table space

i n gateways).

The ldentifier and Sequence Nunber fields are used to natch the
Reply to the corresponding Request. |If a nulticast agent
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receives a request froma host to join a group to which it
al ready bel ongs, the agent approves the request, under the
assunption that the request was a retransm ssion for a | ost
Reply.
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Leave G oup Request or Leave G oup Reply Message
0 1 2 3

01234567890123456789012345678901
T S T T S e T S S T i S S S S s i s

| Type | Code | Checksum |
T i T s s I T sl S P Y S Y S S S S
| I dentifier | Sequence Number |

T S o T s T T o S T il sl S T R S i i
| Group Address |
T S o T s T T o S T il sl S T R S i i
| P Fields:
Addr esses
A Leave Goup Request nessage is sent with an individual IP
address of the sending host as its source, and the well-known
group address of the multicast agents as its destination.

The correspondi ng Leave Group Reply is sent with those two
addr esses reversed.

| GWP Fi el ds:
Type

105 for Leave G oup Request
106 for Leave G oup Reply

Code
For a Leave G oup Request nessage, the Code field contains O.

For Leave G oup Reply nessage, the Code field specifies the
out cone of the request:

0 = request approved
2 = request denied, invalid group address
Checksum

The checksumis the 16-bit one’s conpl enent of the one’'s

conpl ement sum of the | GW nessage starting with the | GW Type.
For conputing the checksum the checksum field should be zero.
This checksum may be replaced in the future.
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I dentifier
An identifier to aid in nmatchi ng Request and Reply nessages.
Sequence Number

A sequence nunber to aid in matching Request and Reply
nmessages.

Group Address
For a Leave Group Request nessage, a host group address.

For a Leave Group Reply nessage, the same group address as in
t he correspondi ng request.

Descri ption

A Leave Goup Request nessage is sent to the the group of | ocal
mul ti cast agents by a host wishing to | eave a specified,
existing group. |If no Reply nessage is received within t
seconds, the Request is retransmitted. |If no reply is received
after n transm ssions, the request is deened to have succeeded.

The first Reply nessage to arrive, if any, specifies the

out cone of the request. The request nay be denied only if the
specified group address is invalid (e.g. an individual rather
than a group address.)

The ldentifier and Sequence Nunber fields are used to natch the
Reply to the correspondi ng Request, as with other |CWP
transactions. If a nulticast agent receives a request froma
host to | eave a group to which it does not belong, the agent
approves the request, under the assunption that the request was
a retransm ssion for a |l ost Reply.

Deering & Cheriton [ Page 24]



RFC 966

Decenber 1985

Host Groups: A Miulticast Extension to the Internet Protocol

Not es:

<1>

<2>

<3>

<4>

<5>

In reality, Internet addresses (individual or group) are bound
to network interfaces or network attachnent points, not the host
machi nes per se.

In this procedure call notation, the argunents for an operation
are listed in parentheses after the operation nane, and the
returned values, if any, are listed after a --> synbol.

One uni cast transmi ssion from sender to gateway and one
mul ti cast transm ssion fromgateway to | ocal group nenbers

This protocol may eventually be replaced by a nore genera
reliable transaction protocol designed for this type of
client/server interaction, as suggested in RFC-955 [5].

Mul ti cast agents can use an | CVWP Echo nessage to determine if a
group has any current nenbers. The Echo nmessage shoul d be
transmtted several tinmes before deciding the group address is
no | onger in use.
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