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Status of this Meno

This nenbp suggests an Experinental Protocol for the OSI and Internet
conmunities. Hosts in either comunity, and in particular those on

both are encouraged to experinent with this nechanism Pl ease refer
to the current edition of the "I AB Oficial Protocol Standards" for

the standardi zati on state and status of this protocol. Distribution
of this menmo is unlinited.

Tabl e of Contents

1. Introduction. ... ... e
1.1 Motivati On. ...
2. Protocol Overview .......... ..,
3. Qperation of the Protocol............. ... .. .. .. .......
4. Network Considerations.............. ...
5. Inplementation Mudel ...... ... ... . . . . . .
6. Constructing NTP Data Fields...........................
7. DiSCUSSI ON. .t it e e e e e e
8. Prototype Experience......... ... ... ..
9. ReferenCes. . ...
10. Acknow edgement S. .. ... ..
Appendi x A. NTP Renpte Operations Service Specification...
11. Security Considerations............ ...
12. Authors’ AddressSes. .. ....... i i i

COOOUIURADNANRNWNRE PR

1. Introduction
Thi s docunent describes the Renpbte Qperations and Abstract Syntax for
the operation of the Network Time Protocol (NTP) over an | SO OS|
st ack.
NTP itself is docunented in great detail in RFC 1119.
1.1 Mbtivation

The notivation behind the inplenmentation of a Renpte Operations
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Service inplenmentation of NTP is fourfold.

1. The inclusion of a useful service to an OSI
envi ronnent .

2. The feasibility of automatically checking a ROS/ ASN. 1
specification, and automatically generating code to
i mpl ement the protocol.

3. The feasibility of running NTP on connection oriented
networ k services (CONS or X 25), and consequentially,
the ability to use connection success or failure to
optim se reachability discovery.

4. The generalisation of the |ast point: the use of ROS
makes NTP i ndependent of the underlying conmunications
architecture.

The need for tinme synchronisation is clear, and RFC 1119 indicates a
few of the necessary uses of this service. However, it is becomni ng
clear that OSI applications are very nuch in need of this service
too. Not just in the local context but across the wi de area. For
exanmpl e much of the strong authentication outlined in X 511 is based
on encrypted packets with tinme stanps to indicate how | ong the packet
is valid for. |If two hosts have cl ocks that are not closely
synchroni sed, the host with the faster clock will be nore prone to
cryptographic attacks fromthe slower, and the sl ower host wll
possibly find it is unauthentable.

A simlar problemoccurs with the X 500 directory and the service
control limting the tinme allowed for the search

Aut henti cati on between NTP peers and between clients and servers is
not addressed here, as the choice of mechanismis still the subject
of sone debate.

2. Protocol Overview
The NTP application functions exactly as in RFC 1119. The use of
renote operations and the underlying Application support neans that
for NTP daenons to peer with one another, they send an A-
ASSCCI ATE. REQUEST, and recei ve an A- ASSOCI ATE. | NDI CATI ON.
On successful association, they subsequently periodically invoke the
appropriate Renpte Qperation with the appropriate paraneters at the
appropriate frequency.

On failure, they mark the peer as unreachabl e.
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The states that an ntp daenon records for each peer are enhanced from
RFC 1119 to include:

Connected: this indicates the host is connected with its peer and
synchroni sati on data i s bei ng exchanged.

Connecting: this state indicates that a connection is in progress.
Hosts at | arge distances may take several seconds to connect, and
such bl ocki ng can perturb the exchange of data with other hosts.
Therefore, the connection is made asynchronously.

Accepting: this state indicates that a connection is being
accepted from anot her host, but the necessary negoti ati on of
transport session etc has not been fulfilled yet. This is another
asynchronous part.

D sconnected: this state is reached if the renpte host cannot be
cont act ed.

3. Operation of the Protocol

The use of a connection oriented service neans that the operation of
the NTP algorithmis slightly different. This stens firstly from
some necessary adjustments nmade to the protocol and secondly from
some optim sations that are possible through the use of connections.

Firstly, the reachability of the host can be directly determ ned.
The NTP protocol maintains a shift register to deternmine if it is

likely that a peer is still responding and exchangi ng data. This
wor ks by recording over the last eight transfers how many responses
have been received. |If there have been no responses to the | ast

ei ght packets, then the host is deened unreachabl e.
Naturally, with a connection to the renote host, the reachability is
i medi ately determinable. Either a connection is established or the
connection is broken or not yet made. For this reason it is not
necessary to rely on the shift register to determ ne reachability.
Secondly, there are a large nunber of optinisations that can be made
by use of the connection oriented node. The NTP packet format can be
broken into several categories.

a) Synchronisation data

b) Authentication data

c) Protocol data
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O these classes of data, only the first (a) is necessary to naintain
t he synchroni sati on between hosts. Information such as protoco
version and the precision of the local clock are not likely to vary
over the lifetinme of the connection. Likewi se the authentication if
in use need only be done at connection establishnent and is not
necessarily required for every packet.

For these reason, the NTP protocol can be sinplified slightly to
renove this information. This can be seen in the specification for
t he Packet in Appendix A

4. Network Considerations

Al t hough on first inspection it mght be thought that a high speed
network is necessary for accurate synchronisation, this is not the
case. \What is nore inportant is the dispersion of the packet
traversal times. It is normally the case that a | ow speed network
with little variance in packet transit tines will give better results
than a high speed network with |arge differences in individual packet
transit tinmes. This would |ead us to think that connection oriented
networks with resource allocation done at connection tine mght |ead
to higher accuracies than connectionl ess networks which can suffer

| arge swings in packet transit tinme under high loading. (This is
heresy!)

5. Inplenmentation Mdel

I deal Iy, the inplenentor will provide interoperability between the
exi sting UDP based NTP service, and a ROS based servi ce.

To this end, the internal records that hold NTP state information

can be kept the sane as existing inplenmentations, and for
optimisation reasons, the internal representations of NTP packets can
be the same. Translation between these and appropriate ROS/ ASN
concrete encodi ngs can be provided by automatic translators such as

Rosy [ | SODE] .

6. Constructing NTP Data Fields
The way in which the data fields in the Packet described in Appendi x
A is unchanged from RFC 1119. This sinplifies inplenentations based
on existing ones, and encourages interworKking.

7. Discussion
Fromthe limted testing of this nmodel so far done, the results would

seemto indicate that the ROS based nodel running over an X 25
service is of sinmilar reliability as the UDP nodel. Until further
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experinmentation can be perforned, specific data can not be given.

However, in the UK where the nost common nethod of tine
synchronisation is the systemadm nistrators watch and typing in the
time to the nearest minute, this nethod is clearly far superior.

Connection managenent is transparent to NTP since it is inplenented
beneath the Renpte Qperations Service. However, an NTP

i npl enentati on nmust have access to the status of connections, and
uses this not only for reachability information but also to find the
i nformati on gl eaned at connect tinme and no | onger exchanged in NTP
operati ons.

8. Prototype Experience

There are a nunmber of UK sites running NTP over ROS over X. 25 with an
earlier ROS specification, with at |east one site peering both over
ROS with UK sites on X 25, and over UDP with US Internet sites.

Initial experience is promising. The table bel ow shows the
reachabilities, delays, offsets and dispersions for the central UK
site peering with 2 JANET sites (IP addresses not neani ngful, but
shown as 126.0.0.1), and three US sites.

Addr ess Strat Poll Reach Del ay O f set Di sp
+126.0.0.1 3 64 377 718.0 0.0 3.0
+undl. und. edu 1 1024 177 535.0 13.0 13.0
*128.4.0.5 1 64 167 545.0 10.0 524.0
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x A, ROS "Header" For nmat

-- NTP definitions for ROS specification

-- Julian Onions, Nottingham University, UK

-- Mon Jun 5 10:07:07 1989

NTP DEFINITIONS :: =
BEG N

updat e OPERATI ON
ARGUVMENT Packet
:=0

query OPERATI ON
ARGUMENT NULL
RESULT O ockl nf oLi st
r=1

-- Data Structures

Bi ndArgunent :: =
full bi nd SEQUENCE {
psap[ 0] I A5String OPTI ONAL,
version[1] BITSTRI NG {
ver si on-0(0),
version-1(1),
version-2(2)
} DEFAULT versi on- 2,
aut hentication[2] Authentication OPTI ONAL,
node[ 3] Bi ndvbde
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Aut hentication ::= ANY
Bi ndMode :: = ENUMERATED ({
nor mal (0), -- standard NTP
query(1) -- queries only
}
Bi ndResult ::=
SEQUENCE {

version[1] | NTEGER DEFAULT 2,
aut hentication[2] Authentication OPTI ONAL,
node[ 3] Bi ndvbde

}
Bi ndError ::=
SEQUENCE {
reason[ 0] | NTEGER ({
ref used(0),
val i dation(1),
version(2), -- version not supported
badar g(3), -- bad bind argunent
congest ed( 4) -- catch all!
|
suppl ementary[ 1] |1 A5String OPTI ONAL
}
-- basi c exchange packet
Packet ::= SEQUENCE {
| eap Leap,
node Mode,
stratunf 1] | NTEGER,
pol | I nterval [ 2] | NTEGER,
preci sion[ 3] | NTEGER,
synchDi st ance Smal | Fi xed,
synchDi sper si on Smal | Fi xed,
ref erenceC ockldentifier C ockldentifier,
ref erenceTi nmest anp Ti meSt anp,
ori gi nat eTi mest anp Ti meSt anp,
recei veTi mest anp Ti meSt anp,
transnit Ti mest anp Ti meSt anp
}
Cl ocklnfoList ::= SET OF O ocklnfo
Cl ocklnfo ::= SEQUENCE {
r enot eAddr ess Addr ess,
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| ocal Addr ess Addr ess,

fl ags[ 0] BI T STRI NG {
confi gured(0),
aut hent abl e(1),
sane(2),
candi dat e(3),
sync(4),
br oadcast (5),
ref erenced ock(6),
sel ected(7),

i nactive(8)
|
packet sSent [ 1] | NTEGER
packet sRecei ved[ 2] | NTEGER
packet sDr opped] 3] | NTEGER
timer[4] | NTEGER,
| eap Leap,
st rat uni 5] | NTEGER,
ppol | [ 6] | NTEGER,
hpol I [ 7] | NTEGER,
preci sion[ 8] | NTEGER
reachabi | i ty[ 9] | NTEGER,
est di sp[ 10] | NTEGER
est del ay[ 11] | NTEGER
estoffset[12] | NTEGER
reference[ 13] Cl ockl dentifier OPTI ONAL
reftime Ti meSt anp,
filters SEQUENCE OF Filter
}
Leap ::= [ APPLI CATI ON 0] ENUMERATED {
nowar ni ng( 0),
pl ussecond(1),
m nussecond(2),
al arm( 3)
}
Smal | Fi xed ::= [APPLI CATION 1] I MPLICI T SEQUENCE ({
i nteger | NTEGER
fraction | NTEGER
}
Cl ockldentifier ::= CHO CE {
ref erenced ock[ 0] PrintableString,
i netaddr[ 1] OCTET STRI NG
psapaddr[ 2] OCTET STRI NG
}
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Ti meStanp ::= [ APPLI CATION 2] | MPLI CI T SEQUENCE {
i nteger | NTEGER
fraction | NTEGER

}
Keyld ::= [ APPLI CATI ON 4] | NTEGER
Mbde ::= [ APPLI CATI ON 4] ENUMERATED {
unspecified (0),
symetri cActive (1),
symmet ri cPassi ve (2),
client (3),
server (4),
broadcast (5),
reservered (6),
private (7)
}
Filter ::= SEQUENCE {
of fset | NTEGER,
del ay | NTEGER
}
Address ::= OCTET STRING -- for now
END

11. Security Considerations
Security issues are not discussed in this neno.
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