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Type of Service in the Internet Protocol Suite
Status of This Meno

Thi s docunent specifies an | AB standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "I AB

O ficial Protocol Standards" for the standardi zation state and status
of this protocol. Distribution of this meno is unlimted.

Summary

This meno changes and clarifies some aspects of the semantics of the
Type of Service octet in the Internet Protocol (1P) header. The
handl i ng of I P Type of Service by both hosts and routers is specified
in sone detail.

This meno defines a new TOS val ue for requesting that the network
mninize the nonetary cost of transmitting a datagram A nunber of
addi ti onal new TOS val ues are reserved for future experinentation and
standardi zation. The ability to request that transm ssion be

optimi zed along nultiple axes (previously acconplished by setting
multiple TOS bits sinmultaneously) is renoved. Thus, for exanple, a
singl e datagram can no | onger request that the network simnultaneously
m ninze delay and maxi nm ze throughput.

In addition, there is a nminor conflict between the Host Requirenents
(RFC-1122 and RFC-1123) and a nunber of other standards concerning
the sizes of the fields in the Type of Service octet. This neno
resolves that conflict.
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1. Introduction

Paths through the Internet vary widely in the quality of service they
provide. Some paths are nore reliable than others. Sone inpose high
call setup or per-packet charges, while others do not do usage-based
charging. Throughput and delay also vary widely. Oten there are
tradeoffs: the path that provides the highest throughput may well not
be the one that provides the |owest delay or the | owest nonetary
cost. Therefore, the "optimal" path for a packet to follow through
the Internet may depend on the needs of the application and its user.

Because the Internet itself has no direct know edge of how to
optimize the path for a particular application or user, the IP
protocol [11] provides a (rather limted) facility for upper |ayer
protocols to convey hints to the Internet Layer about how the
tradeoffs should be nmade for the particular packet. This facility is
the "Type of Service" facility, abbreviated as the "TOS facility" in
thi s meno.

Al though the TGOS facility has been a part of the |IP specification
since the beginning, it has been little used in the past. However,
the I nternet host specification [1,2] now nmandates that hosts use the
TOS facility. Additionally, routing protocols (including OSPF [10]
and Integrated I1S-1S [7]) have been devel oped whi ch can conpute
routes separately for each type of service. These new routing
protocols nake it practical for routers to consider the requested
type of service when nmaking routing deci sions.

This specification defines in detail how hosts and routers use the
TOS facility. Section 2 introduces the primary considerations that
notivated the design choices in this specification. Sections 3 and 4
describe the Type of Service octet in the |IP header and the val ues
which the TOS field of that octet nmay contain. Section 5 describes
how a host (or router) chooses appropriate values to insert into the
TOS fields of the I P datagrans it originates. Sections 6 and 7
descri be the | CWP Destination Unreachabl e and Redirect nessages and
how TCS affects path choice by both hosts and routers. Section 8
descri bes sone additional ways in which TOS may optionally affect
packet processing. Appendix A describes how this specification
updat es a nunber of existing specifications. Appendices B and C
expand on the discussion in Section 2.

2. Coal s and Phil osophy
The fundanental rule that guided this specification is that a host
shoul d never be penalized for using the TOS facility. |If a host

makes appropriate use of the TCS facility, its network service should
be at | east as good as (and hopefully better than) it would have been
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if the host had not used the facility. This goal was consi dered
particularly inportant because it is unlikely that any specification
which did not neet this goal, no matter how good it night be in other
respects, would ever becone wi dely deployed and used. A particul ar
consequence of this goal is that if a network cannot provide the TOS
requested in a packet, the network does not discard the packet but
instead delivers it the same way it woul d have been delivered had
none of the TOS bits been set.

Even though the TGOS facility has not been widely used in the past, it
is a goal of this nmeno to be as conpatible as possible with existing
practice. Primarily this nmeans that existing host inplenmentations
shoul d not interact badly with hosts and routers which inplenent the
specifications of this nmeno, since TOS support is al nbst non-existent
in routers which predate this specification. However, this neno does
attenpt to be conpatible with the treatnent of IP TOS in OSPF and
Integrated |1S-1S.

Because the Internet comunity does not have nuch experience with
TGOS, it is inmportant that this specification allow easy definition
and depl oynent of new and experinmental types of service. This goal
has had a significant inpact on this specification. |In particular

it led to the decision to fix permanently the size of the TCS field
and to the decision that hosts and routers should be able to handle a
new type of service correctly w thout having to understand its
semanti cs.

Appendi x B of this nmeno provides a nore detail ed expl anation of the
rational e behind particul ar aspects of this specification.

3. Specification of the Type of Service Cctet
The TOsS facility is one of the features of the Type of Service octet

in the | P datagram header. The Type of Service octet consists of
three fields:

0 1 2 3 4 5 6 7
Fome e Fome e Fome e Fome e Fome e Fome e Fome e Fom e +
I I
| PRECEDENCE | TOS | MBZ |
I I I I
Fome e Fome e Fome e Fome e Fome e Fome e Fome e Fomm e +

The first field, |abeled "PRECEDENCE"' above, is intended to denote
the inportance or priority of the datagram This field is not
di scussed in detail in this neno.

The second field, |abeled "TOS' above, denotes how t he network shoul d
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make tradeoffs between throughput, delay, reliability, and cost. The
TOS field is the primary topic of this nmeno.

The last field, |abeled "MBZ" (for "nust be zero") above, is
currently unused. The originator of a datagramsets this field to
zero (unless participating in an Internet protocol experinment which
makes use of that bit). Routers and recipients of datagramnms ignore
the value of this field. This field is copied on fragnentation

In the past there has been sone confusion about the size of the TGS
field. RFC 791 defined it as a three bit field, including bits 3-5
in the figure above. It included bit 6 in the MBZ field. RFC 1122
added bits 6 and 7 to the TOS field, elimnating the MBZ field. This
meno redefines the TOS field to be the four bits shown in the figure
above. The reasons for choosing to make the TOS field four bits w de
can be found in Appendix B. 2.

4. Specification of the TOS Field

As was stated just above, this nmenp redefines the TOS field as a four
bit field. Al so contrary to RFC-791, this nenp defines the TOS field
as a single enunerated value rather than as a set of bits (where each
bit has its owmn neaning). This nmeno defines the semantics of the
following TOS field val ues (expressed as binary nunbers):

1000 -- nmninize del ay

0100 -- maxi m ze t hroughput
0010 -- maximze reliability
0001 -- nm ninze nonetary cost
0000 -- normal service

The values used in the TOS field are referred to in this nmeno as "TOS
val ues", and the value of the TOS field of an I P packet is referred
toin this neno as the "requested TOS'. The TCS field value 0000 is
referred to in this meno as the "default TCS. "

Because this specification redefines TOS values to be integers rather
than sets of bits, conmputing the logical OR of two TGOS values is no

| onger meani ngful. For exanple, it would be a serious error for a
router to choose a |low delay path for a packet whose requested TGOS
was 1110 sinply because the router noted that the forner "delay bit"
was set.

Al t hough the semantics of values other than the five |isted above are
not defined by this nmeno, they are perfectly |legal TOS val ues, and
hosts and routers nmust not preclude their use in any way. As wll
beconme clear after reading the renmai nder of this neno, only the
default TOS is in any way special. A host or router need not (and
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except as described in Section 8 should not) make any distinction
bet ween TCOS val ues whose senantics are defined by this nenb and those
that are not.

It is inportant to note the use of the words "mnimze" and
"maxi m ze" in the definitions of values for the TOS field. For
exanpl e, setting the TOS field to 1000 (minin ze delay) does not
guarantee that the path taken by the datagramw || have a del ay that
the user considers "low'. The network will attenpt to choose the

| onest delay path avail able, based on its (often inperfect)

i nformati on about path delay. The network will not discard the
datagram si nply because it believes that the delay of the avail able
paths is "too high" (actually, the network manager can override this
behavi or through creative use of routing netrics, but this is
strongly discouraged: setting the TOS field is intended to give
better service when it is available, rather than to deny service when
it is not).

5. Use of the TCS Field in the Internet Protocols

For the TOS facility to be useful, the TOS fields in |IP packets nust
be filled in with reasonable values. This section discusses how
protocol s above | P choose appropriate val ues.

5.1 Internet Control Message Protocol (ICWMP)

|CVWP [8,9,12] defines a nunber of nessages for performng error
reporting and diagnostic functions for the Internet Layer. This
section describes how a host or router chooses appropriate TOS
values for | CVP nessages it originates. The TCOS facility al so
affects the origination and processing of | CVWP Redirects and | CVP
Destination Unreachables, but that is the topic of Section 6.

For purposes of this discussion, it is useful to divide |ICwW
nessages into three cl asses:

o] | CMP error nessages include | CVP nmessage types 3 (Destination
Unreachabl e), 4 (Source Quench), 5 (Redirect), 11 (Tine
Exceeded), and 12 (Paraneter Problem

o] | CMP request nessages include | CVMP nmessage types 8 (Echo), 10
(Router Solicitation), 13 (Tinmestanp), 15 (I nformation
Request -- now obsol ete), and 17 (Address Mask Request).

o] | CMP reply nessages include | CVP nessage types 0 (Echo
Reply), 9 (Router Advertisenent), 14 (Tinestanp Reply), 16
(I'nformation Reply -- also obsolete), and 18 (Address Mask

Reply).
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An | CWP error message is always sent with the default TOS (0000).

An | CWP request nmessage nay be sent with any value in the TOS
field. A mechanismto allow the user to specify the TGOS value to
be used would be a useful feature in many applications that
generate | CVP request nessages.

An |CWP reply nmessage is sent with the sane value in the TOS field
as was used in the corresponding | CMP request nessage.

5.2 Transport Protocols

When sending a datagram a transport protocol uses the TGOS
requested by the application. There is no requirenent that both
ends of a transport connection use the same TOS. For exanple, the
sendi ng side of a bulk data transfer application should request
that throughput be maxi m zed, whereas the receiving side mght
request that delay be mininized (assuming that it is primrily
sendi ng smal |l acknow edgenent packets). It may be useful for a
transport protocol to provide applications with a mechani sm for

| earning the value of the TOS field that acconpani ed the nost
recently received dat a.

It is quite permissible to switch to a different TOS in the mddle
of a connection if the nature of the traffic being generated
changes. An exanple of this would be SMIP, which spends part of
its time doing bulk data transfer and part of its tine exchanging
short command nessages and responses.

TCP [13] should use the sane TOS for datagrans containing only TCP
control information as it does for datagrans which contain user
data. Although it might seemintuitively correct to al ways
request that the network minimze delay for segnents containing
acknow edgenents but no data, doing so could corrupt TCP' s round
trip tinme estinates.

5.3 Application Protocols

Applications are responsible for choosing appropriate TOS val ues
for any traffic they originate. The Assigned Nunmbers docunent

[15] lists the TOS values to be used by a nunber of comobn network
applications. For other applications, it is the responsibility of
the application’s designer or programer to nake a suitable

choi ce, based on the nature of the traffic to be originated by the
appl i cati on.

It is essential for many sorts of network diagnostic applications,
and desirable for other applications, that the user of the
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6.

application be able to override the TOS val ue(s) which the
application woul d otherw se choose.

The Assi gned Nunmbers docunent is revised and rei ssued
periodically. Until RFC- 1060, the edition current as this is
being witten, has been superceded, readers should consult
Appendi x A 2 of this neno.

|CMP and the TOS Facility

Rout ers communi cate routing information to hosts using the | CVP
protocol [12]. This section describes how support for the TOS
facility affects the origination and interpretation of | CVWP Redirect
nmessages and certain types of |ICMP Destination Unreachabl e nessages.
This nenp does not define any new extensions to the | CVP protocol

6.1 Destination Unreachabl e

The | CMP Destination Unreachabl e nessage contains a code which
descri bes the reason that the destination is unreachable. There
are four codes [1,12] which are particularly relevant to the topic
of this nmeno:

0 -- network unreachabl e

1 -- host unreachabl e
11 -- network unreachable for type of service
12 -- host unreachable for type of service

A router generates a code 11 or code 12 Destination Unreachabl e
when an unreachabl e destination (network or host) woul d have been
reachabl e had a different TOS val ue been specified. A router
generates a code 0 or code 1 Destination Unreachable in other
cases.

A host receiving a Destination Unreachabl e nessage contai ni ng any
of these codes should recognize that it may result froma routing
transient. The host should therefore interpret the nmessage as
only a hint, not proof, that the specified destination is

unr eachabl e.

The use of codes 11 and 12 may seemcontrary to the statement in
Section 2 that packets should not be discarded sinply because the
requested TOS cannot be provided. The rationale for having these
codes and the limted cases in which they are expected to be used
are described in Appendix B.5.
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6.2 Redirect

The | CMP Redirect nessage al so includes a code, which specifies
the class of datagranms to which the Redirect applies. There are
currently four codes defi ned:

-- redirect datagranms for the network

-- redirect datagranms for the host

-- redirect datagranms for the type of service and network
-- redirect datagrans for the type of service and host

wWN k- O

A router generates a code 3 Redirect when the Redirect applies
only to I P packets which request a particular TOS value. A router
generates a code 1 Redirect instead when the the optimal next hop
on the path to the destination would be the sane for any TOS

value. In order to mninze the potential for host confusion,
routers should refrain fromusing codes 0 and 2 in Redirects
[3,6].

Al t hough the current Internet Host specification [1] only requires
hosts to correctly handl e code 0 and code 1 Redirects, a host
shoul d al so correctly handl e code 2 and code 3 Redirects, as
described in Section 7.1 of this meno. |If a host does not, it is
better for the host to treat code 2 as equivalent to code 0 and
code 3 as equivalent to code 1 than for the host to sinply ignore
code 2 and code 3 Redirects.

7. Use of the TOS Field in Routing

Bot h hosts and routers should consider the value of the TCS field of
a dat agram when choosi ng an appropriate path to get the datagramto
its destination. The nmechanisns for doing so are discussed in this
secti on.

Whet her a packet’s TOS value actually affects the path it takes
inside of a particular routing dormain is a choice nmade by the routing
domai n’s network manager. |In many routing domains the paths are
sufficiently honogeneous in nature that there is no reason for
routers to choose different paths based up the TOS field in a
datagram Inside such a routing domain, the network manager may
choose to limt the size of the routing database and of routing
protocol updates by only defining routes for the default (0000) TOCS.
Nei t her hosts nor routers should need to have any explicit know edge
of whether TOS affects routing in the local routing domain.
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7.1 Host Routing

When a host (which is not also a router) wishes to send an IP
packet to a destination on another network or subnet, it needs to
choose an appropriate router to send the packet to. According to
the IP Architecture, it does so by maintaining a route cache and a
list of default routers. Each entry in the route cache lists a
destination (IP address) and the appropriate router to use to
reach that destination. The host learns the information stored in
its route cache through the I CVP Redirect nechanism The host
learns the list of default routers either fromstatic
configuration information or by using the | CMP Router Discovery
mechanism[8]. Wen the host wishes to send an | P packet, it
searches its route cache for a route natching the destination
address in the packet. |If one is found it is used; if not, the
packet is sent to one of the default routers. Al of this is
described in greater detail in section 3.3.1 of RFC 1122 [1].

Addi ng support for the TOS facility changes the host routing
procedure only slightly. 1In the following, it is assuned that (in
accordance with the current Internet Host specification [1]) the
host treats code O (redirect datagrans for the network) Redirects
as if they were code 1 (redirect datagranms for the host)

Redirects. Similarly, it is assunmed that the host treats code 2
(redirect datagrans for the network and type of service) Redirects
as if they were code 3 (redirect datagranms for the host and type
of service) Redirects. Readers considering violating these
assunptions should be aware that |ong and careful consideration of
the way in which Redirects are treated is necessary to avoid
situations where every packet sent to some destination provokes a
Redirect. Because these assunptions match the recomrendati ons of

I nternet Host specification, that careful consideration is beyond
the scope of this nmeno.

As was described in Section 6.2, sonme |CVWP Redirects apply only to
| P packets which request a particular TOS. Thus, a host (at |east
conceptual ly) needs to store two types of entries inits route
cache:

type 1. { destination, TGOS, router }

type 2. { destination, *, router }
where type 1 entries result fromthe receipt of code 3 (or code 1)

Redirects and type 2 entries result fromthe recei pt of code 2 (or
code 0) Redirects.
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When a host wants to send a packet, it first searches the route
cache for a type 1 entry whose destination matches the destination
address of the packet and whose TOS mat ches the requested TOS in

the packet. |If it doesn't find one, the host searches its route
cache again, this tine |Iooking for a type 2 entry whose
destination matches the destination address of the packet. |If

either of these searches finds a natching entry, the packet is
sent to the router listed in the matching entry. O herw se, the
packet is sent to one of the routers on the list of default
routers.

When a host creates (or updates) a type 2 entry, it must flush
fromits route cache any type 1 entries which have the sane
destination. This is necessary for correctness, since the type 1
entry nmay be obsol ete but would continue to be used if it weren't
flushed because type 1 entries are always preferred over type 2
entries.

However, the converse is not true: when a host creates a type 1
entry, it should not flush a type 2 entry that has the sane
destination. In this case, the type 1 entry will properly
override the type 2 entry for packets whose destination address
and requested TCS match the type 1 entry. Because the type 2
entry may well specify the correct router for sone TOS val ues

ot her than the one specified in the type 1 entry, saving the type
2 entry will likely cut down on the nunber of Redirects which the
host woul d ot herwi se receive. This savings can potentially be
substantial if one of the Redirects which was avoi ded woul d have
created a new type 2 entry (thereby causing the new type 1 entry
to be flushed). That can happen, for exanple, if only sonme of the
routers on the local net are part of a routing domain that
comput es separate routes for each TOS

As an alternative, a host may treat all Redirects as if they were
code 3 (redirect datagranms for hosts and type of service)
Redirects. This alternative allows the host to have only type 1
route cache entries, thereby sinplifying route | ookup and
elimnating the need for the rules in the previous two paragraphs.
The di sadvantage of this approach is that it increases the size of
the route cache and the amount of Redirect traffic if the host
sends packets with a variety of requested TOS s to a destination
for which the host should use the sanme router regardless of the
requested TOS. There is not yet sufficient experience with the
TOS facility to know whet her that di sadvantage woul d be serious
enough in practice to outweigh the sinplicity of this approach

Despite RFC- 1122, sonme hosts acquire their routing information by
"wi retapping" a routing protocol instead of by using the
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nmechani sns descri bed above. Such hosts will need to follow the
procedures described in Section 7.2 (except of course that hosts
will not send | CMP Destination Unreachables or | CVP Redirects).

7.2 Forwarding

A router in the Internet should be able to consider the val ue of
the TGOS field when choosing an appropriate path over which to
forward an | P packet. How a router does this is a part of the
nore general issue of how a router picks appropriate paths. This
| arger issue can be extrenely conplex [4], and is beyond the scope
of this nmenp. This discussion should therefore be considered only
an overview. I nplenentors should consult the Router Requirenents
specification [3] and the the specifications of the routing
protocols they inplenment for details.

A router associates a TOS value with each route in its forwarding
table. The value can be any of the possible values of the TGS
field in an I P datagram (i ncludi ng those val ues whose senantics
are yet to be defined). Any routes |earned using routing
protocol s which support TOS are assigned appropriate TOS val ue by
those protocols. Routes |earned using other routing protocols are
al ways assigned the default TOS value (0000). Static routes have
their TOS val ues assigned by the network nanager.

When a router wants to forward a packet, it first |ooks up the
destination address in its forwarding table. This yields a set of
candi date routes. The set nmay be enpty (if the destination is
unreachabl e), or it may contain one or nore routes to the
destination. |If the set is not enpty, the TGOS val ues of the

routes in the set are examned. |If the set contains a route whose
TOS exactly matches the TOS field of the packet being forwarded
then that route is chosen. |f not but the set contains a route

with the default TGOS then that route is chosen

If noroute is found, or if the the chosen route has an infinite
netric, the destination is considered to be unreachable. The
packet is discarded and an | CMP Destination Unreachable is
returned to the source. Normally, the Unreachable uses code 0
(Networ k unreachable) or 1 (Host unreachable). |[If, however, a
route to the destination exists which has a different TCOS val ue
and a non-infinite metric then code 11 (Network unreachabl e for
type of service) or code 12 (Host unreachable for type of service)
nmust be used i nstead.
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8. O her consequences of TGOS

The TOS field in a datagramprimarily affects the path chosen through
the network, but an inplenmentor may choose to have TOS al so affect

ot her aspects of how the datagramis handl ed. For exanple, a host or
router mght choose to give preferential queuing on network output
gqueues to datagranms whi ch have requested that delay be minimn zed.
Simlarly, a router forced by overload to discard packets mi ght
attenpt to avoid discardi ng packets that have requested that
reliability be maxini zed. At |east one paper [14] has explored these
ideas in sone detail, but little is known about how well such speci al
handl i ng woul d work in practice.

Addi tional ly, sonme Link Layer protocols have their own quality of
servi ce nmechani sns. When a router or host transmits an | P packet, it
m ght request fromthe Link Layer a quality of service as close as
possible to the one requested in the TOS field in the | P header.

Long ago an attenpt (RFC-795) was nade to codify how this night be
done, but that docunent describes Link Layer protocols which have

si nce becone obsolete and no nore recent docunment on the subject has
been witten.
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APPENDI X A.  Updates to Qther Specifications

While this neno is prinmarily an update to the | P protocol
specification [11], it also peripherally affects a nunber of other
specifications. This appendi x descri bes those peripheral effects.
This information is included in an appendi x rather than in the main
body of the docunent because nost if not all of these other
specifications will be updated in the future. As that happens, the
information included in this appendix will beconme obsol ete.

A1 RFC-792 (1CWP)

RFC- 792 [12] defines a set of codes indicating reasons why a
destination is unreachable. This nmeno describes the use of two
addi ti onal codes:

11 -- network unreachable for type of service
12 -- host unreachable for type of service

These codes were defined in RFC-1122 [1] but were not included in
RFC- 792.

A.2 RFC- 1060 (Assigned Nunbers)

RFC- 1060 [15] describes the old interpretation of the TOS field
(as three independent bits, with no way to specify that nonetary
cost should be minimzed). Although it is |Iikely obvious how the
val ues in RFC-1060 ought to be interpreted in light of this nmeno,
the information fromthat RFC is reproduced here. The only actual
changes are for ICWMP (to conformto Section 5.1 of this nmenp) and

NNTP:
----- Type- of - Service Value -----
Pr ot ocol TOS Val ue
TELNET (1) 1000 (m nimze del ay)
FTP
Contr ol 1000 (m nimze del ay)
Data (2) 0100 (maxi m ze throughput)
TFTP 1000 (m nimze del ay)
SMIP (3)
Conmmand phase 1000 (m nimze del ay)
DATA phase 0100 (maxi m ze throughput)
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----- Type- of - Service Value -----
Pr ot ocol TOS Val ue
Donai n Nanme Service
UDP Query 1000 (m nimze del ay)
TCP Query 0000
Zone Transfer 0100 (maxi m ze throughput)
NNTP 0001 (m nimze nonetary cost)
| CVP
Errors 0000
Request s 0000 (4)
Responses <sane as request> (4)
Any | GP 0010 (maxim ze reliability)
EGP 0000
SNVP 0010 (maxim ze reliability)
BOOTP 0000
Not es:
(1) Includes all interactive user protocols (e.g., rlogin).

(2) Includes all bulk data transfer protocols (e.g., rcp).

(3) If the inplenentation does not support changing the TCS
during the lifetime of the connection, then the
reconmended TGOS on opening the connection is the default
TOS (0000).

(4) Although I CVWP request messages are normally sent with the
default TOS, there are sonetinmes good reasons why they
woul d be sent with sone other TOS value. An |ICMP response
al ways uses the sane TOS val ue as was used in the
correspondi ng | CMP request nessage. See Section 5.1 of
this meno.

An application may (at the request of the user) substitute 0001
(mnimze nonetary cost) for any of the above val ues.

Thi s appendi x is expected to be obsol eted by the next revision
of the Assigned Nunbers docunent.
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A .3 RFC 1122 and RFC- 1123 (Host Requirenents)

The use of the TOS field by hosts is described in detail in
RFC- 1122 [1] and RFC-1123 [2]. The information provided there is
still correct, except that:

(1) The TOS field is four bits wide rather than five bits w de.
The requirements that refer to the TOS field should refer
only to the four bits that nake up the TGS field.

(2) An application may set bit 6 of the TOS octet to a non-zero
val ue (but still nust not set bit 7 to a non-zero val ue).

These details will presunably be corrected in the next revision of
t he Host Requirements specification, at which tinme this appendi x
can be consi dered obsol ete.

A4 RFC 1195 (Integrated 1S-1S)

Integrated 1S-1S (sonetinmes known as Dual IS-1S) has nultiple
netrics for each route. Wiich of the netrics is used to route a
particular | P packet is determined by the TOS field in the packet.
This is described in detail in section 3.5 of RFC-1195 [7].

The mapping fromthe value of the TOS field to an appropriate
Integrated IS-1S netric is described by a table in that section.

Al t hough the specification in this neno is intended to be
substantially conpatible with Integrated I S-1S, the extension of
the TOS field to four bits and the addition of a TGOS val ue
requesting "mnimze nonetary cost” require mnor nodifications to
that table, as shown here:

The I P TCS octet is napped onto the four available netrics as
fol | ows:

Bits 0-2 (Precedence): (unchanged from RFC-1195)

Bits 3-6 (TCS):

0000 (al'l normal) Use default netric
1000 (mnimze del ay) Use delay netric

0100 (rmaxi m ze throughput) Use default netric
0010 (maximze reliability) Use reliability metric
0001 (mnimze nonetary cost) Use cost netric

ot her Use default netric

Bit 7 (MBZ): This bit is ignored by Integrated IS-1S.
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It is expected that the next revision of the Integrated 1S 1S
specification will include this corrected table, at which tine
thi s appendi x can be consi dered obsol et e.

A.5 RFC 1247 (OSPF) and RFC- 1248 (OSPF M B)

Al t hough the specification in this neno is intended to be
substantially conpatible with OSPF, the extension of the TGS field
to four bits requires mnor nodifications to the section that
descri bes the encoding of TOS values in Link State Advertisenents,
described in section 12.3 of RFC-1247 [10]. The encoding is
sumarized in Table 17 of that nenp; what follows is an updated
version of table 17. The nunbers in the first colum are decim

i ntegers, and the nunbers in the second colum are binary TOS

val ues:

OSPF encodi ng TCS

0 0000 normal service

2 0001 m ninize nonetary cost
4 0010 maxinize reliability
6 0011

8 0100 maxi ni ze t hroughput
10 0101

12 0110

14 0111

16 1000 m ninze del ay

18 1001

20 1010

22 1011

24 1100

26 1101

28 1110

30 1111

The OSPF M B, described in RFC-1248 [5], is entirely consistent
with this meno except for the textual comment which describes the
mappi ng of the old TOS flag bits into TOSType val ues. TOSType
val ues use the sane encoding of TOS values as OSPF' s Link State
Advertisenents do, so the above table al so describes the mapping
bet ween TOSType val ues (the first colum) and TOS field val ues
(the second col um).

I f RFC-1247 and RFC- 1248 are revised in the future, it is expected

that this information will be incorporated into the revised
versions. At that tinme, this appendi x nay be consi dered obsol ete.
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APPENDI X B. Rational e

The main body of this nenb has described the details of how TGS
facility works. This appendix is for those who wonder why it works
t hat way.

Much of what is in this docunent can be expl ai ned by the sinple fact
that the goal of this docunent is to provide a clear and conplete
specification of the existing TOS facility rather than to design from
scratch a new quality of service nmechanismfor IP. Wile this neno
does anmend the facility in sone snall and carefully considered ways

di scussed below, the desirability of conpatibility with existing

speci fications and uses of the TOS facility [1,2,7,10,11] was never
in doubt. This goal of backwards conpatibility determni ned the broad
outlines and many of the details of this specification.

Much of the rest of this specification was determ ned by two
addi ti onal goals, which were described nore fully in Section 2. The
first was that hosts should never be penalized for using the TCS
facility, since that would likely ensure that it would never be

wi dely depl oyed. The second was that the specification should make
it easy, or at |east possible, to define and depl oy new types of
service in the future.

The three goals above did not elimnate all need for engineering
choi ces, however, and in a few cases the goals proved to be in
conflict with each other. The renainder of this appendi x di scusses
the rational e behind sone of these engi neering choices.

B.1 The Mninize Mnetary Cost TOS Val ue

Because the Internet is becom ng increasingly comrercialized, a
number of participants in the | ETF s Router Requirenments WrKking
Goup felt it would be inportant to have a TGOS val ue whi ch woul d
allow a user to declare that nonetary cost was nore inportant than
other qualities of the service.

There was consi derabl e debate over what exactly this val ue shoul d
nmean. Sone felt, for exanple, that the TOS val ue shoul d nean
"must not cost noney". This was rejected for several reasons.
Because it would request a particular |evel of service (cost = 0)
rather than nerely requesting that some service attribute be
mninzed or maxinmized, it would not only phil osophically at odds
with the other TCS val ues but woul d require special code in both
hosts and routers. Also, it would not be hel pful to users who
want their packets to travel via the |east-cost path but can
accept some |evel of cost when necessary. Finally, since whether
any particular routing donmain considers the TOS field when routing
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is a choice made by the network manager, a user requiring a free
path m ght not get one if the packet has to pass through a routing
domai n that does not consider TOS in its routing decisions.

Some proposed a slight variant: a TOS val ue which would nean "I am
willing to pay noney to have this packet delivered". This

proposal suffers nost of the sanme shortcomings as the previous one
and turns out to have an additional interesting quirk: because of
the algorithns specified in Section 7.2, any packet which used
this TOS value would prefer links that cost noney over equally
good free links. Thus, such a TGOS val ue woul d al nost be

equi valent to a "mexini ze nonetary cost" val ue!

It seens likely that in the future users may need sone nechani sm
to express the maxi mnum anount they are willing to pay to have a
packet delivered. However, an IP option would be a nore
appropriate nechani sm since there are precedents for having IP
options that all routers are required to honor, and an I P option
coul d include paraneters such as the maxi mum anount the user was
willing to pay. Thus, the TOS value defined in this nmeno nerely
requests that the network "minimze nonetary cost".

B.2 The Specification of the TCS Field

There were four goals that guided the decision to have a four bit
TOS field and the specification of that field s val ues:

(1) To define a new type of service requesting that the network
"mnimze nonetary cost"

(2) To remain as conpatible as possible with existing
specifications and uses of the TOS facility

(3) To allow for the definition and depl oynment of new types of
service in the future

(4) To pernmanently fix the size of the TOS field

The last goal may seem surprising, but turns out to be necessary
for routing to work correctly when new types of service are

depl oyed. If routers have different ideas about the size of the
TOS field they make inconsistent decisions that may |lead to
routing | oops.

At first glance goals (3) and (4) seemto be pretty nmuch nutually
exclusive. The I P header currently has only three unused bits, so
at nost three new type of service bits could be defined without
resorting to the inpractical step of changing the |IP header
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format. Since one of themwould need to be allocated to neet goa
(1), at nost two bits could be reserved for new or experinenta
types of service. Not only is it questionable whether two woul d
be enough, but it is inprobable that the I ETF and | AB woul d al | ow
all of the currently unused bits to be permanently reserved for
types of service which mght or might or mght not ever be

defi ned.

However, sone (if not npbst of) the possible conbinations of the

i ndi vidual bits would not be useful. Cdearly, setting all of the
bits woul d be equivalent to setting none of the bits, since
setting all of the bits would indicate that none of the types of
optim zation was any nore inportant than any of the others.

Al t hough one coul d perhaps assign reasonabl e senantics to nopst
pairs of bits, it is unclear that the range of network service
provi ded by various paths could usefully be subdivided in so fine
a manner. |f sone of these non-useful conbinations of bits could
be assigned to new types of service then it would be possible to
neet goal (3) and goal (4) without having to use up all of the
remai ning reserved bits in the IP header. The obvious way to do
that was to change the interpretation of TOS values so that they
were integers rather than independently settable bits.

The integers were chosen to be conpatible with the bit definitions
found in RFC-791. Thus, for exanple, setting the TOS field to
1000 (m nimze delay) sets bit 3 of the Type of Service octet; bit
3 is defined as the Low Delay bit in RFC-791. This nmeno only
defines val ues which correspond to setting a single one of the
RFC- 791 bits, since setting nultiple TOS bits does not seemto be
a common practice. According to [15], none of the common TCP/IP
applications currently set nultiple TOS bits. However, TGOS val ues
corresponding to particular conbinations of the RFC-791 bits could
be defined if and when they are determined to be useful.

The new TOS value for "mininize nonetary cost"” needed to be one
whi ch woul d not be too terribly m sconstrued by preexisting

i mpl ementations. This seenmed to inply that the val ue shoul d be
one which left all of the RFC-791 bits clear. That would require
expanding the TOS field, but would allow old inplenmentations to
treat packets which request ninimzation of nonetary cost (TGOS
0001) as if they had requested the default TCS. This is not a
perfect solution since (as described above) changing the size of
the TOS field could cause routing loops if sone routers were to
route based on a three bit TOS field and others were to route
based on a four bit TOS field. Fortunately, this should not be
much of a problemin practice because routers which route based on
a three bit TOS field are very rare as this is being witten and
will only become nore so once this specification is published.
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Because of those considerations, and also in order to allow a
reasonabl e nunber of TOS values for future definition, it seened
desirable to expand the TOS field. That left the question of how
much to expand it. Expanding it to five bits would all ow

consi derabl e future expansion (27 new TOS val ues) and woul d be
consi stent with Host Requirenents, but would reduce to one the
nunber of reserved bits in the |IP header. Expanding the TGS field
to four bits would restrict future expansion to nore nodest |evels
(11 new TGOS val ues), but would | eave an additional |IP header bit
free. The IETF s Router Requirenents Wirking Group concluded that
a four bits wide TOS field all ow enough values for future use and
that consistency with Host Requirenents was i nadequate
justification for unnecessarily increasing the size of the TCS
field.

B.3 The Choice of Weak TOS Routi ng

"Rum nations on the Next Hop" [4] describes three alternative ways
of routing based on the TOS field. Briefly, they are:

(1) Strong TOS --
a route may be used only if its TOS exactly matches the TCOS
in the datagram being routed. |If there is no route with the
requested TOS, the packet is discarded.

(2) Weak TOS --
like Strong TOS, except that a route with the default TGOS
(0000) is used if there is no route that has the requested
TOS. If there is no route with either the requested TGS or
the default TGOS, the packet is discarded.

(3) Very Wak TCS --
i ke Weak TGOS, except that a route with the nunerically
snmallest TOS is used if there is no route that has either the
requested TOS or the default TOCS.

Thi s specification has adopted Wak TOS

Strong TOS was quickly rejected. Because it requires that each
router a packet traverses have a route with the requested TCS,
packets which requested non-zero TGOS val ues woul d have (at | east
until the TOS facility becomes wi dely used) a high probability of
bei ng di scarded as undeliverable. This violates the principle
(described in Section 2) that hosts should not be penalized for
choosi ng non-zero TGOS val ues.

The choi ce between Wak TOS and Very Weak TOS was not as
straightforward. Wak TOS was chosen because it is slightly
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sinmpler to inplenent and because it is consistent with the OSPF
and Integrated 1S-1S specifications. |In addition, many dislike
Very Weak TGOS because its algorithmfor choosing a route when none
of the available routes have either the requested or the default
TOS cannot be justified by intuition (there is no reason to
believe that having a nunerically smaller TOS nakes a route
better). Since a router would need to understand the semantics of
all of the TOS values to nake a nore intelligent choice, there
seens to be no reasonable way to fix this particular deficiency of
Very Weak TOCS.

In practice it is expected that the choice between Wak TOS and

Very Weak TOS will make little practical difference, since (except
where the network manager has intentionally set things up
otherwi se) there will be a route with the default TGOS to any

destination for which there is a route with any other TOS
B.4 The Retention of Longest Match Routing

An interesting issue is howearly in the route choice process TOS
shoul d be considered. There seemto be two obvious possibilities:

(1) Find the set of routes that best match the destination
address of the packet. From anong those, choose the route
whi ch best mat ches the requested TCS.

(2) Find the set of routes that best match the requested TOS.
From anong t hose, choose the route which best matches the
destination address of the packet.

The two approaches are believed to support an identical set of
routing policies. Which of the two allows the sinpler
configuration and mnimzes the amount of routing information that
needs to be passed around seens to depend on the topol ogy, though
sonme believe that the second option has a slight edge in this
regard.

Under the first option, if the network manager negl ects sone

pi eces of the configuration the Iikely consequence is that sone
packets which would benefit from TOS-specific routes will be
routed as if they had requested the default TOS. Under the second
opti on, however, a network nmanager can easily (accidently)
configure things in such a way that packets which request a
certain TOS and should be delivered locally will instead follow a
default route for that TOS and be dunped into the Internet. Thus,
the first option would seemto have a slight edge with regard to
robustness in the face of errors by the network manager
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It has been al so been suggested that the first option provides the
addi ti onal benefit of allowing |oop-free routing in routing
domai ns whi ch contain both routers that consider TOS in their
routing decisions and routers that do not. Wether that is true
in all cases is unknown. It is certainly the case, however, that
under the second option it would not work to mix routers that
consider TOS and routers which do not in the same routing donain.

Al'l in all, there were no truly conpelling argunents for choosing
one way or the other, but it was nonthel ess necessary to nake a
choice: if different routers were to nake the choice differently,
chaos (in the formof routing loops) would result. The nmechani sns
specified in this meno reflect the first option because that wll
probably be nore intuitive to nost network managers. | nternet
routing has traditionally chosen the route which best matches the
destination address, with other mechani sns serving nerely as tie-
breakers. The first option is consistent with that tradition

B.5 The Use of Destination Unreachabl e

Per haps the nost contentious and | east defensible part of this
specification is that a packet can be discarded because the
destination is considered to be unreachabl e even though a packet
to the sane destination but requesting a different TCS woul d have
been deliverable. This would seemto fall perilously close to
violating the principle that hosts shoul d never be penalized for
requesting non-default TOS values in packets they originate.

This can happen in only three, sonewhat unusual, cases:

(1) There is a route to the packet’s destination which has the
TGOS val ue requested in the packet, but the route has an
infinite metric.

(2) The only routes to the packet’s destinati on have TCS val ues
other than the one requested in the packet. One of them has
the default TGOS, but it has an infinite nmetric.

(3) The only routes to the packet’s destination have TOS val ues
other than the one requested in the packet. None of them
have the default TOS

It is cormonly accepted that a router which has a default route
shoul d nonet hel ess discard a packet if the router has a nore
specific route to the destination in its forwarding table but that
route has an infinite nmetric. The first two cases seemto be

anal ogous to that rule.
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In addition, it is worth noting that, except perhaps during brief
transients resulting fromtopol ogy changes, routes with infinite
metrics occur only as the result of deliberate action (or serious
error) on the part of the network nmanager. Thus, packets are

unli kely to be discarded unl ess the network manager has taken

deli berate action to cause themto be. Sone people believe that
this is an inportant feature of the specification, allow ng the
network to (for exanple) keep packets which have requested that
cost be mnimzed off of a link that is so expensive that the

net wor k manager feels confident that the users would want their
packets to be dropped. Ohers (including the author of this nenp)
believe that this "feature" will prove not to be useful, and that
ot her mechani sns may be required for access controls on |inks, but
couldn’t justify changing this specification in the ways necessary
to elimnate the "feature".

Case (3) above is nore problematic. It could have been avoi ded by
usi ng Very Weak TGOS, but that idea was rejected for the reasons

di scussed in Appendi x B.3. Some suggested that case (3) could be
fixed by relaxing | ongest nmatch routing (described in Appendi X
B.4), but that idea was rejected because it would add conplexity
to routers without necessarily making their routing choices
particularly nore intuitive. It is also worth noting that this is
anot her case that a network manager has to try rather hard to
create: since OSPF and Integrated I1S-1S both enforce the
constraint that there nust be a route with the default TOS to any
destination for which there is a route with a non-zero TGS, a

net wor k manager would have to await the devel opnment of a new
routing protocol or create the problemw th static routes. The
eventual conclusion was that any fix to case (3) was worse than

t he probl em

APPENDI X C. Limtations of the TOS Mechani sm

It is inportant to note that the TOS facility has sone |imtations.
Sone are consequences of engi neering choices nmade in this
specification. Ohers, referred to as "inherent limtations" bel ow,
coul d probably not have been avoi ded wi thout either replacing the TGOS
facility defined in RFC-791 or accepting that things wouldn't work
right until all routers in the Internet supported the TGOS facility.

C.1 Inherent Limtations
The nost inportant of the inherent limtations is that the TOS
facility is strictly an advisory mechanism It is not an

appropriate nechani smfor requesting service guarantees. There
are two reasons why this is so:
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(1) Not all networks will consider the value of the TOS field
when deci ding how to handl e and route packets. Partly this
is atransition issue: there will be a (probably Iengthy)
peri od when sone networks will use equi pnent that predates
this specification. Even long term however, many networks
will not be able to provide better service by considering the
value of the TOS field. For exanple, the best path through a
net wor k conposed of a honmpbgeneous col |l ection of
i nterconnected LANs is probably the sanme for any possible TGOS
val ue. Inside such a network, it would nmake little sense to
require routers and routing protocols to do the extra work
needed to consider the value of the TCOS field when forwarding
packet s.

(2) The TGOS mechanismis not powerful enough to allow an
application to quantify the level of service it desires. For
exanpl e, an application my use the TCS field to request that
the network choose a path which maxim zes throughput, but
cannot use that nechanismto say that it needs or wants a
particul ar nunber of kil obytes or nmegabytes per second.
Because the network cannot know what the application
requires, it would be inappropriate for the network to decide
to discard a packet which requested maxi mal throughput
because no "high throughput" path was avail abl e.

The inability to provide resource guarantees is a serious drawback
for certain kinds of network applications. For exanple, a system
usi ng packetized voice sinply creates network congestion when the
avai |l abl e bandwi dth is inadequate to deliver intelligible speech
Li kewi se, the network oughtn’'t even bother to deliver a voice
packet that has suffered nore delay in the network than the
application can tolerate. Unfortunately, resource guarantees are
probl emati ¢ in connectionless networks. |Internet researchers are
actively studying this problem and are optinmistic that they wll
be able to invent ways in which the Internet Architecture can

evol ve to support resource guarantees while preserving the

advant ages of connectionl ess networ ki ng.

C.2 Limtations of this Specification

There are a couple of additional limtations of the TOS facility
which are not inherent limtations but instead are consequences of
engi neering choices made in this specification:

(1) Routing is not really optimal for sone TOS values. This is
because optinmal routing for those TOS val ues would require
that routing protocols be cognizant of the senmantics of the
TGOS val ues and use special algorithns to conpute routes for
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them For exanple, routing protocols traditionally conpute
the nmetric for a path by summ ng the costs of the individua
i nks that nake up the path. However, to maxin ze
reliability, a routing protocol would instead have to conpute
a netric which was the product of the probabilities of
successful delivery over each of the individual links in the
path. While this limtationis in some sense a limtation of
current routing protocols rather than of this specification
this specification contributes to the problem by specifying
that there are a nunber of legal TOS val ues that have no
currently defined semantics.

Thi s specification assunes that network managers will do "the
right thing". |If a routing domain uses TOS, the network
manager nust configure the routers in such a way that a
reasonabl e path is chosen for each TOS. Wile this ought not
to be terribly difficult, a network manager could accidently
or intentionally violate our rule that using the TCS facility
shoul d provide service at |east as good as not using it.
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