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Requi rements for Internet Gateways

Status of this Meno

This docunent is a fornal statement of the requirenents to be net by
gateways used in the Internet system As such, it is an official
specification for the Internet conmunity. Distribution of this nmeno
is unlimted.

This RFC sunmari zes the requirenments for gateways to be used between
net wor ks supporting the Internet protocols. Wile it was witten
specifically to support National Science Foundation research
programs, the requirements are stated in a general context and are
appl i cabl e throughout the Internet conmunity.

The purpose of this docunent is to present guidance for vendors

of fering gateway products that night be used or adapted for use in an
Internet application. It enunmerates the protocols required and gives
references to RFCs and ot her docunents describing the current
specifications. In a nunber of cases the specifications are evol ving
and may contai n ambi guous or inconplete information. In these cases
further discussion giving specific guidance is included in this
docunment. Specific policy issues relevant to the NSF scientific
networ ki ng community are sunmmari zed in an Appendi Xx. As ot her

specifications are updated this docunment will be revised. Vendors
are encouraged to naintain contact with the Internet research
conmuni ty.

1. Introduction

The following material is intended as an introduction and background
for those unfanmiliar with the Internet architecture and the Internet
gateway nodel. General background and di scussi on on the |nternet
architecture and supporting protocol suite can be found in the DDN
Prot ocol Handbook [25] and ARPANET Information Brochure [26], see
also [19, 28, 30, 31].

The Internet protocol architecture was originally devel oped under
DARPA sponsorship to neet both mlitary and civilian conmunication
requirements [32]. The Internet system presently supports a variety
of governnment and government - sponsored operational and research
activities. In particular, the National Science Foundation (NSF) is
buil ding a major extension to the Internet to provide user access to
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nati onal superconputer centers and other national scientific
resources, and to provide a conputer networking capability to a | arge
nunber of universities and coll eges.

In this docunment there are many ternms that nay be obscure to one
unfanmiliar with the Internet protocols. There is not nmuch to be done
about that but to learn, so dive in. There are a fewterns that are
much abused in general discussion but are carefully and intentionally
used in this docunent. These few ternms are defined here.

Packet A packet is the unit of transm ssion on a physical
net wor k.

Dat agr am A datagramis the unit of transmission in the IP
protocol. To cross a particular network a datagramis
encapsul ated i nside a packet.

Rout er Arouter is a switch that receives data transni ssion
units frominput interfaces and, depending on the
addresses in those units, routes themto the
appropriate output interfaces. There can be routers

at different levels of protocol. For exanple,
Interface Message Processors (I MPs) are packet-Ieve
routers.

Gat eway In the Internet docunentation generally, and in this
docunent specifically, a gateway is an |P-1Ievel
router. In the Internet community the termhas a | ong

hi story of this usage [32].
1.1. The DARPA Internet Architecture
1.1.1. Internet Protocols

The Internet system consists of a nunmber of interconnected
packet networ ks supporting conmuni cation anong host conputers
using the Internet protocols. These protocols include the
Internet Protocol (IP), the Internet Control Message Protoco
(1CGwP), the Transm ssion Control Protocol (TCP), and
application protocol s dependi ng upon them[22].

Al'l Internet protocols use IP as the basic data transport
mechanism |P [1,31] is a datagram or connectionless,

i nternetwork service and includes provision for addressing,
type-of -servi ce specification, fragnentati on and reassenbly,
and security information. |ICMP [2] is considered an integra
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part of IP, although it is architecturally |ayered upon |IP.
| CMP provides error reporting, flow control and first-hop
gateway redirection

Rel i abl e data delivery is provided in the Internet protocol
suite by transport-1level protocols such as the Transm ssion
Control Protocol (TCP), which provides end-end retransm ssion
resequenci ng and connection control. Transport-|evel
connectionl ess service is provided by the User Datagram

Prot ocol (UDP).

1.1.2. Networks and Gateways

The constituent networks of the Internet systemare required
only to provide packet (connectionless) transport. This
requires only delivery of individual packets. According to the
| P service specification, datagrans can be delivered out of
order, be lost or duplicated and/or contain errors. Reasonable
performance of the protocols that use IP (e.g., TCP) requires
an | P datagram |l oss rate of less than 5% |In those networks
provi di ng connection-oriented service, the extra reliability
provided by virtual circuits enhances the end-end robustness of
the system but is not necessary for Internet operation

Constituent networks nay generally be divided into two cl asses:
* Local - Area Networks (LANs)

LANs may have a variety of designs, typically based upon
buss, ring, or star topologies. |In general, a LAN wll
cover a small geographical area (e.g., a single building or
pl ant site) and provide high bandwidth with | ow del ays.

* W de- Area Networks (WANs)

Geogr aphi cal | y-di spersed hosts and LANs are interconnected
by wi de-area networks, also called |ong-haul networks.
These networks may have a conplex internal structure of

i nes and packet-routers (typified by ARPANET), or they may
be as sinple as point-to-point |ines.

In the Internet nodel, constituent networks are connected
toget her by | P datagram forwarders which are called "gateways"
or "IProuters". In this docunent, every use of the term
"gateway" is equivalent to "IP router”. In current practice,
gateways are nornally realized with packet-sw tching software
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1.

1.

executing on a general -purpose CPU, but special - purpose
har dware may al so be used (and nmay be required for future
hi gher -t hroughput gat eways) .

A gateway is connected to two or nmore networks, appearing to
each of these networks as a connected host. Thus, it has a
physical interface and an |IP address on each of the connected
networks. Forwarding an | P datagram generally requires the
gateway to choose the address of the next-hop gateway or (for
the final hop) the destination host. This choice, called
"routing", depends upon a routing data-base within the gateway.
This routing data-base should be maintained dynanmically to
reflect the current topology of the Internet systeny a gateway
normal Iy acconplishes this by participating in distributed
routing and reachability algorithns with ot her gateways.

Gat eways provi de datagramtransport only, and they seek to
mninize the state informati on necessary to sustain this
service in the interest of routing flexibility and robustness.

Routing devices may al so operate at the network level; in this
meno we will call such devices MAC routers (informally called
"level -2 routers”, and also called "bridges"). The nane
derives fromthe fact that MAC routers base their routing

deci sion on the addresses in the MAC headers; e.g., in |EEE
802. 3 networks, a MAC router bases its decision on the 48-bit
addresses in the MAC header. Network segnments which are
connected by MAC routers share the sane | P network nunber,
i.e., they logically forma single |IP network.

Anot her variation on the sinple nodel of networks connected
Wi th gat eways sonetinmes occurs: a set of gateways may be
interconnected with only serial lines, to effectively forma
network in which the routing is perfornmed at the internetwork
(IP) level rather than the network | evel.

3. Autononous Systens

For technical, managerial, and sonmetinmes political reasons, the
gateways of the Internet systemare grouped into collections
call ed "aut ononpbus systens" [35]. The gateways included in a
si ngl e aut ononmous system (AS) are expected to:

* Be under the control of a single operations and
mai nt enance (O&M organi zati on;

* Enpl oy common routing protocols anong thensel ves, to
mai ntain their routing data-bases dynam cally.
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A nunber of different dynanmic routing protocols have been
devel oped (see Section 4.1); the particular choice of routing
protocol within a single ASis generically called an interior
gateway protocol or |IGP

An | P datagram may have to traverse the gateways of two or nore
ASs to reach its destination, and the ASs nust provide each
other with topology information to allow such forwarding. The
Exterior Gateway Protocol (EGP) is used for this purpose,

bet ween gat eways of different autononpous systens.

1.1.4. Addresses and Subnets

An | P datagram carries 32-bit source and destinati on addresses,

each of which is partitioned into two parts -- a constituent
net wor k nunber and a host nunber on that network.
Synbol i cal ly:

| P-address ::= { <Network-nunber>, <Host-nunber> }

To finally deliver the datagram the last gateway in its path
must map the host-nunmber (or "rest") part of an I P address into
t he physical address of a host connection to the constituent

net wor k.

This sinple notion has been extended by the concept of
"subnets", which were introduced in order to allow arbitrary
conpl exity of interconnected LAN structures within an

organi zation, while insulating the Internet system agai nst
expl osive growth in network nunbers and routing conplexity.
Subnets essentially provide a two-1evel hierarchical routing
structure for the Internet system The subnet extension
described in RFC-950 [21], is now a required part of the
Internet architecture. The basic idea is to partition the
<host nunber> field into two parts: a subnet nunber, and a true
host nunber on that subnet.

| P-address ::=
{ <Networ k- nunber >, <Subnet-nunber>, <Host-nunber> }

The interconnected LANs of an organization will be given the
sane network number but different subnet nunbers. The

di stinction between the subnets of such a subnetted network
nmust not be visible outside that network. Thus, w de-area

routing in the rest of the Internet will be based only upon the
<Net wor k- nunber > part of the IP destination address; gateways
outside the network will [unp <Subnet-nunber> and <Host - nunber >
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1

2.

together to forman uninterpreted "rest" part of the 32-bit IP
address. Wthin the subnetted network, the | ocal gateways mnust
route on the basis of an extended network nunber:

{ <Networ k- nunber >, <Subnet-nunber> }.

The bit positions containing this extended network nunber are
indicated by a 32-bit mask called the "subnet nask" [21]; it is
reconmended but not required that the <Subnet-nunber> bits be
contiguous and fall between the <Network-nunber> and the
<Host - nunber> fields. No subnet should be assigned the val ue
zero or -1 (all one bits).

Fl exi bl e use of the avail abl e address space will be
increasingly inportant in coping with the anticipated growth of
the Internet. Thus, we allow a particular subnetted network to
use nore than one subnet mask. Several canpuses with very

| arge LAN configurations are also creating nested hierarchies
of subnets, sub-subnets, etc.

There are special considerations for the gateway when a
connected network provides a broadcast or nulticast capability;
these will be discussed |ater.

The I nternet Gateway Model

There are two basic nodels for interconnecting |ocal-area networks
and wi de-area (or long-haul) networks in the Internet. 1In the
first, the local-area network is assigned a network nunber and all
gateways in the Internet nust know how to route to that network.
In the second, the |ocal-area network shares (a snall part of) the
address space of the w de-area network. Gateways that support
this second nodel are called "address sharing gateways" or
"transparent gateways". The focus of this nmeno is on gateways
that support the first nmodel, but this is not intended to exclude
the use of transparent gateways.

1.2.1. Internet Gateways

An Internet gateway is an IP-level router that perforns the
follow ng functions:

1. Conforns to specific Internet protocols specified in
this docunent, including the Internet Protocol (IP),
Internet Control Message Protocol (ICMP), and others as
necessary. See Section 2 (Protocols Required).

2. Interfaces to two or nore packet networks. For each
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3.

Br aden & Post el

connected network the gateway nust inplenent the
functions required by that network. These functions
typically include:

a. encapsul ating and decapsulating the | P datagrans with

t he connected network fram ng (e.g., an Ethernet
header and checksum;

sendi ng and receiving | P datagrans up to the maximum
size supported by that network, this size is the
networ k’ s " Maxi mum Transmi ssion Unit" or "MIU';

translating the I P destination address into an
appropriate network-|evel address for the connected
network (e.g., an Ethernet hardware address);

responding to the network flow control and error
indication, if any.

See Section 3 (Constituent Network Interface), for

d

a.

etails on particular constituent network interfaces.

Recei ves and forwards |nternet datagrans. |nportant
i ssues are buffer managenent, congestion control, and
fairness. See Section 4 (Gateway Al gorithmns).

Recogni zes various error conditions and generates
|CVMP error and infornmation nmessages as required.

Drops datagrans whose tinme-to-live fields have
reached zero.

Fragnents datagrans when necessary to fit into the
MIU of the next network.

Chooses a next-hop destination for each |IP datagram
based on the information in its routing data-base. See
Section 4 (Gateway Al gorithns).

Supports an interior gateway protocol (IGP) to carry out
di stributed routing and reachability algorithns with the
ot her gateways in the sane autononbus system In
addition, sone gateways will need to support the
Exterior Gateway Protocol (EGP) to exchange topol ogi ca

i nformati on with other autononbus systenms. See

Section 4 (Gateway Al gorithns).
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6. Provides system support facilities, including |oading,
debuggi ng, status reporting, exception reporting and
control. See Section 5 (Operation and Mi ntenance).

1.2.2. Enbedded Gateways

A gateway may be a stand-al one conmputer system dedicated to
its IP router functions. Alternatively, it is possible to
enbed gateway functionality within a host operating system

whi ch supports connections to two or nore networks. The
best - known exanpl e of an operating systemw th enbedded gat eway
code is the Berkeley BSD system The enbedded gateway feature
seens to make internetting easy, but it has a nunber of hidden
pitfalls:

1. If a host has only a single constituent-network
interface, it should not act as a gateway.

For exanple, hosts with enbedded gateway code that
gratuitously forward broadcast packets or datagranms on
the sanme net often cause packet aval anches.

2. If a (nultihomed) host acts as a gateway, it must
i mpl ement ALL the rel evant gateway requirenents
contained in this docunent.

For exanple, the routing protocol issues (see Sections
2.6 and 4.1) and the control and nonitoring problens are
as hard and inportant for enbedded gateways as for

st and- al one gat eways.

Since Internet gateway requirenments and
speci fi cati ons may change i ndependently of operating
system changes, an admninistration that operates an
enbedded gateway in the Internet is strongly advised
to have an ability to nmaintain and update the gateway
code (e.g., this might require gateway code source).

3. Once a host runs enbedded gateway code, it becones part
of the Internet system Thus, errors in software or
configuration of such a host can hi nder conmuni cation
bet ween other hosts. As a consequence, the host
admi ni strator nust | ose some autonony.

In many circunstances, a host adm nistrator will need to
di sabl e gateway coded enbedded in the operating system
and any enbedded gat eway code nust be organized so it
can be easily disabl ed.
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4. |If a host running enbedded gateway code is concurrently
used for other services, the O%M (operation and
mai nt enance) requirenents for the two nodes of use may
be in serious conflict.

For exanple, gateway O&Mwill in many cases be perforned
renotely by an operations center; this may require
privileged system access whi ch the host adm nistrator
woul d not nornally want to distribute.

1.2.3. Transparent Gateways

The basic idea of a transparent gateway is that the hosts on
the | ocal -area network behind such a gateway share the address
space of the wide-area network in front of the gateway. In
certain situations this is a very useful approach and the
limtations do not present significant drawbacks.

The words "in front" and "behi nd" indicate one of the
limtations of this approach: this nodel of interconnection is
suitable only for a geographically (and topologically) linmted
stub environnent. It requires that there be some form of

| ogi cal addressing in the network | evel addressing of the

wi de-area network (that is, all the IP addresses in the | ocal
environnent map to a few (usually one) physical address in the
wi de-area network, in a way consistent with the { I P address
<-> network address } mappi ng used throughout the w de-area
net wor k) .

Mul ti homing is possible on one wi de-area network, but may
present routing problens if the interfaces are geographically
or topologically separated. Miltihonming on two (or nore)

wi de-area networks is a problemdue to the confusion of

addr esses.

The behavior that hosts see fromother hosts in what is
apparently the sanme network may differ if the transparent
gateway cannot fully enulate the norrmal w de-area network
service. For exanple, if there were a transparent gateway

bet ween t he ARPANET and an Ethernet, a renpte host woul d not
receive a Destination Dead nessage [3] if it sent a datagramto
an Ethernet host that was powered off.
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1.3. Gateway Characteristics

Every Internet gateway nust performthe functions |listed above.
However, a vendor will have nmany choi ces on power, conplexity, and
features for a particular gateway product. It nay be helpful to
observe that the Internet systemis neither honbgeneous nor
fully-connected. For reasons of technol ogy and geography, it is
growing into a global-interconnect systemplus a "fringe" of LANs
around the "edge"

* The gl obal -i nterconnect systemis conprised of a nunber of
wi de-area networks to which are attached gateways of severa
ASs; there are relatively few hosts connected directly to
it. The global-interconnect systemincludes the ARPANET,

t he NSFNET "backbone", the various NSF regi onal and
consortium networks, other ARPA sponsored networks such as
the SATNET and the WBNET, and the DCA sponsored M LNET. It
is anticipated that additional networks sponsored by these
and ot her agencies (such as NASA and DOE) will join the

gl obal -i nterconnect system

* Mbst hosts are connected to LANs, and many organi zations
have clusters of LANs interconnected by |ocal gateways.
Each such cluster is connected by gateways at one or nore
points into the gl obal -interconnect system If it is
connected at only one point, a LANis knowm as a "stub"
net wor k.

Gateways in the global-interconnect systemgenerally require:

* Advanced routing and forwarding al gorithns
These gat eways need routing al gorithns which are highly
dynami ¢ and al so of fer type-of-service routing. Congestion
is still not a conpletely resolved issue [24]. |nprovenents
to the current situation will be inplenented soon, as the
research community is actively working on these issues.

* High availability
These gateways need to be highly reliable, providing 24 hour
a day, 7 days a week service. |In case of failure, they nust
recover quickly.

* Advanced O8M features
These gateways will typically be operated renotely froma

regi onal or national nonitoring center. In their
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i nterconnect role, they will need to provide sophisticated
means for nonitoring and nmeasuring traffic and other events
and for diagnosing faults.

* High performance

Al t hough |l ong-haul lines in the Internet today are nost
frequently 56 Kbps, DS1 lines (1.5 Mips) are of increasing

i mportance, and even hi gher speeds are likely in the future.
Ful | - dupl ex operation is provided at any of these speeds.

The average size of Internet datagrans is rather snall, of
the order of 100 bytes. At DS1 |line speeds, the

per - dat agram processing capability of the gateways, rather
than the line speed, is likely to be the bottleneck. To
fill a DS1 line with average-sized Internet datagrans, a
gateway would need to pass -- receive, route, and send --
2,000 dat agranms per second per interface. That is, a

gat eway which supported 3 DS1 lines and and Et hernet
interface would need to be able to pass a dazzling 2,000

dat agranms per second in each direction on each of the

i nterfaces, or a aggregate throughput of 8,000 datagrans per
second, in order to fully utilize DS1 lines. This is beyond
the capability of current gateways.

Not e: sone vendors count input and out put operations
separately in datagrans per second figures; for these
vendors, the above exanple would inply 16, 000 datagrans
per second !

Gateways used in the "LAN fringe" (e.g., canpus networks) wll
generally have to neet |ess stringent requirenents for

performance, availability, and maintenance. These may be high or
nmedi um per f ormance devi ces, probably conpetitively procured from
several different vendors and operated by an internal organization
(e.g., a campus conputing center). The design of these gateways
shoul d enphasi ze | ow average del ay and good burst perfornance,
together with delay and type-of-service sensitive resource
managenent. In this environment, there will be less formal O%M
nore hand-crafted static configurations for special cases, and
nore need for inter-operation with gateways of other vendors. The
routing mechanismw |l need to be very flexible, but need not be
so highly dynamc as in the gl obal -interconnect system

It is inportant to realize that Internet gateways normally operate

in an unattended node, but that equi prment and software faults can
have a wi de-spread (sonetinmes global) effect. |In any environnent,
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a gateway nust be highly robust and able to operate, possibly in a
degraded state, under conditions of extreme congestion or failure
of network resources.

Even though the Internet systemis not fully-interconnected, many
parts of the system do need to have redundant connectivity. A
rich connectivity allows reliable service despite failures of
comuni cation |ines and gateways, and it can also inprove service
by shortening Internet paths and by providing additional capacity.
The engi neering tradeoff between cost and reliability nmust be nade
for each conponent of the Internet system
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2.

Protocols Required in Gat eways
The Internet architecture uses datagram gateways to interconnect
constituent networks. This section describes the various protocols
whi ch a gateway needs to inplenent.

.1. Internet Protocol (IP)

IP is the basic datagram protocol used in the Internet system]|[19,
31]. It is described in RFG-791 [1] and also in ML-STD 1777 [5]
as clarified by RFC-963 [36] ([1] and [5] are intended to describe
the sane standard, but in quite different words). The subnet
extension is described in RFC- 950 [21].

Wth respect to current gateway requirenents the following IP
features can be ignored, although they may be required in the
future: Type of Service field, Security option, and Stream|D
option. However, if recognized, the interpretation of these
quantities nust conformto the standard specification.

It is inmportant for gateways to inplenent both the Loose and
Strict Source Route options. The Record Route and Ti nmestanp
options are useful diagnostic tools and nust be supported in al
gat eways

The I nternet nodel requires that a gateway be able to fragnent
dat agrams as necessary to match the MIU of the network to which
they are being forwarded, but reassenbly of fragmented datagrans
is generally left to the destination hosts. Therefore, a gateway
will not performreassenbly on datagrans it forwards.

However, a gateway will generally receive sone |P datagrans
addressed to itself; for exanple, these may be | CMP Request/ Reply
nmessages, routing update nessages (see Sections 2.3 and 2.6), or
for nmonitoring and control (see Section 5). For these datagrans,
the gateway will be functioning as a destination host, so it nust

i mpl emrent | P reassenbly in case the datagranms have been fragmented
by sonme transit gateway. The destination gateway nmust have a
reassenbly buffer which is at |east as |large as the maxi mum of the
MIU val ues for its network interfaces and 576. Note also that it
is possible for a particular protocol inplenmented by a host or
gateway to require a | ower bound on reassenbly buffer size which
is larger than 576. Finally, a datagramwhich is addressed to a
gateway nmay use any of that gateway’s | P addresses as destination
address, regardless of which interface the datagram enters.

There are five classes of | P addresses: ass A through
Class E[23]. O these, Cass D and O ass E addresses are
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reserved for experinmental use. A gateway which is not
participating in these experinments nmust ignore all datagrams with
a Cass Dor Cass E destination IP address. | CM Destination
Unreachabl e or |1 COVWP Redirect nessages nust not result from

recei ving such datagrans.

There are certain special cases for |P addresses, defined in the
| at est Assi gned Nunbers document [23]. These special cases can be
conci sely sunmari zed using the earlier notation for an | P address:

| P-address ::= { <Network-nunber>, <Host-nunber> }
or
| P-address ::= { <Network-numnber>, <Subnet-nunber >,

<Host - nunber > }

if we also use the notation "-1" to nean the field contains all 1
bits. Some comon special cases are as foll ows:

(a) {0, 0}

This host on this network. Can only be used as a source
address (see note later).

(b) {0, <Host - nunber >}

Speci fied host on this network. Can only be used as a
source address.

(¢ { -1, -1}
Limted broadcast. Can only be used as a destination
address, and a datagramwi th this address must never be
forwarded outside the (sub-)net of the source.

(d) { <Net wor k- nunber >, -1}

Di rected broadcast to specified network. Can only be used
as a destination address.

(e) { <Net wor k- nunber >, <Subnet - nunber>, -1}

Directed broadcast to specified subnet. Can only be used as
a destination address.

(f) { <Net wor k- nunmber>, -1, -1}
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Directed broadcast to all subnets of specified subnetted
network. Can only be used as a destination address.

(9) {127, <any>}

Internal host | oopback address. Should never appear outside
a host.

The followi ng two are conventional notation for network nunbers,

and do not really represent |P addresses. They can never be used
in an | P datagram header as an | P source or destination address.

(h) { <Net wor k- nunber >, 0}
Speci fied network (no host).
(i) { <Net wor k- nunber >, <Subnet - nunber >, 0}
Speci fi ed subnet (no host).
Note al so that the | P broadcast address, which has primary
application to Ethernets and similar technol ogies that support an
i nherent broadcast function, has an all-ones value in the host
field of the IP address. Sone early inplenentations chose the
all-zeros value for this purpose, which is not in conformance with
the specification [23, 49, 50].
2.2. Internet Control Message Protocol (ICWP)

ICMP is an auxiliary protocol used to convey advice and error
nmessages and is described in RFC- 792 [2].

We will discuss issues arising fromgateway handling of particul ar
| CMP nessages. The | CMP nessages are grouped into two cl asses:
error nmessages and i nformation nessages. |CWVMP error mnmessages are

never sent about | CMP error messages, nor about broadcast or
nmul ti cast dat agrans.

The | CVMP error nessages are: Destination Unreachabl e, Redirect,
Source Quench, Tinme Exceeded, and Paraneter Problem

The I CVWP informati on nmessages are: Echo, Information
Ti mest anp, and Address Mask.
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2.2.1. Destination Unreachabl e

The distinction between subnets of a subnetted network, which
depends on the address mask described in RFC-950 [21], must not
be visible outside that network. This distinction is inportant
in the case of the | CMP Destination Unreachabl e nessage.

The | CVWP Destination Unreachabl e nmessage is sent by a gateway
in response to a datagram which it cannot forward because the
destination is unreachable or down. The gateway chooses one of
the followi ng two types of Destination Unreachabl e nessages to
send:

*  Net Unreachabl e
*  Host Unreachabl e

Net unreachable inplies that an internedi ate gateway was unabl e
to forward a datagram as its routing data-base gave no next
hop for the datagram or all paths were down. Host Unreachabl e
inplies that the destination network was reachable, but that a
gateway on that network was unable to reach the destination
host. This mght occur if the particular destination network
was able to determine that the desired host was unreachabl e or
down. It might also occur when the destination host was on a
subnetted network and no path was avail abl e through the subnets
of this network to the destination. Gateways should send Host
Unr eachabl e messages whenever other hosts on the sane
destinati on network m ght be reachabl e; otherw se, the source
host may erroneously conclude that ALL hosts on the network are
unreachabl e, and that may not be the case.

2.2.2. Redirect

The | CVP Redirect nessage is sent by a gateway to a host on the
same network, in order to change the gateway used by the host
for routing certain datagranms. A choice of four types of

Redi rect messages is available to specify datagrans desti ned
for a particular host or network, and possibly with a
particul ar type-of-service.

If the directly-connected network is not subnetted, a gateway
can normally send a network Redirect which applies to all hosts
on a specified rembte network. Using a network rather than a
host Redirect nmay econonize slightly on network traffic and on
host routing table storage. However, the saving is not
significant, and subnets create an anbi guity about the subnet
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mask to be used to interpret a network Redirect. |In a genera
subnet environment, it is difficult to specify precisely the
cases in which network Redirects can be used.

Therefore, it is recormended that a gateway send only host (or
host and type-of-service) Redirects.

2.2.3. Source Quench

Al'l gateways nust contain code for sending | CMP Source Quench
nmessages when they are forced to drop I P datagrans due to
congestion. Although the Source Quench nmechanismis known to
be an inperfect neans for Internet congestion control, and
research towards nore effective neans is in progress, Source
Quench is considered to be too valuable to onmit from production
gat eways.

There is sone argunent that the Source Quench shoul d be sent
before the gateway is forced to drop datagrams [62]. For
exanpl e, a paraneter X could be established and set to have
Source Quench sent when only X buffers remain. O, a paraneter
Y coul d be established and set to have Source Quench sent when
only Y per cent of the buffers remain.

Two problens for a gateway sendi ng Source Quench are: (1) the
consunpti on of bandw dth on the reverse path, and (2) the use
of gateway CPU tinme. To aneliorate these problens, a gateway
must be prepared to limt the frequency with which it sends
Source Quench nessages. This may be on the basis of a count
(e.g., only send a Source Quench for every N dropped dat agrans
overal |l or per given source host), or on the basis of a tine
(e.g., send a Source Quench to a given source host or overal

at nost once per T mllseconds). The paraneters (e.g., Nor T)
nmust be settable as part of the configuration of the gateway;
furthernore, there should be some configuration setting which
di sabl es sendi ng Source Quenches. These configuration
paraneters, including disabling, should ideally be specifiable
separately for each network interface.

Note that a gateway itself may receive a Source Quench as the
result of sending a datagramtargeted to another gateway. Such
datagrans ni ght be an EGP update, for exanple

2.2.4. Tine Exceeded

The | CVMP Ti ne Exceeded nmessage may be sent when a gat eway
di scards a datagram due to the TTL being reduced to zero. It
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2.

2.

2.

2.

2.

2.

may al so be sent by a gateway if the fragnments of a datagram
addressed to the gateway itself cannot be reassenbl ed before
the time limt.

5. Par anet er Probl em

The | CVMP Par anet er Probl em nmessage nmay be sent to the source
host for any problem not specifically covered by another |ICW
nessage.

6. Address Mask

Host and gateway inplenmentati ons are expected to support the
| CMP Address Mask nessages described in RFC-950 [21].

7. Tinmestanp

The | CVMP Ti nestanp nessage has proven to be useful for

di agnosing Internet problens. The preferred formfor a

ti mestanp value, the "standard value", is in mlliseconds since
m dni ght GMI.  However, it nay be difficult to provide this
value with mllisecond resolution. For exanple, many systens
use cl ocks which update only at line frequency, 50 or 60 tines
per second. Therefore, sonme latitude is allowed in a
"standard" val ue:

* The val ue nust be updated at a frequency of at |east 30
times per second (i.e., at nost five |oworder bits of
t he val ue may be undefi ned).

* The origin of the value nust be within a few m nutes of
m dnight, i.e., the accuracy wi th which operators
customarily set CPU cl ocks.

To neet the second condition for a stand-al one gateway, it wll
be necessary to query sonme tine server host when the gateway is
booted or restarted. It is recommended that the UDP Tine
Server Protocol [44] be used for this purpose. A nore advanced
i npl ementati on would use NTP (Network Tine Protocol) [45] to
achieve nearly mllisecond clock synchronization; however, this
is not required.

Even if a gateway is unable to establish its tinme origin, it
ought to provide a "non-standard"” tinmestanp value (i.e., with
the non-standard bit set), as a time in mlliseconds from
system startup

Braden & Post el [ Page 18]



RFC 1009 - Requirenments for Internet Gateways June 1987

New gat eways, especially those expecting to operate at Tl or
hi gher speeds, are expected to have at least mllisecond
cl ocks.

2.2.8. Information Request/Reply

The I nformati on Request/Reply pair was intended to support

sel f-configuring systens such as diskless workstations, to

all ow themto discover their |IP network nunbers at boot tine.
However, the Reverse ARP (RARP) protocol [15] provides a better
mechanismfor a host to use to discover its own |P address, and
RARP i s recomended for this purpose. |Information

Request/ Reply need not be inplenented in a gateway.

2.2.9. Echo Request/Reply

A gateway nust inplenment | CVWP Echo, since it has proven to be
an extremely useful diagnostic tool. A gateway nust be
prepared to receive, reassenble, and echo an | CMP Echo Request
datagram at | east as large as the maxi mum of 576 and the MIU s
of all of the connected networks. See the discussion of IP
reassenbly in gateways, Section 2.1.

The followi ng rules resolve the question of the use of IP
source routes in Echo Request and Reply datagrans. Suppose a
gateway D receives an | CMP Echo Request addressed to itself
fromhost S

1. If the Echo Request contained no source route, D should
send an Echo Reply back to S using its normal routing
rules. As aresult, the Echo Reply nay take a different
path than the Request; however, in any case, the pair
will sanple the conplete round-trip path which any ot her
hi gher-1evel protocol (e.g., TCP) would use for its data
and ACK segments between S and D

2. If the Echo Request did contain a source route, D should
send an Echo Reply back to S using as a source route the
return route built up in the source-routing option of
the Echo Request.
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2.3. Exterior Gateway Protocol (EGP)

EGP is the protocol used to exchange reachability information

bet ween Aut ononmous Systens of gateways, and is defined in

RFC-904 [11]. See also RFC-827 [51], RFC-888 [46], and

RFC-975 [27] for background information. The npst w dely used EGP
i mpl enentation is described in RFC-911 [13].

When a dynanic routing algorithmis operated in the gateways of an
Aut onormous System (AS), the routing data-base nust be coupled to
the EGP i npl enentation. This coupling should ensure that, when a
net is determ ned to be unreachable by the routing algorithm the
net will not be declared reachable to other ASs via EGP. This
requirement is designed to mnimze spurious traffic to "black

hol es" and to ensure fair utilization of the resources on other
syst ens.

The present EGP specification defines a nodel with serious
linmtations, nost inportantly a restriction agai nst propagating
“"third party" EGP information in order to prevent |long-Ilived
routing loops [27]. This effectively limts EGP to a two-1evel

hi erarchy; the top level is fornmed by the "core” AS, while the

| ower level is conposed of those ASs which are direct neighbor
gateways to the core AS. |n practice, in the current I|nternet,
nearly all of the "core gateways" are connected to the ARPANET,
while the lower |evel is conposed of those ASs which are directly
gat ewayed to the ARPANET or M LNET.

RFC- 975 [27] suggested one way to generalize EGP to | essen these
topol ogy restrictions; it has not been adopted as an official
specification, although its ideas are finding their way into the
new EGP devel opnents. There are efforts underway in the research
community to devel op an EGP generalization which will renove these
restrictions.

In EGP, there is no standard interpretation (i.e., netric) for the
di stance fields in the update nessages, so distances are

conpar abl e only anong gateways of the sanme AS. In using EGP data,
a gateway shoul d conpare the di stances anpong gateways of the sane
AS and prefer a route to that gateway which has the snall est

di st ance val ue.

The values to be announced in the distance fields for particular
networks within the |ocal AS should be a gateway configuration
parameter; by suitable choice of these values, it will be possible
to arrange primary and backup paths fromother AS s. There are

ot her EGP paraneters, such as polling intervals, which also need
to be set in the gateway configuration
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When routing updates beconme |arge they nmust be transnmitted in
parts. One strategy is to use |IP fragnentation, another is to
explicitly send the routing information in sections. The Internet
Engi neering Task Force is currently preparing a recommendati on on
this and other EGP engi neering issues.

2.4. Address Resol ution Protocol (ARP)

ARP is an auxiliary protocol used to perform dynam c address
transl ati on between LAN hardware addresses and | nternet addresses,
and is described in RFC- 826 [4].

ARP depends upon | ocal network broadcast. 1In nornal ARP usage,
the initiating host broadcasts an ARP Request carrying a target IP
address; the corresponding target host, recognizing its own IP
address, sends back an ARP Reply containing its own hardware

i nterface address.

A variation on this procedure, called "proxy ARP', has been used
by gateways attached to broadcast LANs [14]. The gateway sends an
ARP Reply specifying its interface address in response to an ARP
Request for a target |IP address which is not on the
directly-connected network but for which the gateway offers an
appropriate route. By observing ARP and proxy ARP traffic, a
gateway nmay accunul ate a routing data-base [14].

Proxy ARP (al so known in sone quarters as "prom scuous ARP" or
"the ARP hack") is useful for routing datagrans from hosts which

do not inplenment the standard Internet routing rules fully -- for
exanpl e, host inplenmentations which predate the introduction of
subnetting. Proxy ARP for subnetting is discussed in detail in

RFC- 925 [14].
Reverse ARP (RARP) allows a host to map an Ethernet interface
address into an IP address [15]. RARP is intended to allow a
self-configuring host to learn its own |IP address froma server at
boot ti ne.

2.5. Constituent Network Access Protocols

See Section 3.
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2.6. Interior Gateway Protocols

Distributed routing algorithns continue to be the subject of
research and engineering, and it is likely that advances will be
nmade over the next several years. A good algorithmneeds to
respond rapidly to real changes in Internet connectivity, yet be
stable and insensitive to transients. |t needs to synchronize the
di stributed data-base across gateways of its Autononpus System
rapidly (to avoid routing |oops), while consuming only a snal
fraction of the avail abl e bandw dt h.

Distributed routing algorithns are commonly broken down into the
foll ow ng three conponents:

A.  An algorithmto assign a "length" to each Internet path.

The "l ength" may be a sinple count of hops (1, or infinity
if the path is broken), or an adm nistratively-assi gned
cost, or some dynam cal |l y-nmeasured cost (usually an average
del ay) .

In order to determine a path length, each gateway nust at

| east test whether each of its neighbors is reachable; for
this purpose, there nust be a "reachability" or "neighbor

up/ down" pr ot ocol

B. An algorithmto conmpute the shortest path(s) to a given
desti nati on.

C. A gateway-gateway protocol used to exchange path I ength and
routing informati on anong gateways.

The nmost commonl y-used 1GPs in Internet gateways are as foll ows.
2.6.1. Gateway-to-Gateway Protocol (GGP)

GG was designed and inplenmented by BBN for the first
experimental Internet gateways [41]. It is still in use in the
BBN LSI/ 11 gateways, but is regarded as having serious
drawbacks [58]. GGP is based upon an algorithmused in the
early ARPANET | MPs and | ater replaced by SPF (see bel ow).

GEP is a "mn-hop" algorithm i.e., its length nmeasure is
sinply the nunber of network hops between gateway pairs. It

i npl ements a distributed shortest-path algorithm which

requi res gl obal convergence of the routing tables after a
change in topology or connectivity. Each gateway sends a GGP
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routing update only to its neighbors, but each update includes
an entry for every known network, where each entry contains the
hop count fromthe gateway sending the update.

2.6.2. Shortest-Path-First (SPF) Protocols

SPF [40] is the name for a class of routing algorithms based on
a shortest-path algorithmof Dijkstra. The current ARPANET
routing algorithmis SPF, and the BBN Butterfly gateways al so
use SPF. Its characteristics are considered superior to

GGP [58].

Under SPF, the routing data-base is replicated rather than
distributed. Each gateway will have its own copy of the same
dat a- base, containing the entire Internet topol ogy and the

| engths of every path. Since each gateway has all the routing
data and runs a shortest-path algorithmlocally, there is no
probl em of gl obal convergence of a distributed algorithm as in
GGEP. To build this replicated data-base, a gateway sends SPF
routi ng updates to ALL other gateways; these updates only I|i st
the distances to each of the gateway’'s nei ghbors, naking them
much snmaller than GGP updates. The algorithmused to
distribute SPF routing updates involves reliable flooding.

2.6.3. Routing Information (RIP)

RIP is the nane often used for a class of routing protocols
based upon the Xerox PUP and XNS routing protocols. These are
relatively sinple, and are wi dely avail abl e because they are

i ncorporated in the enbedded gat eway code of Berkel ey BSD
systens. Because of this sinplicity, R P protocols have cone
the closest of any to being an "Open IGP", i.e., a protocol

whi ch can be used between different vendors’ gateways.
Unfortunately, there is no standard, and in fact not even a
good docunent, for RIP

As in GG, gateways using RIP periodically broadcast their
routi ng data-base to their nei ghbor gateways, and use a
hop-count as the netric.

A fixed value of the hop-count (normally 16) is defined to be
"infinity", i.e., network unreachable. A RIP inplenentation
must include nmeasures to avoid both the sl ow convergence
phenonen called "counting to infinity" and the fornmation of
routing |oops. One such neasure is a "hold-down" rule. This
rule establishes a period of tinme (typically 60 seconds) during
which a gateway will ignore new routing information about a

gi ven network, once the gateway has |earned that network is
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unr eachabl e (has hop-count "infinity"). The hol d-down peri od
must be settable in the gateway configuration; if gateways with
di fferent hol d-down periods are using RIP in the sane

Aut ononous System routing | oops are a distinct possibility.

In general, the hol d-down period is chosen | arge enough to
allow time for unreachable status to propagate to all gateways
in the AS.

2.6.4. Hel | o

The "Fuzzball" software for an LSI/11 devel oped by Dave M| Is

i ncorporated an IGP called the "Hello" protocol [39]. This IGP
is mentioned here because the Fuzzballs have been widely used
in Internet experimnentation, and because they have served as a
testbed for many new routing ideas.

2.7. Monitoring Protocols
See Section 5 of this docunent.
2.8. Internet Goup Managenent Protocol (I GwW)

An extension to the I P protocol has been defined to provide
Internet-wide nmulticasting, i.e., delivery of copies of the sane

| P datagramto a set of Internet hosts [47, 48]. This delivery is
to be performed by processes known as "nulticasting agents", which
reside either in a host on each net or (preferably) in the

gat eways

The set of hosts to which a datagramis delivered is called a
"host group", and there is a host-agent protocol called | GW,
which a host uses to join, |leave, or create a group. Each host
group is distinguished by a Cass D I|P address.

This nulticasting nechanismand its | GW protocol are currently
experinental ; inplenmentation in vendor gateways woul d be premature
at this tine. A datagramcontaining a Cass D |P address nust be
dropped, with no I CMP error nessage.
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3.

Constituent Network Interface

This section discusses the rules used for transm ssion of IP
datagrans on the nost commn types of constituent networks. A
gateway mnmust be able to send and receive | P datagrans of any size up
to the MIU of any constituent network to which it is connected.

3.1. Public data networks via X 25

The formats specified for public data networks accessed via X 25
are described in RFC-877 [8]. Datagrams are transnitted over
standard level -3 virtual circuits as conpl ete packet sequences.
Virtual circuits are usually established dynanically as required
and tinme-out after a period of no traffic. Link-1evel

retransm ssion, resequencing and flow control are performed by the
network for each virtual circuit and by the LAPB |ink-|evel
protocol. Note that a single X. 25 virtual circuit nay be used to
multiplex all IP traffic between a pair of hosts. However,
multiple parallel virtual circuits may be used in order to inprove
the utilization of the subscriber access line, in spite of snal

X. 25 wi ndow si zes; this can result in random resequenci ng.

The correspondence between Internet and X 121 addresses is usually
establ i shed by table-lookup. It is expected that this will be
repl aced by sonme sort of directory procedure in the future. The
table of the hosts on the Public Data Network is in the Assigned
Nunbers [23].

The normal MIU is 576; however, the two DTE' s (hosts or gateways)
can use X 25 packet size negotiation to increase this value [8].

.2. ARPANET via 1822 LH, DH, or HDH

The formats specified for ARPANET networ ks using 1822 access are
described in BBN Report 1822 [3], which includes the procedures
for several subscriber access nethods. The Distant Host (DH)

net hod i s used when the host and | MP (the Defense Comruni cation
Agency calls it a Packet Switch Node or PSN) are separated by not
nore than about 2000 feet of cable, while the HDLC Di stant Host
(HDH) is used for greater distances where a nobdemis required.
Under HDH, retransm ssion, resequencing and flow control are
performed by the network and by the HDLC |ink-1|evel protocol.

The | P encapsulation format is sinply to include the |IP datagram
as the data portion of an 1822 nessage. |In addition, the

hi gh-order 8 bits of the Message Id field (al so known as the
"l'ink" field") should be set to 155 [23]. The MIU is 1007 octets.
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Wil e the ARPANET 1822 protocols are wi dely used at present, they
are expected to be eventually overtaken by the DDN Standard X 25
protocol (see Section 3.3). The original |IP address mapping
(RFC-796 [38]) is in the process of being replaced by a new
interface specification called AH P-E, see RFC- 1005 [61] for the
pr oposal

Gat eways connected to ARPANET or M LNET | MPs using 1822 access
must incorporate features to avoid host-port blocking (i.e., RFNM
counting) and to detect and report as |ICMP Unreachabl e nessages
the failure of destination hosts or gateways (i.e., convert the
1822 error nessages to the appropriate | CMP nessages).

In the devel opnment of a network interface it will be useful to
review the | MP end-to-end protocol described in RFC-979 [29].

3.3. ARPANET via DDN Standard X. 25

The formats specified for ARPANET networks via X 25 are descri bed
in the Defense Data Network X. 25 Host Interface Specification [6],
whi ch describes two sets of procedures: the DDN Basic X 25, and
the DDN Standard X. 25. Only DDN Standard X. 25 provides the
functionality required for interoperability assunptions of the

I nternet protocol.

The DDN Standard X. 25 procedures are sinilar to the public data
network X. 25 procedures, except in the address mappi ngs.
Retransm ssi on, resequencing and flow control are performed by the
network and by the LAPB |link-level protocol. Miltiple parallel
virtual circuits may be used in order to inprove the utilization
of the subscriber access line; this can result in random
resequenci ng.

Gat eways connected to ARPANET or M LNET using Standard X. 25 access
nmust detect and report as | CVMP Unreachabl e nessages the failure of
destination hosts or gateways (i.e., convert the X 25 diagnostic
codes to the appropriate | CVP nessages).

To achieve conpatibility with 1822 interfaces, the effective MU
for a Standard X. 25 interface is 1007 octets.
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3. 4. Et hernet and | EEE 802

The formats specified for Ethernet networks are described in
RFC-894 [10]. Datagrans are encapsul ated as Ethernet packets with
48-bit source and destination address fields and a 16-bit type
field (the type field values are listed in the Assigned

Nunmbers [23]). Address translation between Ethernet addresses and
Internet addresses is nmanaged by the Address Resol uti on Protocol
which is required in all Ethernet inplenentations. There is no
explicit link-level retransnission, resequencing or flow control

al though nost hardware interfaces will retransmt automatically in
case of collisions on the cable.

The | EEE 802 networks use a Link Service Access Point (LSAP) field
in much the sane way the ARPANET uses the "link" field. Further,
there is an extension of the LSAP header called the Sub- Network
Access Protocol (SNAP)

The 802.2 encapsul ation is used on 802.3, 802.4, and 802.5 network
by using the SNAP with an organi zation code indicating that the
following 16 bits specify the Ether-Type code [23].

Headers:
R R AR +
MAC Header | Lengt h 802. {3/ 4/5} NMAC
R R AR +
S S S, +
| DSAP=K1| SSAP=K1| control | 802. 2 SAP
S S S, +
S S S, Fomm oo o - S +
| protocol id or org code=K2| Et her - Type | 802. 2 SNAP
S S S, Fomm oo o - S +

The total length of the SAP Header and the SNAP header is
8-octets, naking the 802.2 protocol overhead conme out on a 64-bit
boundary.

Kl is 170. The IEEE likes to talk about things in bit

transmni ssion order and specifies this value as 01010101. In
bi g-endi an order, as used in the Internet specifications, this
becones 10101010 binary, or AA hex, or 170 decinmal. K2 is O
(zero).

The use of the IP LSAP (K1 = 6) is reserved for future
devel opnent .
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The assigned values for the Ether-Type field are the same for
either this | EEE 802 encapsul ation or the basic Ethernet
encapsul ation [10].

In either Ethernets or | EEE 802 nets, the IP datagramis the data
portion of the packet inmediately follow ng the Ether-Type.

The MIU for an Ethernet or its |EEE-standard equivalent (802.3) is
1500 octets.

3.5. Serial-Line Protocols

In some configurations, gateways may be interconnected with each
ot her by means of serial asynchronous or synchronous lines, with
or without nodens. When justified by the expected error rate and
other factors, a link-level protocol nmay be required on the serial
line. Wiile there is no single Internet standard for this
protocol, it is suggested that one of the foll owing protocols be
used.

* X.25 LAPB (Synchronous Lines)
This is the link-1evel protocol used for X 25 network
access. It includes HDLC "bit-stuffing"” as well as
rotati ng-wi ndow flow control and reliable delivery.

A gateway must be configurable to play the role of either
the DCE or the DTE.

* HDLC Frami ng (Synchronous Lines)
This is just the bit-stuffing and fram ng rules of LAPB. It
is the sinplest choice, although it provides no flow contro
or reliable delivery; however, it does provide error
det ecti on.
*  Xerox Synchronous Point-to-Point (Synchronous Lines)
This Xerox protocol is an el aboration upon HDLC fram ng that
i ncl udes negotiation of maxi mum packet sizes, dial-up or
dedi cated circuits, and half- or full-duplex operation [12].
* Serial Line Framing Protocol (Asynchronous Lines)
This protocol is included in the MT PC/ | P package for an

IBM PC and is defined in Appendix | to the manual for that
system [ 20].
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It will be inportant to nake efficient use of the bandw dth

avail able on a serial line between gateways. For exanple, it is
desirable to provide sonme form of data conpression. One possible
standard conpression algorithm "Thinwire Il1", is described in
RFC-914 [42]. This and simlar algorithnms are tuned to the
particul ar types of redundancy which occur in IP and TCP headers;
however, nore work is necessary to define a standard serial-line
conmpression protocol for Internet gateways. Until a standard has
been adopted, each vendor is free to choose a conpression
algorithm of course, the result will only be useful on a serial
line between two gateways using the sane conpression al gorithm

Anot her way to ensure maxi mum use of the bandwidth is to avoid

unnecessary retransnissions at the link level. For sonme kinds of
IPtraffic, lowdelay is nmore inportant than reliable delivery.
The serial line driver could distinguish such datagrans by their

IP TOS field, and place themon a special high-priority,
no-retransm ssi on queue.

A serial point-to-point Iine between two gateways may be
considered to be a (particularly sinple) network, a "null net".
Considered in this way, a serial line requires no special

consi derations in the routing algorithnms of the connected

gat eways, but does need an I P network nunber. To avoid the

whol esal e consunption of Internet routing data-base space by nul
nets, we strongly recommend that subnetting be used for null net
nunmberi ng, whenever possi bl e.

For example, assune that network 128.203 is to be constructed
of gateways joined by null nets; these nets are given (sub-)net
nunbers 128.203.1, 128.203.2, etc., and the two interfaces on
each end of null net 128.203.s night have |IP addresses
128.203.s.1 and 128. 203.s. 2.

An alternative nodel of a serial lineis that it is not a network,
but rather an internal comunication path joining two "half
gateways". It is possible to design an IGP and routing al gorithm
that treats a serial line in this manner [39, 52].
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4.

Gateway Al gorithns

Gat eways are general packet-swi tches that forward packets according
to the IP address, i.e., they are IP routers. Wiile it is beyond
the scope of this docunent to specify the details of the mechani sns
used in any particular, perhaps proprietary, gateway architecture,
there are a nunber of basic algorithnms which nust be provided by any
accept abl e desi gn

4.1. Routing Al gorithm

The routing mechanismis fundanental to Internet operation. In
all but trivial network topol ogies, robust Internet service
requi res sone degree of routing dynam cs, whether it be effected
by manual or autonatic neans or by sonme conbination of both. In
particular, if routing changes are made nanual ly, it nust be
possi bl e to nmake these routing changes froma renote Network
Operation Center (NOC) wi thout taking down the gateway for
reconfiguration. |If static routes are used, there nust be
automatic fall back or rerouting features.

Handl i ng unpredi ctabl e changes in Internet connectivity nust be
consi dered the nornmal case, so that systens of gateways will
normal |y be expected to have a routing algorithmwth the
capability of reacting to link and other gateway failures and
changing the routing automatically.

Thi s docunent places no restriction on the type of routing
algorithm e.g., node-based, |ink-based or any other algorithm or
on the routing distance netric, e.g., delay or hop-count.

However, the follow ng features are consi dered necessary for a
successful gateway routing al gorithm

1. The algorithmnust sense the failure or restoration of a
link or other gateway and switch to appropriate paths. A
desi gn objective is to switch paths within an interval |ess
than the typical TCP user time-out (one minute is a safe
assunption).

2. The algorithmnust suppress routing | oops between nei ghbor
gateways and rust contain provisions to avoid or suppress
routing | oops that may form between non-nei ghbor gateways.
A design objective is for no |l oop to persist for |onger
than an interval greater than the typical TCP user
time-out.

3. The control traffic necessary to operate the routing
al gorithm nmust not significantly degrade or disrupt norma
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network operation. Changes in state which m ght
nmonentarily disrupt normal operation in a |ocal-area nust
not cause disruption in renote areas of the network.

4. As the size of the network increases, the demand on
resources nmust be controlled in an efficient way. Table
| ookups shoul d be hashed, for exanple, and data-base
updat es handl ed pi eceneal, with only increnental changes
br oadcast over a w de-area.

5. The size of the routing data-base nmust not be allowed to
exceed a constant, independent of network topol ogy, tines
t he nunber of nodes tines the nean connectivity (average
nunber of incident Iinks). An advanced design might not
require that the entire routing data-base be kept in any
particul ar gateway, so that discovery and caching
t echni ques woul d be necessary.

6. Reachability and delay netrics, if used, nmust not depend on
direct connectivity to all other gateways or on the use of
net wor k- speci fi ¢ broadcast nechani sms. Pol ling procedures
(e.g., for consistency checking) nust be used only
sparingly and in no case introduce an overhead exceeding a
constant, independent of network topology, tines the
| ongest non-1 oopi ng pat h.

7. Default routes (generally intended as a neans to reduce the
size of the routing data-base) nust be used with care,
because of the many problens with nultiple paths, |oops,
and m s-configurations which routing defaults have caused.

The nost conmon application of defaults is for routing
within an Internet region which is connected in a strictly
hi erarchical fashion and is a stub fromthe rest of the
Internet system In this case, the default is used for
routing "up" the tree. Unfortunately, such restricted
topol ogy seldomlasts very |long, and defaults cease to

wor K.

More generally, defaults could be used for initial routing
guesses, with final routes to be discovered and cached from
external or internal data-bases via the routing algorithm
or EGP
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4.2. Subnets and Routing

W will call a gateway "subnetted" if at |east one of its
interfaces is connected to a subnet; the set of gateways directly
connected to subnets of the sanme network will be referred to as a
"subnet cluster”. For example, in the follow ng di agram networKk
2 is subnetted, with subnets 2.1 and 2.2, but network 1 is not;
gateways 1, 2, and 3 are subnetted and are nenbers of the sane
subnet cluster.

(Net 1) === [Gw 1] === (Net 2.1) === [Gwy 2] === (Net 2.2)

Subnets have the followi ng effects on gateway routing:
A.  Non-subnetted gateways are not affected at all

B. The routing data-base in a subnetted gateway nust consider
the address mask for subnet entries.

C. Routing updates anpong the gateways in the sane subnet
cluster must include entries for the various subnets. The
correspondi ng address mask(s) may be inplicit, but for full
generality the mask needs to be given explicitly for each
entry. Note that if the routing data-base included a full
32-bit mask for every IP network, the gateway coul d dea
wi th networks and subnets in a natural way. This would
al so handl e the case of multiple subnet masks for the sane
subnetted networKk.

D. Routing updates from a subnetted gateway to a gateway
outside the cluster can contain nets, never subnets.

E. If a subnetted gateway (e.g., gateway 2 above) is unable to
forward a datagram from one subnet to another subnet of the
same network, then it nust return a Host Unreachable, not a
Net Unreachabl e, as discussed in Section 2.2.1.

When consi dering the choice of routing protocol, a gateway buil der
nmust consi der how that protocol generalizes for subnets. For somne
routing protocols it will be possible to use the sane procedures
in a regular gateway and a subnetted gateway, with only a change
of paraneters (e.g., address nasks).

A different subnet address mask nust be configurable for each
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interface of a given gateway. This will allow a subnetted gateway
to connect to two different subnetted networks, or to connect two
subnets of the sanme network with different masks.

4.3 Resource Al |l ocation

In order to performits basic datagramforwardi ng functions, a
gateway nust allocate resources; its packet buffers and CPU tine
nmust be allocated to packets it receives from connected networks,
whil e the bandwi dth to each of the networks nust also be allocated
for sending packets. The choice of allocation strategies will be
critical when a particular resource is scarce. The nost obvious
all ocation strategy, first-cone-first-served (FCFS), may not be
appropriate under overload conditions, for reasons which we will
now expl ore

A first exanple is buffer allocation. It is inportant for a
gateway to allocate buffers fairly anong all of its connected

net wor ks, even if these networks have wi dely varyi ng bandw dt hs.

A high-speed interface nmust not be allowed to starve sl ower
interfaces of buffers. For exanple, consider a gateway with a

10 Mops Ethernet connection and two 56 Kbps serial lines. A buggy
host on the Ethernet nay spray that gateway interface with packets
at high speed. Wthout careful algorithmdesign in the gateway,
this could tie up all the gateway buffers in such a way that
transit traffic between the serial lines would be conpletely

st opped.

Al l ocation of output bandwi dth may al so require non- FCFS
strategies. In an advanced gateway design, allocation of output
bandwi dth may depend upon Type-of-Service bits in the | P headers.
A gateway may al so want to give priority to datagrans for its own
up/ down and routing protocols.

Finally, Nagle [24] has suggested that gateways inplenent "fair
gueuei ng", i.e., sharing output bandw dth equitably anmong the
current traffic sources. |In his schene, for each network
interface there would be a dynamically-built set of output queues,
one per | P source address; these queues would be serviced in a
round-robin fashion to share the bandwidth. |f subsequent
research shows fair queueing to be desirable, it will be added to
a future version of this docunent as a universal requirenent.
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4.4. Special Addresses and Filters

Section 2.1 contained a list of the 32-bit |IP addresses which have
speci al meanings. They do not in general represent unique IP
addresses of Internet hosts, and there are restrictions on their
use in | P headers.

We can distinguish two classes of these special cases. The first
class (specifically, cases (a), (b), (c), (g), (h), and (i) in
section 2.1) contains addresses which should never appear in the
destination address field of any |IP datagram so a gateway shoul d
never be asked to route to one of these addresses. However, in
the real world of inperfect inplenmentations and configuration
errors, such bad destination addresses do occur. It is the
responsibility of a gateway to avoid propagati ng such erroneous
addresses; this is especially inportant for gateways included in
the gl obal interconnect system |n particular, a gateway which
receives a datagramwi th one of these forbidden addresses shoul d:

1. Avoid inserting that address into its routing database, and
avoid including it in routing updates to any ot her gateway.

2. Avoid forwardi ng a datagram contai ning that address as a
desti nati on.

To enforce these restrictions, it is suggested that a gateway
include a configurable filter for datagrams and routing updates.
A typical filter entry mght consist of a 32-bit mask and val ue
pair. |f the |logical AND of the given address with the mask
equal s the value, a match has been found. Since filtering wll
consunme gateway resources, it is vital that the gateway
configuration be able to control the degree of filtering in use.

There is a second class of special case addresses (cases (d), (e),
and (f) in section 2.1), the so-called "directed broadcasts". A
directed broadcast is a datagramto be forwarded normally to the
specified destination (sub-)net and then broadcast on the final
hop. An Internet gateway is pernitted, but not required, to
filter out directed broadcasts destined for any of its

| ocal | y-connected networks. Hence, it should be possible to
configure the filter to block the delivery of directed broadcasts.

Finally, it will also be useful for Internet &M to have a
configurable filter on the IP source address. This will allow a
net wor k manager to tenporarily block traffic froma particul ar

n sbehavi ng host, for exanple.
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4.5. Redirects

The | CMP Redirect nessage is specified only for use by a gateway
to update the routing table of a host on the sane connected net.
However, the Redirect nmessage is sonetinmes used between gat eways
due to the follow ng consi derations:

The routing function in a host is very much like that in a
"dunmb gateway" (i.e., a gateway having only static routes). It
is desirable to allow the routing tables of a dunb gateway to
be changed under the control of a dynanic gateway (i.e., a
gateway with full dynam c routing) on the same network. By
analogy, it is natural to let the dynam c gateway send | CWP
Redi rect nmessages to dunb gat eway.

The use of | CWMP Redirect between gateways in this fashion may be
consi dered to be part of the IGP (in fact, the totality of the
|GP, as far as the dunb gateway is concerned!) in the particul ar
Aut ononmous System Specification of an IGP is outside the scope
of this docunment, so we only note the possibility of using
Redirect in this fashion. Gateways are not required to receive
and act upon redirects, and in fact dynam c gateways must ignore
them W also note that considerabl e experience shows that dunb
gat eways often create problens resulting in "black holes"; a ful
routi ng gateway i s always preferable.

Routing table entries established by redirect nmessages nust be
renoved automatically, either by a time-out or when a use count
goes to zero.

4.6. Broadcast and Multicast

A host which is connected to a network (generally a LAN) with an
intrinsic broadcast capability may want to use this capability to
effect nmultidestination delivery of I P datagrans. The basic

I nternet nodel assunes point-to-point nmessages, and we nust take
some care when we incorporate broadcasting. It is inportant to
note that broadcast addresses mamy occur at two protocol |evels:
the local network header and the | P header.

I ncorrect handling of broadcasting has often been the cause of
packet aval anches (sonetines dubbed "neltdown") in LANs. These
aval anches are generally caused by gratuitous datagramforwardi ng
by hosts, or by hosts sending | CMP error messages when they

di scard broadcast datagrans.

Gat eways have a responsibility to prevent aval anches, or datagrans
whi ch can trigger aval anches, from escaping into another network.
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In general, a gateway nust not forward a datagram which arrives
via local network broadcast, and nust not send an |ICVP error
nessage when dropping the datagram A discussion of the rules
will be found in Appendix A, see also [50].

As noted in Section 4.4, a gateway is pernitted to filter out

di rected broadcasts. Hence, directed broadcasts will only be
useful inlimted Internet regions (e.g., the within the subnets
of a particular canpus) in which delivery is supported by the
gateway adninistrators. Host group multicasting (see Sections 2.8
and 4.6) will soon provide a nmuch nore efficient nmechani smthan

di rected broadcasting. Gateway al gorithms for host group

nmul ticasting will be specified in future RFC s.

4.7. Reachability Procedures

The architecture nmust provide a robust nechanismto establish the
operational status of each link and node in the network, including
the gateways, the links connecting them and, where appropriate,
the hosts as well. Odinarily, this requires at |east a
link-1evel reachability protocol involving a periodic exchange of
nmessages across each link. This function mght be intrinsic to
the I'ink-1evel protocols used (e.g., LAPB). However, it is in
general ill-advised to assune a host or gateway is operating
correctly even if its link-level reachability protocol is
operating correctly. Additional confirmation is required in the
formof an operating routing algorithmor peer-level reachability
protocol (such as used in EGP).

Failure and restoration of a link and/ or gateway are consi dered
network events and nust be reported to the control center. It is
desirabl e, although not required, that reporting paths not require
correct functioning of the routing algorithmitself.

4.8. Tinme-To-Live

The Tinme-to-Live (TTL) field of the IP header is defined to be a
timer limting the lifetime of a datagramin the Internet. It is
an 8-bit field and the units are seconds. This would inply that
for a maxi mum TTL of 255 a datagram woul d tinme-out after about 4
and a quarter mnutes. Another aspect of the definition requires
each gateway (or other nodule) that handl es a datagramto
decrenent the TTL by at |east one, even if the el apsed tinme was
much less than a second. Since this is very often the case, the
TTL effectively becones a hop count linmit on how far a datagram
can propagate through the Internet.
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As the Internet grows, the nunber of hops needed to get from one
edge to the opposite edge increases, i.e., the Internet dianeter
gr ows.

If a gateway holds a datagram for nore than one second, it nust
decrenment the TTL by one for each second.

If the TTL is reduced to zero, the datagram nust be di scarded, and
the gateway may send an | CVP Ti me Exceeded nessage to the source.
A dat agram shoul d never be received with a TTL of zero.

When it originates a datagram a gateway is acting in the role of
a host and nust supply a realistic initial value for the TTL.
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5. Operation and M ntenance
5.1. Introduction

Facilities to support operation and mai ntenance (O&\) activities
forman essential part of any gateway inplenentation. The
foll owing kinds of activity are included under gateway O&M

* Di agnosi ng hardware problens in the gateway processor, in
its network interfaces, or in the connected networks,
nodens, or conmuni cation |ines.

* Installing a new version of the gateway software.
* Restarting or rebooting a gateway after a crash
* Configuring (or reconfiguring) the gateway.

* Detecting and di agnosi ng Internet problens such as
congestion, routing |oops, bad I P addresses, black hol es,
packet aval anches, and ni shehaved hosts.

* Changi ng network topol ogy, either tenporarily (e.g., to
di agnose a comunication |ine problem or permanently.

* Monitoring the status and perfornmance of the gateways and
the connected networks.

* Collecting traffic statistics for use in (Inter-)network
pl anni ng.

Gat eways, packet-switches, and their connected comuni cation |ines
are often operated as a systemby a centralized O&M organi zati on
This organi zation will maintain a (Inter-)network operation
center, or NOC, to carry out its &M functions. It is essenti al
that gat eways support renote control and nonitoring fromsuch a
NCC, through an Internet path (since gateways m ght not be
connected to the sane network as their NOC). Furthernore, an IP
datagram traversing the Internet will often use gateways under the
control of nore than one NOC, therefore, Internet problem

di agnosis will often involve cooperation of personnel of nore than
one NOC. In some cases, the sane gateway nay need to be nonitored
by nore than one NOC

The tool s available for nonitoring at a NOC may cover a w de range
of sophistication. Proposals have included multi-w ndow, dynamc
di spl ays of the entire gateway system and the use of Al

techni ques for automatic problem di agnosi s.
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Gateway O&M facilities discussed here are only a part of the |arge
and difficult problem of Internet managenent. These probl ens
enconpass not only multiple managenment organi zations, but al so

mul tiple protocol |ayers. For exanple, at the current stage of
evolution of the Internet architecture, there is a strong coupling
bet ween host TCP i npl ementati ons and eventual |P-level congestion
in the gateway system[9]. Therefore, diagnosis of congestion
problens will sonmetinmes require the nonitoring of TCP statistics
in hosts. Gateway algorithms also interact with | ocal network

per f ormance, especially through handling of broadcast packets and
ARP, and again diagnosis will require access to hosts (e.g.
exam ni ng ARP caches). However, consideration of host nonitoring
is beyond the scope of this RFC

There are currently a nunber of R&D efforts in progress in the
area of Internet managenent and nore specifically gateway O&M It
is hoped that these will lead quickly to Internet standards for
the gateway protocols and facilities required in this area. This
is also an area in which vendor creativity can make a significant
contri buti on.

5. 2. Gat eway O&M Model s

There is a range of possible nodels for perform ng O&M functions
on a gateway. At one extrene is the local-only nodel, under which
the O&M functions can only be executed locally, e.g., froma

term nal plugged into the gateway nmachine. At the other extrene,
the fully-renote nodel allows only an absol ute m ni nrum of
functions to be perfornmed locally (e.g., forcing a boot), with
nost O&M bei ng done renptely fromthe NOC. There internediate
nodel s, e.g., one in which NOC personnel can | og into the gateway
as a host, using the Telnet protocol, to performfunctions which
can al so be invoked locally. The local-only nodel may be adequate
in a few gateway installations, but in general renote operation
froma NOC will be required, and therefore renote O&M provi si ons
are required for nost gateways.

Renot e Q&M functions may be exercised through a control agent
(program). In the direct approach, the gateway woul d support
remote O&M functions directly fromthe NOC using standard Internet
protocols (e.g., UDP or TCP); in the indirect approach, the
control agent woul d support these protocols and control the
gateway itself using proprietary protocols. The direct approach
is preferred, although either approach is acceptable. The use of
speci al i zed host hardware and/ or software requiring significant
addi tional investnment is discouraged; neverthel ess, sonme vendors
may el ect to provide the control agent as an integrated part of
the network in which the gateways are a part. If this is the
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case, it is required that a neans be available to operate the
control agent froma renpte site using Internet protocols and
pat hs and with equivalent functionality with respect to a |loca
agent term nal

It is desirable that a control agent and any ot her NOC software
tool s which a vendor provides operate as user programs in a
standard operating system The use of the standard | nternet
protocols UDP and TCP for comunicating with the gateways shoul d
facilitate this.

Renot e gat eway nonitoring and (especially) renote gateway contro
present inportant access control problens which nust be addressed.
Care nust also be taken to ensure control of the use of gateway
resources for these functions. It is not desirable to | et gateway
nonitoring take nmore than sonme limted fraction of the gateway CPU
time, for exanple. On the other hand, O&M functions nust receive
priority so they can be exerci sed when the gateway is congest ed,
i.e., when O&M i s nobst needed.

There are no current Internet standards for the control and
nonitoring protocols, although work is in progress in this area.
The Host Monitoring Protocol (HW) [7] could be used as a node
until a standard is devel oped; however, it is strongly recomrended
that gateway O8&M protocol be built on top of one of the standard
Internet end-to-end protocols UDP or TCP. An exanple of a very
sinmpl e but effective approach to gateway nonitoring is contained
in RFC-996 [43].

5. 3. Gat eway O&M Functi ons
The followi ng Q&M functions need to be perfornmed in a gateway:
A.  Maintenance -- Hardware Di agnosis

Each gat eway nust operate as a stand-al one device for the
pur poses of |ocal hardware maintenance. Means nust be
avail able to run diagnostic prograns at the gateway site
using only on-site tools, which mght be only a diskette or
tape and local termnal. It is desirable, although not
required, to be able to run diagnostics or dunp the gateway
via the network in case of fault. Means should be provided
to allow renote control fromthe NOC of of nodens attached
to the gateway. The nost inportant nodem control capability
is entering and | eaving | oopback nmode, to di agnose |ine
probl ens.
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Control -- Dunping and Rebooting

It nmust be possible to dunp and reboot a stand-al one gateway
upon command fromthe NOC. In addition, a stand-al one

gat eway nust include a watchdog timer that either initiates
a reboot automatically or signals a renpte control site if
not reset periodically by the software. It is desirable
that the boot data involved reside at an Internet host

(e.g., the NOC host) and be transmitted via the net;

however, the use of l|ocal devices at the gateway site is
accept abl e.

Control -- Configuring the Gateway
Every gateway will have a nunber of configuration paraneters
whi ch nmust be set (see the next section for exanples). It

nmust be possible to update the parameters w thout rebooting
the gateway; at worst, a restart may be required.

Monitoring -- Status and Perfornmance

A mechani sm nust be provided for retrieving status and
statistical information froma gateway. A gateway nust
supply such information in response to a polling nmessage
fromthe NOC. In addition, it may be desirable to configure
a gateway to transmt status spontaneously and periodically
to a NOC (or set of NOCs), for recording and displ ay.

Exanpl es of interesting status information include: |ink
status, queue lengths, buffer availability, CPU and nenory
utilization, the routing data-base, error counts, and packet
counts. Counts should be kept for dropped datagrans,
separated by reason. Counts of |CWP datagrans should be
kept by type and categorized into those originating at the
gat eway, and those destined for the gateway. It would be
useful to maintain many of these statistics by network
interface, by source/destination network pair, and/or by
sour ce/ destination host pair.

Note that a great deal of useful nonitoring data is often to
be found in the routing data-base. It is therefore useful
to be able to tap into this data-base fromthe NCC

Monitoring -- Error Logging
A gateway shoul d be capabl e of asynchronously sendi ng

exception ("trap") reports to one or nore specified |Internet
addresses, one of which will presunmably be the NOC host.
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There nust al so be a nechanismto Iimt the frequency of
such trap reports, and the paraneters controlling this
frequency nust be settable in the gateway configuration

Exanpl es of conditions which should result in traps include:
dat agranms di scarded because of TTL expiration (an indicator
of possible routing |oops); resource shortages; or an

i nterface changing its up/down status.

5. 4. Gat eway Configuration Paraneters
Every gateway will have a set of configuration paraneters
controlling its operation. It nust be possible to set these

paranmeters renotely fromthe NOC or locally at any tinme, wthout
taki ng the gateway down.

The following is a partial but representative |ist of possible
configuration paranmeters for a full-function gateway. The itens
marked with "(i)" should be settable independently for each
network interface.

* (i) 1P (sub-) network address

* (i) Subnet address nask

* (i) MIU of |ocal network

* (i) Hardware interface address

* (i) Broadcast conpatibility option (0s or 1s)

* EGP paraneters -- nei ghbors, Autononous System nunber,
and polling paraneters

* Static and/or default routes, if any
* Enabl e/ Di sabl e Proxy ARP

* Source Quench paraneters

* Address filter configuration

* Boot - host address

* | P address of time server host

* | P address(es) of |ogging host(s)

Braden & Post el [ Page 42]



RFC 1009 - Requirenments for Internet Gateways June 1987
* | P address(es) of hosts to receive traps
* | P address(es) of hosts authorized to issue control
conmmands
* Error level for |ogging
* Maxi mum trap frequency
* Hol d- down period (if any)
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Techni cal Details

Thi s Appendi x collects a nunber of technical details and rules
concerni ng datagram forwardi ng by gateways and datagram handli ng by

host s,

especially in the presence of broadcasting and subnets.

A.1l. Rules for Broadcasting

The follow ng rules define howto handl e broadcasts of packets and
dat agrans [50]:

a.

Hosts (whi ch do not contain enbedded gat eways) nust NEVER
forward any datagrans received froma connected network,
broadcast or not.

When a host receives an | P datagram if the destination
address identifies the host or is an I P broadcast address,
the host passes the datagramto its appropriate

hi gher-1evel protocol nmodule (possibly sending | CW
protocol unreachable, but not if the IP address was a
broadcast address). Any other |IP datagram nust sinply be
di scarded, without an I CVMP error nessage. Hosts never send
redirects.

Al'l packets containing | P datagrans which are sent to the

| ocal - networ k packet broadcast address nust contain an IP
broadcast address as the destination address in their |IP
header. Expressed in another way, a gateway (or host) mnust
not send in a |ocal -network broadcast packet an | P datagram
that has a specific IP host address as its destination
field.

A gateway must never forward an | P datagramthat arrives
addressed to the IP limted broadcast address {-1,-1}.
Furthernmore, it nust nust not send an | CVMP error nessage
about di scardi ng such a datagram

A gateway nust not forward an | P datagram addressed to
network zero, i.e., {0, *}.

A gateway may forward a directed broadcast datagram i.e.
a datagramwith the I P destination address:

{ <Networ k- nunber>, -1}.
However, it nmust not send such a directed broadcast out the

sane interface it cane in, if this interface has
<Net wor k- nunber> as its network nunber. |If the code in the
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gateway making this decision does not know what interface
the directed-broadcast datagram arrived on, the gateway
cannot support directed broadcast to this connected network
at all.

f. A gateway is pernmitted to protect its connected networks by
di scardi ng directed broadcast datagrans.

A gateway will broadcast an | P datagram on a connected network if
it is a directed broadcast destined for that network. Sone

gat eway- gateway routing protocols (e.g., RIP) also require
broadcasting routing updates on the connected networks. 1In either
case, the datagram nmust have an | P broadcast address as its

desti nati on.

Note: as observed earlier, sone host inplenmentations (those
based on Berkel ey 4.2BSD) use zero rather than -1 in the host
field. To provide conpatibility during the period until these
systens are fixed or retired, it nay be useful for a gateway to
be configurable to send either choice of |IP broadcast address
and accept both if received.

A 2. | CVP Redirects

A gateway will generate an ICVMP Redirect if and only if the
destination IP address is reachable fromthe gateway (as

determ ned by the routing algorithm and the next-hop gateway is
on the same (sub-)network as the source host. Redirects nust not
be sent in response to an | P network or subnet broadcast address
or in response to a Cass D or Cass E IP address.

A host nust discard an |CVP Redirect if the destination |IP address
is not its own |IP address, or the new target address is not on the
same (sub-)network. An accepted Redirect updates the routing

dat a-base for the old target address. |If there is no route
associated with the old target address, the Redirect is ignored.

If the old route is associated with a default gateway, a new route
associated with the new target address is inserted in the
dat a- base.
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Appendi x B. NSFNET Specific Requirements

The foll owi ng sections discuss certain issues of special concern to
the NSF scientific networking comunity. These issues have primary
rel evance in the policy area, but also have ranmifications in the
techni cal area.

B.1. Proprietary and Extensibility |ssues

Al t hough hosts, gateways and networks supporting Internet
technol ogy have been in continuous operation for several years,
vendors users and operators nust understand that not al

networ ki ng i ssues are fully resolved. As a result, when new needs
or better solutions are devel oped for use in the NSF networKking
community, it nmay be necessary to field new protocols or augment
exi sting ones. Normally, these new protocols will be designed to
interoperate in all practical respects with existing protocols;
however, occasionally it nmay happen that existing systens nmust be
upgraded to support these new or augnented protocols.

NSF systens procurenents may favor those vendors who undertake a
conmtment to remain aware of current Internet technol ogy and be
prepared to upgrade their products fromtine to tine as
appropriate. As a result, vendors are strongly urged to consider
extensibility and periodi c upgrades as fundanental characteristics
of their products. One of the nost productive and rewardi ng ways
to do this on a long-termbasis is to participate in ongoing
Internet research and devel opnent progranms in partnership with the
academ ¢ comuni ty.

B.2. Interconnection Technol ogy

In order to ensure network-Ievel interoperability of different
vendor’s gateways within the NSFNET context, we specify that a
gateway nust at a m ni num support Ethernet connections and seri al
i ne protocol connections.
Currently the nost inportant conmon interconnection technol ogy
between Internet systens of different vendors is Ethernet. Anobng
the reasons for this are the foll ow ng:

1. Ethernet specifications are well-understood and mature.

2. FEthernet technology is in alnost all aspects vendor
i ndependent .

3. Ethernet-conpatible systens are common and beconi ng nore
so.
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These advant ages conbi ned favor the use of Ethernet technol ogy as
the comon poi nt of demarcati on between NSF network systens
supplied by different vendors, regardl ess of technology. It is a
requi rement of NSF gateways that, regardl ess of the possibly
proprietary switching technol ogy used to inplenent a given
vendor - supplied network, its gateways nust support an Ethernet
attachnment to gateways of other vendors.

It is expected that future NSF gateway requirenments will specify
ot her interconnection technol ogies. The nost |ikely candi dates
are those based on X. 25 or | EEE 802, but other technol ogies

i ncl udi ng broadband cabl e, optical fiber, or other nedia nay al so
be consi dered.

B.3. Routing Interoperability

The I nternet does not currently have an "open I GP" standard, i.e.,
a comon | GP which would all ow gateways fromdifferent vendors to
forma single Autonombus System  Several approaches to routing
interoperability are currently in use anong vendors and the NSF
net wor ki ng comunity.

* Proprietary | GP

At | east one gateway vendor has inplemented a proprietary |IGP
and uses EGP to interface to the rest of the Internet.

* RP

Al 't hough RIP is undocunented and various inplenmentations of it
differ in subtle ways, it has been used successfully for
i nt eroperation anong nultiple vendors as an | GP

*  CGateway Daenpn

The NSF networking comunity has built a "gateway daenon"
program whi ch can nediate anpbng nultiple routing protocols to
create a m xed-1GP Autononobus System In particular, the
prot ot ype gateway daenpon executes on a 4. 3BSD nachi ne acting as
a gateway and exchanges routing information with other

gat eways, speaking both RIP and Hello protocols; in addition,

it supports EGP to other Autononbus Systens.
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B.4. Milti-Protocol Gateways

The present NSF gateway requirenments specify only the Internet
protocol IP. However, in a few years the Internet will begin a
gradual transition to the functionally-equival ent subset of the
| SO protocols [17]. In particular, an increasing percentage of
the traffic will use the | SO Connectionl ess Mdde Network Service
(CLNS, but commonly called "ISOI1P') [33] in place of IP. It is
expected that the SO suite will eventually becone the doni nant
one; however, it is also expected that requirenents to support
Internet IP will continue, perhaps indefinitely.

To support the transition to |1SO protocols and the coexi stence
stage, it is highly desirable that a gateway design provide for
future extensions to support nore than one protocol simultaneous,
and in particular both IP and CLNS [18].

Present NSF gateway requirenments do not include protocols above
the network | ayer, such as TCP, unless necessary for network
nonitoring or control. Vendors should recognize that future
requirements to interwork between Internet and | SO applications,
for exanple, may result in an opportunity to narket gateways
supporting nultiple protocols at all |evels up through the
application level [16]. It is expected that the network-Ievel NSF
gateway requirenments sunmari zed in this docunent will be
incorporated in the requirements docunent for these

appl i cation-1evel gateways.

I nternet gateways function as internediate systens (IS) with
respect to the 1SO connectionless network nodel and incorporate
defined packet formats, routing algorithns and rel ated procedures
[33, 34]. The I1SO ES-1S [37] provides the functions of ARP and

| CMP Redirect.

B.5. Access Control and Accounting

There are no requirenents for NSF gateways at this tinme to

i ncorporate specific access-control and accounting nechanisns in
the design; however, these inportant issues are currently under
study and will be incorporated into a subsequent edition of this
docunment. Vendors are encouraged to plan for the introduction of
these nmechanisns into their products. Wile at this tine no
definitive cormon nodel for access control and accounting has
energed, it is possible to outline some general features such a
nodel is likely to have, anong them the follow ng
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1. The primary access control and accounting mechani sns wil |
be in the service hosts thensel ves, not the gateways,
packet-swi tches or workstations.

2. Agents acting on behalf of access control and accounting
mechani sns may be necessary in the gateways, to coll ect
data, enforce password protection, or nmitigate resource
priority and fairness. However, the architecture and
protocols used by these agents may be a |ocal nmatter and
cannot be specified in advance.

3. NSF gateways may be required to incorporate access contro
and accounting nmechani sns based on dat agram
source/ destination address, as well as other fields in the
| P header.

4. NSF gateways may be required to enforce policies on access
to gateway and comruni cation resources. These policies nay
be based upon equity ("fairness") or upon inequity

("priority").
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