Net wor k Wor ki ng Group M Laubach

Request for Coments: 2225 Con1, Inc.
Cat egory: Standards Track J. Hal pern
Qbsol etes: 1626, 1577 Newbri dge Networ ks, Inc.

April 1998

Classical I P and ARP over ATM
Status of this Meno
Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for
i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.
Copyright Notice
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Tabl e of Contents

1. ABSTRACT . . 2
2. ACKNQ/\LEDGVENT 2
3. CONVENTI ONS . 3
4. | NTRODUCTION . . . 3
5. | P SUBNETWORK CONFI GURATI O\I 6
5.1 Background 6
5.2 LIS Configuration Reqw rerrent s . . 7
5.3 LIS Router Additional Configuration . 8
6. | P PACKET FORMAT . . . 8
7. DEFAULT VALUE FOR I P MTU OJER ATM AAL5 9
7.1 Permanent Virtual Circuits 9
7.2 Switched Virtual Grcuits . e
7.3 Path MIU Di scovery Required . . . . . . . . . . . . . . . .11
8. LIS ADDRESS RESCLUTI ON SERVICES . . . . I
8.1 ATM based ARP and | nARP Equi val ent Ser vices . . . . . . .. 1
8.2 Permanent Virtual Connections . . . . . . . . . . . . . . . 12
8.3 Switched Virtual Connections . . . . . . . . . . . . . . . 12
8.4 ATMARP Single Server (Operational Requirenents . . . . . . . 13
8.5 ATMARP Cient Operational Requirements . . . . . . . . . . 14
8.5.1 dient ATMARP Table Aging . . . . . . . . . . . . . . . . 16
8.5.2 Non-Nornal VC Oper ations . . e 4
8.5.3 Use of ATMARP in Mbile-1P Scenarl oS . . . . . . . . . .17
8.6 Address Resolution Server Selection . . . . . . . . . . . . 17
8.6.1 PVCs to ATMARP Servers . . . . . . . . . . . . . . . . . 18
8.7 ATMARP Packet Formats . . . . . . . . . . . . . . . . . . . 18

Laubach & Hal pern St andards Track [ Page 1]



RFC 2225 | P and ARP over ATM April 1998

8.7.1 ATMARP/ I nATMARP Request and Reply Packet Formats . . . . 18
8.7.2 Receiving Unknown ATMARP packets . . e . ... .20
8.7.3 TL, ATM Number, and ATM Subaddress Encodlng e . ... .20
8.7.4 ATMARP_NAK Packet Format . . e 21
8.7.5 Variable Lengt h Requirenents for ATNARP Packets B §
8.8 ATMARP/ | NATMARP Packet Encapsulation . . . . . . . . . . . 22
9. IP BROADCAST ADDRESS . . . . . . . . . . . . . . . . . . . . 23
10. IP MULTICAST ADDRESS . . . . . . . . . . . . . . . . . . . . 23
11. SECURITY CONSIDERATIONS . . . . . . . . . . . . . . . . . . 23
12. MB SPECIFICATION . . . . . . . . . . . . . .« . . . . . .. 24
13. OPENISSUES . . . . . . . . . . . . . . . .. ..o, 24
14. REFERENCES . . C e e e e e s 24
15. AUTHCORS ADDRESSES 2 o)
APPENDI X A - Update Information . . . . . . . . . . . . . . . . 27
FULL COPYRI GHT STATEMENT . . . . . . . . . . . . . . . . . . . . 28

1. ABSTRACT

This meno defines an initial application of classical IP and ARP in
an Asynchronous Transfer Mde (ATM network environnent configured as
a Logical IP Subnetwork (LIS) as described in Section 5. This neno
does not preclude the subsequent devel opnent of ATM technol ogy into
areas other than a LIS; specifically, as single ATM networks grow to
repl ace many Ethernet |ocal LAN segments and as these networks becomne
gl obally connected, the application of IP and ARP will be treated
differently. This nmeno considers only the application of ATMas a
direct replacenment for the "wires" and | ocal LAN segnments connecti ng
| P end-stations ("nmenbers") and routers operating in the "classical"
LAN- based paradigm |Issues raised by MAC | evel bridging and LAN

emul ati on are beyond the scope of this paper

This neno i ntroduces general ATM technol ogy and nonencl at ure.
Readers are encouraged to review the ATM Forum and | TU- TS (formerly
CCTT) references for nore detailed information about ATM

i npl enent ati on agreenents and standards.

2. ACKNOWNLEDGVENT

The authors would like to thank the efforts of the IP over ATM
Wrking Goup of the IETF. Wthout their substantial, and sonetines
contenti ous support, of the Classical |IP over ATM nodel, this updated
meno woul d not have been possible. Section 7, on Default MIU, has
been incorporated directly from Ran Atkinson’s RFC 1626, with his
perm ssion. Thanks to Andy Malis for an early review and conments
for rolc and ion related issues.
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3.  CONVENTI ONS

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ 20].

4. | NTRODUCTI ON

The goal of this specification is to allow conpatible and

i nteroperabl e inplenentations for transmitting |IP datagrans and ATM
Address Resol ution Protocol (ATMARP) requests and replies over ATM
Adapt ation Layer 5 (AAL5)[2,6].

This meno specifies the stable foundati on baseline operational nodel
which will always be available in IP and ARP over ATM

i npl enmentations. Subsequent nenos will build upon and refine this
nodel . However, in the absence or failure of those extensions,
operations will default to the specifications contained in this neno.
Consequently, this meno will not reference these other extensions.

This nenp defines only the operation of |IP and address resol ution
over ATM and is not nmeant to describe the operation of ATM networks.
Any reference to virtual connections, permanent virtual connections,
or switched virtual connections applies only to virtual channel
connections used to support |P and address resol ution over ATM and
thus are assuned to be using AAL5. This nmeno places no restrictions
or requirenents on virtual connections used for other purposes.

Initial deploynment of ATM provides a LAN segnment repl acenent for:
1) Local area networks (e.g., Ethernets, Token Rings and FDDI).
2) Local - area backbones between existing (non-ATM LANSs.

3) Dedicated circuits or frane relay PVCs between IP routers

NOTE: In 1), local IP routers with one or nore ATMinterfaces wll be
abl e to connect islands of ATM networks. In 3), public or private
ATM Wde Area networks will be used to connect IP routers, which in

turn may or may not connect to | ocal ATM networks. ATM WANs and LANs
may be interconnected.

Private ATM networks (local or wide area) will use the private ATM
address structure specified in the ATM Forum UNI 3.1 specification
[9] or as in the ATM Forum UNI 4.0 specification [19]. This
structure is nodeled after the format of an OSI Network Service
Access Point Address (NSAPA). A private ATM address uni quely
identifies an ATM endpoi nt.
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Public networks will use either the address structure specified in
| TUTS reconmendati on E. 164 or the private network ATM address
structure. An E. 164 address uniquely identifies an interface to a
publ i c network.

The characteristics and features of ATM networks are different than
those found in LANSs:

(0]

ATM provides a Virtual Connection (VC) sw tched environnment. VC
setup may be done on either a Permanent Virtual Connection (PVC)
or dynamc Switched Virtual Connection (SVC) basis. SVC cal
managenent signalling is perforned via inplenentations of the UN
3.1 protocol [7,9].

Data to be passed by a VC is segnented into 53 octet quantities
called cells (5 octets of ATM header and 48 octets of data).

The function of mapping user Protocol Data Units (PDUs) into the
information field of the ATMcell and vice versa is perforned in
the ATM Adaptation Layer (AAL). Wwen a VCis created a specific
AAL type is associated with the VC. There are four different AAL
types, which are referred to individually as "AAL1", "AAL2",
"AAL3/ 4", and "AAL5". (NOTE: this nenp concerns itself with the
mappi ng of I P and ATMARP over AAL5 only. The other AAL types are
mentioned for introductory purposes only.) The AAL type is known
by the VC end points via the call setup nechanismand is not
carried in the ATMcell header. For PVCs the AAL type is

admini stratively configured at the end points when the Connection
(circuit) is set up. For SVCs, the AAL type is communi cated
along the VC path via UNl 3.1 as part of call setup establishnent
and the end points use the signaled informtion for

configuration. ATMsw tches generally do not care about the AAL
type of VCs. The AALS5 fornat specifies a packet format with a
maxi mum si ze of (64K - 1) octets of user data. Cells for an AALS5
PDU are transmitted first to last, the last cell indicating the
end of the PDU. ATM standards guarantee that on a given VC, cel
ordering is preserved end-to-end. NOTE: AAL5 provides a non-
assured data transfer service - it is up to higher-Ileve

protocols to provide retransm ssion

ATM Forum si gnal i ng defines point-to-point and point-to-
poi nt Connection setup [9, 19.] Miltipoint-to-multipoint not yet
specified by I TUTS or ATM Forum

An ATM Forum ATM address is either encoded as an NSAP form ATM
EndSyst em Address (AESA) or is an E. 164 Public-UN address [9,
19]. In sone cases, both an AESA and an E. 164 Public UN address
are needed by an ATMARP client to reach another host or router
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Since the use of AESAs and E. 164 public UNl addresses by ATMARP
are anal ogous to the use of Ethernet addresses, the notion of
"hardwar e address" is extended to enconpass ATM addresses in the
context of ATMARP, even though ATM addresses need not have
hardware significance. ATM Forum NSAP fornmat addresses (AESA)
use the sanme basic format as U S. GOSIP OSI NSAPAs [11]. NOTE
ATM Forum addr esses shoul d not be construed as being U S. GOSI P
NSAPAs. They are not, the administration is different, which
fields get filled out are different, etc. However, in this
docunent, these will be referred to as NSAPAs.

This nenp describes the initial deploynment of ATMw thin "classical"

| P networks as a direct replacenment for |ocal area networks
(Ethernets) and for IP Iinks which interconnect routers, either
within or between administrative domains. The "classical" nodel here
refers to the treatment of the ATM host adapter as a networKking
interface to the I P protocol stack operating in a LAN based paradi gm

Characteristics of the classical npdel are:

o] The same nmaxi mumtransnission unit (MIU) size is the default for
all VCs in a LIS, However, on a VC by-VC point-to-point basis,
the MIU size may be negotiated during connection setup using Path
MIU Di scovery to better suit the needs of the cooperating pair of
| P menbers or the attributes of the conmunications path. (Refer
to Section 7.3)

o] Default LLC/ SNAP encapsul ati on of | P packets.
o] End-to-end I P routing architecture stays the sane.

o] | P addresses are resolved to ATM addresses by use of an ATMARP
service within the LIS - ATMARPs stay within the LIS. Froma
client’s perspective, the ATMARP architecture stays faithful to
t he basic ARP nodel presented in [3].

o] One | P subnet is used for many hosts and routers. Each VC
directly connects two I P nmenbers within the sane LIS.

Future menos will describe the operation of |IP over ATM when ATM
net wor ks becone gl obally depl oyed and i nterconnect ed.

The depl oynent of ATMinto the Internet conmunity is just beginning
and will take nmany years to conplete. During the early part of this
period, we expect deploynment to follow traditional |P subnet
boundaries for the follow ng reasons:
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5.

o] Adm ni strators and managers of | P subnetworks will tend to
initially follow the sane nodels as they currently have depl oyed.
The m ndset of the community will change slowy over tinme as ATM
i ncreases its coverage and builds its credibility.

o] Policy administration practices rely on the security, access,
routing, and filtering capability of IP Internet gateways: i.e.
firewalls. ATMw |l not be allowed to "back-door" around these
mechani sns until ATM provi des better nanagenent capability than
the existing services and practi ces.

o] St andards for global 1P over ATMwi Il take sonme tine to conplete
and depl oy.

This menp details the treatnent of the classical npdel of |IP and
ATMARP over ATM  This nmeno does not preclude the subsequent
treatment of ATM networks within the IP framework as ATM becones
gl obal Iy depl oyed and interconnected; this will be the subject of
future docunents. This nmenp does not address issues related to
transparent data link |ayer interoperability.

| P SUBNETWORK CONFI GURATI ON

5.1 Background

In the LIS scenario, each separate adnministrative entity configures
its hosts and routers within a LIS. Each LIS operates and
comuni cat es i ndependently of other LISs on the sane ATM net worKk.

In the classical nodel, hosts communicate directly via ATMto other
hosts within the sanme LIS using the ATMARP service as the mechani sm
for resolving target I P addresses to target ATM endpoi nt addresses.
The ATMARP service has LIS scope only and serves all hosts in the
LI'S. Comunication to hosts |ocated outside of the local LIS is
provided via an IP router. This router is an ATM endpoi nt attached
to the ATM network that is configured as a nenber of one or nore

LI Ss. This configuration MAY result in a nunber of disjoint LISs
operating over the same ATM network. Using this nodel hosts of
differing I P subnets MJST conmunicate via an internmediate | P router
even though it may be possible to open a direct VC between the two IP
menbers over the ATM network

By default, the ATMARP service and the classical LIS routing nodel
MJST be available to any I P nmenber client in the LIS
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5.2 LIS Configuration Requirenents

The requirements for I P nenbers (hosts, routers) operating in an ATM
LIS configuration are:

0 Al menbers of the LIS have the sane | P network/subnet nunber and
address mask [8].

o] Al'l menbers within a LIS are directly connected to the ATM
net wor k.

o Al nmenbers of a LIS MUST have a nmechani smfor resolving IP
addresses to ATM addresses via ATMARP (based on [3]) and vice
versa via | nATMARP (based on [12]) when using SVCs. Refer to
Section 8 "LI'S ADDRESS RESOLUTI ON SERVI CES" in this neno.

o] Al'l menbers of a LIS MJUST have a nechanismfor resolving VCs to
| P addresses via | nATMARP (based on [12]) when using PVCs. Refer
to Section 8 "LI'S ADDRESS RESOLUTI ON SERVI CES" in this neno.

o] Al menbers within a LIS MJUST be able to communicate via ATMwi th
all other nenbers in the same LIS; i.e., the Virtual Connection
t opol ogy underlying the intercomunication anong the nmenbers is
fully neshed.

The following list identifies the set of ATM specific paraneters that
MUST be inplenented in each IP station connected to the ATM net wor k:

o] ATM Har dwar e Address (atn#ha). The ATM address of the individua
| P station.

0 ATMARP Request Address list (atnfarp-reqg-list): atnarp-req-1list
is a list containing one or nore ATM addresses of individua
ATMARP servers |ocated within the LIS In an SVC environnent,
ATMARP servers are used to resolve target |IP addresses to target
ATM address via an ATMARP request and reply protocol. ATMARP
servers MJST have authoritative responsibility for resolving
ATMARP requests of all |IP nenbers using SVCs |ocated within the
LIS

A LIS MIST have a single ATMARP service entry configured and
avai lable to all nenbers of the LIS who use SVCs.

In the case where there is only a single ATMARP server within the
LIS, then all ATMARP clients MJST be configured identically to have
only one non-null entry in atnarp-req-list configured with the sane
address of the single ATMARP service.
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If the I P nenber is operating with PVCs only, then atnfarp-req-1|i st
MJUST be configured with all null entries and the client MJST not make
queries to either address resol ution service.

Wthin the restrictions nentioned above and in Section 8, |oca
adm ni strati on MJST deci de whi ch server address(es) are appropriate
for atnBarp-req-1list.

By default, atnBarp-req-list MJIST be configured using the MB [18].

Manual configuration of the addresses and address lists presented in
this section is inplenentati on dependent and beyond the scope of this
docunent; i.e., this meno does not require any specific configuration
nmet hod. This neno does require that these addresses MJST be
configured conpletely on the client, as appropriate for the LIS,
prior to use by any service or operation detailed in this meno.

5.3 LIS Router Additional Configuration

It is RECOWENDED that routers providing LIS functionality over the
ATM network al so support the ability to interconnect nmultiple LISs.
Routers that wish to provide interconnection of differing LI Ss MJST
be able to support nultiple sets of these paraneters (one set for
each connected LIS) and be able to associ ate each set of paraneters
to a specific I P network/ subnet nunber. |In addition, it is
RECOMVENDED t hat a router be able to provide this nmultiple LIS
support with a single physical ATMinterface that nay have one or
nor e individual ATM endpoi nt addresses. NOTE: this does not
necessarily mean different End Systemldentifiers (ESIs) when NSAPAs
are used. The last octet of an NSAPA is the NSAPA Sel ector (SEL)
field which can be used to differentiate up to 256 different LISs for
the same ESI. (Refer to Section 5.1.3.1, "Private Networks" in [9].)

6. | P PACKET FORNAT
| npl ement ati ons MUST support | EEE 802.2 LLC/ SNAP encapsul ati on as
described in [2]. LLC/ SNAP encapsulation is the default packet
format for | P datagrans.
This nenp recogni zes that other encapsul ati on nmethods nmay be used
however, in the absence of other know edge or agreenent, LLC SNAP
encapsul ation is the default.

This nenp recogni zes that end-to-end signaling within ATM nay al | ow
negoti ati on of encapsul ati on nethod on a per-VC basis.
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7.

7.

DEFAULT VALUE FOR | P MTU OVER ATM AALS5

Protocols in w de use throughout the Internet, such as the Network
File System (NFS), currently use large frane sizes (e.g., 8 KB)
Enpirical evidence with various applications over the Transm ssion
Control Protocol (TCP) indicates that |arger Maxi mum Transm ssion
Unit (MIU) sizes for the Internet Protocol (IP) tend to give better
performance. Fragnmentation of IP datagranms is known to be highly
undesirable [16]. It is desirable to reduce fragnmentation in the
networ k and t hereby enhance performance by having the | P Maxi num
Transm ssion Unit (MIU) for AAL5 be reasonably large. NFS defaults
to an 8192 byte frame size. Allowing for RPC/ XDR, UDP, IP, and LLC
headers, NFS would prefer a default MIU of at |east 8300 octets.
Routers can sonetinmes performbetter with | arger packet sizes because
nost of the performance costs in routers relate to "packets handl ed"
rather than "bytes transferred". So, there are a nunmber of good
reasons to have a reasonably |arge default MIU value for I P over ATM
AALS.

RFC 1209 specifies the P MIU over SVMDS to be 9180 octets, which is

| arger than 8300 octets but still in the same range [1]. There is no
good reason for the default MU of I P over ATM AAL5 to be different
fromIP over SMDS, given that they will be the sane nagnitude.

Having the two be the same size will be helpful in interoperability
and will also help reduce incidence of IP fragnentation

Therefore, the default P MU for use with ATM AAL5 shall be 9180
octets. Al inplenentations conpliant and conformant with this
specification shall support at |east the default | P MIU val ue for use
over ATM AALS.

1 Permanent Virtual Circuits

| mpl enent ati ons whi ch only support Permanent Virtual G rcuits (PVCs)
will (by definition) not inplenment any ATM signalling protocol. Such
i npl enentations shall use the default I P MU val ue of 9180 octets

unl ess both parties have agreed in advance to use sone other |P MU
val ue via some nechani sm not specified here.

7.2 Switched Virtual Crcuits

| mpl enent ati ons that support Switched Virtual Circuits (SVCs) MIST
attenpt to negotiate the AAL CPCS- SDU si ze using the ATM signalling
protocol. The industry standard ATM signalling protocol uses two
different parts of the Information El erent naned "AAL Paraneters” to
exchange information on the MIU over the ATMcircuit being setup [9].
The Forward Maxi mum CPCS-SDU Si ze field contains the value over the
path fromthe calling party to the called party. The Backwards
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Maxi mum CPCS- SDU Si ze ldentifier field contains the value over the
path fromthe called party to the calling party. The ATM Forum
specifies the valid values of this identifier as 1 to 65535
inclusive. Note that the ATM Forumi s User-to- Network-Interface (UN)
signalling permts the MU in one direction to be different fromthe
MIU in the opposite direction, so the Forward Maxi num CPCS- SDU Si ze

I dentifier mght have a different value fromthe Backwards Maxi mum
CPCS-SDU Si ze Identifier on the sane connection

If the calling party wi shes to use the default MU it shall stil

i nclude the "AAL Paraneters" information elenent with the default

val ues for the Maximum CPCS-SDU Si ze as part of the SETUP nessage of
the ATM signalling protocol [9]. |If the calling party desires to use
a different value than the default, it shall include the "AAL
Paraneters”" infornmation elenent with the desired value for the

Maxi mum CPCS- SDU Si ze as part of the SETUP nessage of the ATM
Signalling Protocol. The called party will respond using the same
information elements and identifiers in its CONNECT nessage response

[9].

If the called party receives a SETUP nessage contai ni ng the "Mxi mum
CPCS-SDU Si ze" in the AAL Paraneters information elenent, it shal
handl e the Forward and Backward Maxi num CPCS-SDU Size |ldentifier as
foll ows:

a) If it is able to accept the ATM MIU val ues proposed by the SETUP
nmessage, it shall include an AAL Paraneters information el enent
inits response. The Forward and Backwards Maxi mum CPCS-SDU Si ze
fields shall be present and their values shall be equal to the
correspondi ng values in the SETUP nessage.

b) If it wishes a smaller ATM MIU si ze than that proposed, then it
shall set the values of the Maximum CPCS-SDU Size in the AAL
Paraneters information el enments equal to the desired value in the
CONNECT nessage responding to the original SETUP nmessage.

c) |If the calling endpoint receives a CONNECT nessage that does not
contain the AAL Parameters Information El enent, but the
correspondi ng SETUP nessage did contain the AAL Paraneters
I nformation el enent (including the forward and backward CPCS- SDU
Size fields), it shall clear the call with cause "AAL Paraneters
cannot be supported".

d) If either endpoint receives a STATUS nessage with cause

"Informati on El enent Non-existent or Not |nplenented" or cause
"Access Information Discarded", and with a diagnostic field
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indicating the AAL Paraneters Information Elenent identifier, it
shall clear the call with cause "AAL Paraneters cannot be
supported. "

e) |If either endpoint receives CPCS-SDUs in excess of the negotiated
MIU size, it may use I P fragnmentation or may clear the call with
cause "AAL Paraneters cannot be supported". In this case, an
error has occurred either due to a fault in an end systemor in
the ATM network. The error should be noted by ATM network
managenent for human exam nation and intervention

If the called endpoint incorrectly includes the Forward and Backward
Maxi mum CPCS- SDU Si ze fields in the CONNECT nessages (e.g., because
the original SETUP nessage did not include these fields) or it sets
these fields to an invalid value, then the calling party shall clear
the call with cause "Invalid Information El enent Contents”

7.3 Path MIU Di scovery Required

8.

The Path MIU Di scovery nmechanismis Internet Standard RFC 1191 [17]
and is an inportant mechani smfor reducing IP fragnmentation in the
Internet. This mechanismis particularly inportant because new
subnet ATM uses a default MIU sizes significantly different from
ol der subnet technol ogi es such as Ethernet and FDDI.

In order to ensure good performance throughout the Internet and al so
to permit IPto take full advantage of the potentially larger IP

dat agram si zes supported by ATM all router inplenmentations that
comply or conformwith this specification nust also inplenment the IP
Path MIU Di scovery nmechani sm as defined in RFC 1191 and clarified by
RFC 1435 [14]. Host inplenmentations should inplenent the IP Path MIu
Di scovery mechani smas defined in RFC 1191.

LI S ADDRESS RESOLUTI ON SERVI CES

8.1 ATM based ARP and | nARP Equi val ent Services

Address resolution within an ATM LIS SHALL nake use of the ATM

Addr ess Resol ution Protocol (ATMARP) (based on [3]) and the Inverse
ATM Address Resol ution Protocol (InATMARP) (based on [12]) and as
defined in this neno. ATMARP is the sane protocol as the ARP
protocol presented in [3] with extensions needed to support address
resolution in a unicast server ATM environnent. |InATMARP is the sane
protocol as the original InARP protocol presented in [12] but applied
to ATM networks. Al 1P stations MJST support these protocols as
updated and extended in this nmenpo. Use of these protocols differs
dependi ng on whet her PVCs or SVCs are used.
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8.2 Pernmanent Virtual Connecti ons

An | P station MJUST have a nmechanism (e.g., manual configuration) for
determ ning what PVCs it has, and in particular which PVCs are being
used with LLC SNAP encapsul ation. The details of the nechanismare
beyond the scope of this neno.

Al'l | P nenbers supporting PVCs are required to use the Inverse ATM
Address Resol ution Protocol (InATMARP) (refer to [12]) on those VCs
usi ng LLC/ SNAP encapsul ation. In a strict PVC environnment, the
receiver SHALL infer the relevant VC fromthe VC on which the

| NATMARP_Request or response | nATMARP_Reply was received. Wen the
ATM source and/or target address is unknown, the correspondi ng ATM
address length in the I nATMARP packet MJST be set to zero (0)
indicating a null length, and no storage be allocated in the | nATMARP
packet, otherw se the appropriate address field should be filled in
and the corresponding | ength set appropriately. |nATMARP packet
format details are presented later in this neno.

Directly from[12]: "Wen the requesting station receives the

| N[ ATM ARP_Reply, it may conplete the [ATM ARP table entry and use
the provided address information. NOTE: as with [ ATM ARP
information | earned via I n[ ATM ARP may be aged or invalidated under
certain circunstances.” |P stations supporting PVCs MJUST re-validate
ATMARP table entries as part of the table aging process. See the
Section 8.5.1 "Client ATMARP Tabl e Agi ng".

If a client has nore than one I P address within the LIS and if using
PVCs, when an | nATMARP_Request is received an | nATMARP_Reply MUST be
generated for each such address.

8.3 Switched Virtual Connections

SVCs require support from address resolution services for resolving
target | P addresses to target ATM endpoint addresses. All nenbers in
the LI'S MJST use the sanme service. This service MJIST have
authoritative responsibility for resolving the ATMARP requests of al

| P menbers within the LIS

ATMARP servers do not actively establish connections. They depend on
the clients in the LIS to initiate connections for the ATMARP

regi stration procedure and for transmtting ATMARP requests. An

i ndi vidual client connects to the ATMARP server using a point-to-
poi nt LLC/ SNAP VC. The client sends nornmal ATMARP request packets to
the server. The ATMARP server exam nes each ATMARP_Request packet
for
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the source protocol and source hardware address information of the
sending client and uses this information to build its ATMARP table
cache. This infornmation is used to generate replies to any ATMARP
requests it receives.

| NATMARP_Request packets MJST specify valid address information for
ATM source nunber, ATM target nunber, and source protocol address;
i.e., these fields MJST be non-null in | nATMARP_Request packets.

This neno defines the address resolution service in the LIS and
constrains it to consist of a single ATMARP server. dient-server
interaction is defined by using a single server approach as a

ref erence nodel .

Thi s meno recogni zes the future devel opnent of standards and

i npl enentations of nultiple- ATMARP-server nodels that will extend the
operations as defined in this nmeno to provide a highly reliable
address resol ution service.

8.4 ATMARP Single Server Qperational Requirenents

A single ATMARP server accepts ATM cal |l s/ connecti ons from ot her ATM
end points. After receiving any ATMARP_Request, the server will

exam ne the source and target address information in the packet and
make note of the VC on which the ATMARP_Request arrived. It wll use
this information as necessary to build and update its ATMARP tabl e
entries.

For each ATMARP_Request, then

1. If the source IP protocol address is the sane as the target IP
protocol address and a table entry exists for that |IP address and
if the source ATM hardware address does not natch the table entry
ATM address and there is an open VC associated with that table
entry that is not the sane as the VC associated with the
ATMARP_Request, the server MJUST return the table entry
information in the ATMARP_Reply, and MJUST raise a "duplicate IP
address detected" condition to the server’s managenent. The
table entry is not updated.

2. Oherwise, if the source IP protocol address is the same as the
target | P protocol address, and either there is no table entry
for that I P address, or a table entry exists for that |IP address
and there is no open VC associated with that table entry, or if
the VC associated with that entry is the sane as the VC for the
ATMARP_Request, the server MJST either create a new entry or
update the old entry as appropriate and return that table entry
information in the ATMARP Reply.
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3. Oherwi se, when the source |IP protocol address does not match the

target | P protocol address, the ATMARP server will generate the
correspondi ng ATMARP_Reply if it has an entry for the target
information in its ATMARP table. Oherwise, it will generate a

negati ve ATMARP reply (ATMARP_NAK).

4. Additionally, when the source |IP protocol address does not match
the target | P protocol address and when the server receives an
ATMARP_Request over a VC, where the source | P and ATM address do
not have a corresponding table entry, the ATMARP server MJST
create a new table entry for the source information
Expl anation: this allows old RFC 1577 clients to register with
this ATMARP service by just issuing requests to it.

5. Additionally, when the source |IP protocol address does not match
the target | P protocol address and where the source |IP and ATM
addresses match the association already in the ATMARP tabl e and
the ATM address matches that associated with the VC, the server
MUST update the table tinmeout on the source ATMARP table entry
but only if it has been nore than 10 m nutes since the | ast
update. Explanation: if the client is sending ATMARP requests to
the server over the same VC that it used to register its ATVARP
entry, the server should exanm ne the ATMARP request and note that
the client is still "alive" by updating the tinmeout on the
client’s ATMARP table entry.

6. Additionally, when the source |IP protocol address does not match
the target | P protocol address and where the source |IP and ATM
addresses do not match the association already in the ATVMARP
table, the server MIUST NOT update the ATMARP table entry.

An ATMARP server MJST have know edge of any open VCs it has and their
association with an ATMARP table entry, and in particular, which VCs
support LLC/ SNAP encapsul ation. In normal operation, active ATMARP
clients will revalidate their entries prior to the server aging
process taking effect.

Server ATMARP table entries are valid for 20 mnutes. |If an entry
ages beyond 20 minutes w thout being updated (refreshed) by the
client, that entry is deleted fromthe table regardless of the state
of any VCs that nay be associated with that entry.

8.5 ATMARP dient Operational Requirenents
The ATMARP client is responsible for contacting the ATMARP service to

both initially register and subsequently refresh its own ATMARP
i nformati on.
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The client is also responsible for using the ATMARP service to gain
and reval idate ATMARP informati on about other |IP nmenbers in the LIS
(server selection overview is discussed in Section 8.6). As noted in
Section 5.2, ATMARP clients MJST be configured with the ATM address
of the appropriate server prior to client ATMARP operation

IP clients MIST register their ATM endpoi nt address with their ATMARP
server using the ATM address structure appropriate for their ATM
network connection: i.e., LISs inplenmented over ATM LANs fol | owi ng
ATM Forum UNI 3.1 should register using Structure 1; LISs inplenented
over an E. 164 "public" ATM network shoul d register using Structure 2.
A LIS inplenmented over a conbination of ATM LANs and public ATM
networks may need to register using Structure 3. |nplenentations
based on this neno MJST support all three ATM address structures.

See Section 8.7.1 for nore details regarding the ATMARP Request

packet fornat.

To handl e the case when a client has nore than one | P address within
a LIS, when using an ATMARP server, the client MJST register each
such address.

For initial registration and subsequent refreshing of its own
information with the ATMARP service, clients MJST:

1. Establish an LLC/ SNAP VC connection to a server in the ATVARP
service for the purposes of transmtting and receiving ATMARP
packet s.

NOTE: in the case of refreshing its own information with the
ATMARP service, a client MAY reuse an existing established
connection to the ATMARP service provided that the connection was
previously used either to initially register its information with
the ATMARP service or to refresh its information with the ATMARP
servi ce.

2. After establishing a successful connection to the ATMARP servi ce,
the client MUST transmit an ATMARP_Request packet, requesting a
target ATM address for its own |IP address as the target IP
protocol address. The client checks the ATMARP_Reply and if the
source hardware and protocol addresses match the respective
target hardware and protocol addresses, the client is registered
with the ATMARP service. |If the addresses do not match, the
client MAY take action, raise alarnms, etc.; however, these
actions are beyond the scope of this nenb. |In the case of a
client having nore than one IP address in the list, this step
MUST be repeated for each |IP address.
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3. dients MIST respond to ATMARP_Request and | nATMARP_Request
packets received on any VC appropriately. (Refer to Section 7,
"Protocol Operation" in RFC 1293 [12].)

NOTE: for reasons of robustness, clients MJST respond to
ATMARP_Request s.

4. Cenerate and transnit address resol ution request packets to the
address resolution service. Respond to address resolution reply
packets appropriately to build/refresh its own client ATMARP
table entries.

5. Cenerate and transmt | nATMARP_Request packets as needed and
process | nATMARP_Reply packets appropriately. |nATMARP_Reply
packets should be used to build/refresh its own client ATMARP
table entries. (Refer to Section 7, "Protocol Operation" in
[12].) If a client has nore than one |IP address within the LIS
when an | nATMARP_Request is received an | nATMARP_Reply MJUST be
generated for each such address.

The client MUST refresh its ATMARP information with the server at
| east once every 15 minutes. This is done by repeating steps 1 and
2

An ATMARP client MJUST have know edge of any open VCs it has
(permanent or switched), their association with an ATMARP tabl e
entry, and in particular, which VCs support LLC/ SNAP encapsul ation

8.5.1 Cient ATMARP Tabl e Aging

Client ATMARP table entries are valid for a maxinumtine of 15
m nut es.

When an ATMARP table entry ages, an ATMARP client MJST invalidate the
table entry. |If there is no open VC server associated with the
invalidated entry, that entry is deleted. |In the case of an

i nval i dated entry and an open VC, the client MJST revalidate the
entry prior to transnitting any non address resolution traffic on
that VC, this requirenent applies to both PVCs and SVCs. NOTE: the
client is permtted to revalidate an ATMARP table entry before it
ages, thus restarting the aging tinme when the table entry is
successfully revalidated. The client MAY continue to use the open
VC, as long as the table entry has not aged, while revalidation is in
pr ogr ess.

In the case of an open PVC, the client revalidates the entry by

transnitting an | nATMARP_Request and updating the entry on receipt of
an | nATMARP_Repl y.
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In the case of an open SVC, the client revalidates the entry by
querying the address resolution service. If avalidreply is
received (e.g., ATMARP_Reply), the entry is updated. |If the address
resol ution service cannot resolve the entry (i.e., "host not found"),
the SVC shoul d be closed and the associated table entry renoved. |f
the address resolution service is not available (i.e., "server
failure") and if the SVC is LLC/ SNAP encapsul ated, the client MJST
attenpt to revalidate the entry by transmitting an | nATMARP_Request
on that VC and updating the entry on receipt of an | nATMARP_Reply.

If the I nATMARP_Request attenpt fails to return an | nATMARP_Reply,

t he SVC shoul d be closed and the associated table entry renoved.

If a VCwith an associated invalidated ATMARP table entry is closed,
that table entry is renoved.

8.5.2 Non-Normal VC Operations

The specific details on client procedures for detecting non-normal VC
connection establishnent or closures, or failed conmunications on an
establ i shed VC are beyond the scope of this nenp. It is REQU RED
however, that the client MJST renove the associated ATMARP entry for
a VCthat fails to operate properly, as defined by the client, when
the client closes that VC, when it releases its resources for a VC,
or prior to any attenpt to reopen that VC. This behavior
specifically REQU RES that the client MJST refresh its ATMARP tabl e
information prior to any attenpt to re-establish comunication to an
| P menber after a non-normal conmmuni cations probl em has previously
occurred on a VC to that |P nenber.

8.5.3 Use of ATMARP In Mbile-1P Scenari os

When an ATM LIS is used as the home network in a nobile-1P scenario,
it is RECOWENDED that the home agent NOT nmaintain long term
connections with the ATMARP service. The absence of this VC wll
permit a nobile node’'s registration, upon its return to the home
network, to i mediately preenpt the hone agent’s previous gratuitous
regi stration.

8.6 Address Resol ution Server Sel ection
If the client supports PVCs only, the ATMARP server list is enpty and
the client MJUST not generate any address resol ution requests other
than the I nATMARP requests on a PVC needed to validate that PVC
If the client supports SVCs, then the client MJUST have a non- NULL

atnarp-reqg-list pointing to the ATMARP server(s) which provides
ATMARP service for the LIS
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The client MJST register with a server from at nbarp-req-1i st.

The client SHALL attenpt to communicate with any of the servers until
a successful registration is acconplished. The order in which client
sel ects servers to attenpt registration, is a local natter, as are
the nunber of retries and tineouts for such attenpts.

8.6.1 PVCs to ATMARP Servers

In a mxed PVC and SVC LIS environnent, an ATMARP client MAY have a
PVC to an ATMARP server. 1In this case, this PVCis used for ATMARP
requests and responses as if it were an established SVC. NOTE: if
this PVCis to be used for IP traffic, then the ATMARP server MJST be
prepared to accept and respond appropriately to InATMARP traffic.

8.7 ATMARP Packet Formats

I nternet addresses are assignhed i ndependently of ATM addresses. Each
host inplenentati on MJUST know its own I P and ATM address(es) and MJST
respond to address resolution requests appropriately. |P nmenbers
MUST al so use ATMARP and | nATMARP to resolve I P addresses to ATM

addr esses when needed.

NOTE: the ATMARP packet format presented in this nenpb is general in
nature in that the ATM nunber and ATM subaddress fields SHOULD nap
directly to the corresponding UNI 3.1 fields used for ATM
call/connection setup signalling nessages. The IP over ATM Wbrki ng
G oup expects ATM Forum NSAPA nunbers (Structure 1) to predom nate
over E. 164 nunbers (Structure 2) as ATM endpoint identifiers within
ATM LANs. The ATM Forumis VC Routing specification is not conplete
at this tine and therefore its inmpact on the operational use of ATM
Address Structure 3 is undefined. The ATM Forumw || be defi ning
this relationship in the future. It is for this reason that IP
menbers need to support all three ATM address structures.

8.7.1 ATMARP/ | NATMARP Request and Reply Packet Formats

The ATMARP and | nATMARP request and reply protocols use the sane
hardware type (ar$hrd), protocol type (ar$pro), and operation code
(ar$op) data formats as the ARP and I nARP protocols [3,12]. The

| ocation of these three fields within the ATMARP packet are in the
sane byte position as those in ARP and I nARP packets. A unique
hardware type val ue has been assigned for ATMARP. In addition,
ATMARP nmakes use of an additional operation code for ARP_NAK. The
remai nder of the ATMARP/ | nATMARP packet format is different than the
ARP/ | NARP packet format.
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The ATMARP and | nATMARP protocol s have several fields that have the
follow ng format and val ues:

Dat a:
ar $hrd 16 bits
ar$pro 16 bits
ar $sht | 8 bits
ar $sst | 8 bits
ar $op 16 bits
ar$spln 8 bits
ar$t htl 8 bits
ar$t st 8 bits
ar$tpln 8 bits
ar$sha qoctets
ar$ssa roctets
ar$spa soctets
ar$tha xoctets
ar$tsa yoctets
ar$tpa zoctets

Har dwar e type

Prot ocol type

Type & length (TL) of source ATM nunber (Qq)
Type & length (TL) of source ATM subaddress (r)
OQperation code (request, reply, or NAK)

Length of source protocol address (s)

Type & length (TL) of target ATM nunber (x)
Type & length (TL) of target ATM subaddress (y)
Length of target protocol address (z)
of source ATM nunber
of source ATM subaddress
of source protocol address
of target ATM nunber
of target ATM subaddress
of target protocol address

Wher e:

ar$hrd - assigned to ATM Forum address famly and is
19 deci mal (0x0013) [4].

ar$pro - see Assigned Nunbers for protocol type nunber for
t he protocol using ATMARP. (I P is 0x0800).

ar$shtl - Type and | ength of source ATM nunber. See
Section 8.7.4 for TL encoding details.

ar$sstl - Type and | ength of source ATM subaddress. See
Section 8.7.4 for TL encoding details.

ar $op - The operation type value (decinmal):
ATMARP_Request = ARP_ REQUEST =1
ATMARP_Repl y = ARP_REPLY =2
| NATMARP_Request = | nARP_REQUEST = 8
| NATMARP_Reply = InARP_REPLY =9
ATNMARP_NAK = ARP_NAK = 10

ar$spln - length in octets of the source protocol address. Value
range is O or 4 (decimal). For IPv4 ar$spln is 4.

ar$thtl - Type and length of target ATM nunber. See

Section 8.7.4 for TL encoding details.
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ar$tstl - Type and length of target ATM subaddress. See
Section 8.7.4 for TL encoding details.

ar$tpln - length in octets of the target protocol address. Value
range is 0 or 4 (decimal). For IPv4 ar$tpln is 4.

ar$sha - source ATM nunber (E. 164 or ATM For um NSAPA)

ar$ssa - source ATM subaddress (ATM Forum NSAPA)

ar$spa - source protocol address

ar$tha - target ATM nunber (E. 164 or ATM For um NSAPA)

ar$tsa - target ATM subaddress (ATM Forum NSAPA)

ar$tpa - target protocol address

8.7.2 Receiving Unknown ATMARP packets

If an ATMARP client receives an ATMARP nessage with an operation code
(ar$op) for which it is not coded to support, it MJST gracefully

di scard the nessage and continue normal operation. An ATMARP client
is NOT REQU RED to return any nmessage to the sender of the

unsupported nmessage.
8.7.3 TL, ATM Nunber, and ATM Subaddress Encodi ng

The encoding of the 8-bit TL (type and length) fields in ATMARP and
| n_ATMARP packets is as follows:

M5B 8 7 6 5 4 3 2 1 LSB
F-- - - - F-- - - - F-- - - - F-- - - - F--- - - F--- - - F--- - - +--- - - +
| O | 2/0 | Cctet length of address |
F-- - - - F-- - - - F-- - - - F-- - - - F--- - - F--- - - F--- - - +--- - - +
Wher e:
bit.8 (reserved) = 0 (for future use)

0 ATM For um NSAPA f or mat
1 E. 164 fornat

bit.7 (type)

bit.6-1 (Iength) 6 bit unsigned octet |ength of address
(MSB = bit.6, LSB = bit.1) Value

range is fromO to 20 (decinmal).
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ATM addr esses, as defined by the ATM Forum UNI 3.1 signaling
specification [9], include a "Calling Party Nunber |nformation

El enent” and a "Calling Party Subaddress Information Element”. These
Informati on El enents (1 Es) SHOULD map to ATMARP/ | nATMARP source ATM
nunber and source ATM subaddress respectively. Furthernore, ATM
Forum defines a "Called Party Nunber |Information Elenment"” and a

"Call ed Party Subaddress Information Element"”. These IEs map to
ATMARP/ | NATMARP t arget ATM nunber and target ATM subaddress,
respectively.

The ATM Forum defines three structures for the conbi ned use of nunber
and subaddress [9]:

ATM Nunber ATM Subaddr ess
Structure 1 ATM For um NSAPA nul |
Structure 2 E. 164 nul |
Structure 3 E. 164 ATM For um NSAPA

ATMARP and | nATMARP requests and replies for ATM address structures 1
and 2 MJST indicate a null or unknown ATM subaddress by setting the
appropriate subaddress length to zero; i.e., ar$sstl.length = 0 or
ar$tstl.length = 0, the corresponding type field (ar$sstl.type or
ar$tstl.type) MIST be ignored and the physical space for the ATM
subaddress buffer MJST not be allocated in the ATMARP packet. For
exanple, if ar$sstl.length=0, the storage for the source ATM
subaddress is not allocated and the first byte of the source protocol
address ar$spa follows i mediately after the |ast byte of the source
har dwar e address ar$sha in the packet.

Nul I or unknown ATM addresses MJST be indicated by setting the
appropriate address length to zero; i.e., ar$shtl.length and
ar$thtl.length is zero and the corresponding type field (ar$sstl.type
or ar$tstl.type) MIST be ignored and the physical space for the ATM
address or ATM subaddress buffer MJST not be allocated in the ATMARP
packet .

8. 7.4 ATMARP_NAK Packet For nat
The ATMARP_NAK packet format is the sane as the received
ATMARP_Request packet format with the operation code set to ARP_NAK,
i.e., the ATMARP_Request packet data is exactly copied (e.g., using
bcopy) for transmi ssion with the ATMARP_Request operation code
changed to ARP_NAK val ue.

8.7.5 Variable Length Requirements for ATMARP Packets

ATMARP and | nATMARP packets are variable in | ength.
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A null or unknown source or target protocol address is indicated by
the corresponding length set to zero: e.g., when ar$spln or ar$tpln
is zero the physical space for the correspondi ng address structure
MUST not be allocated in the packet.

For backward conpatibility with previous inplenmentations, a null |Pv4
protocol address may be received with length = 4 and an all ocated
address in storage set to the value 0.0.0.0. Receiving stations MJST
be Iiberal in accepting this format of a null |Pv4 address. However,
on transmtting an ATMARP or | nATMARP packet, a null |Pv4 address
MUST only be indicated by the Iength set to zero and MJST have no
storage all ocat ed.

8.8 ATMARP/ | nATMARP Packet Encapsul ati on
ATMARP and | nATMARP packets are to be encoded in AAL5 PDUs using
LLC/ SNAP encapsul ation. The format of the AALS5 CPCS- SDU payl oad
field for ATMARP/ | NATMARP PDUs i s:

Payl oad Format for ATMARP/ I nATMARP PDUs:

oo e e e e e e e e ieoaoo- +
| LLC OxAA- AA- 03 |
oo e e e e e e e e ieoaoo- +
| QU 0x00- 00- 00 |
oo e e e e e e e e ieoaoo- +
| Et her Type 0x08-06 |
oo e e e e e e e e ieoaoo- +

The LLC val ue of OxAA-AA-03 (3 octets) indicates the presence of a
SNAP header.

The QU val ue of 0x00-00-00 (3 octets) indicates that the foll ow ng
two- bytes is an EtherType.

The Et her Type val ue of 0x08-06 (2 octets) indicates ARP [4].

The total size of the LLC/ SNAP header is fixed at 8-octets. This
aligns the start of the ATMARP packet on a 64-bit boundary relative
to the start of the AAL5 CPCS- SDU.

The LLC/ SNAP encapsul ation for ATMARP/ I NATMARP presented here is
consistent with the treatnent of nultiprotocol encapsulation of IP
over ATM AAL5 as specified in [2] and in the format of ATMARP over
| EEE 802 networks as specified in [5].
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10.

11.

Traditionally, address resolution requests are broadcast to al
directly connected I P nenbers within a LIS. It is conceivable in the
future that |arger scaled ATM networks nay handl e ATMARP requests to
destinations outside the originating LIS, perhaps even gl obally;

i ssues raised by ATMARPI ng outside the LIS or by a gl obal ATMARP
nmechani sm are beyond the scope of this meno.

| P BROADCAST ADDRESS

ATM does not support broadcast addressing, therefore there are no
mappi ngs avail able from | P broadcast addresses to ATM broadcast
services. Note: this |ack of mapping does not restrict nenbers from
transmtting or receiving | P datagrans specifying any of the four
standard | P broadcast address forns as described in [8]. Menbers,
upon receiving an | P broadcast or |IP subnet broadcast for their LIS,
MUST process the packet as if addressed to that station.

This nenp recogni zes the future devel opnent of standards and

i npl enmentations that will extend the operations as defined in this
meno to provide an | P broadcast capability for use by the classical
client.

| P MULTI CAST ADDRESS

ATM does not directly support IP multicast address services,
therefore there are no mappings available fromIP nulticast addresses
to ATM nul ticast services. Current |IP nulticast inplenentations
(i.e., MBONE and IP tunneling, see [10]) will continue to operate
over ATM based logical |IP subnets if operated in the WAN
configuration

Thi s meno recogni zes the future devel opnment of ATM nulticast service
addressing by the ATM Forum \en avail abl e and w dely i npl ement ed,
the roll-over fromthe current IP nulticast architecture to this new
ATM architecture will be straightforward.

This nenp recogni zes the future devel opnent of standards and

i npl ementations that will extend the operations as defined in this
meno to provide an IP nmulticast capability for use by the classical
client.

SECURI TY CONSI DERATI ONS
Not all of the security issues relating to IP over ATM are clearly

understood at this tinme, due to the fluid state of ATM
speci fications, newness of the technol ogy, and other factors.
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12.

13.

14.

It is believed that ATMand IP facilities for authenticated call
managenent, authenticated end-to-end comunications, and data
encryption will be needed in globally connected ATM networks. Such
future security facilities and their use by I P networks are beyond
the scope of this neno.

There are known security issues relating to host inpersonation via

t he address resolution protocols used in the Internet [13]. No

speci al security mechani sns have been added to the address resol ution
mechani sm defined here for use with networks using |IP over ATM

M B SPECI FI CATI ON

Clients built to this specification MJIST inplenent and provide a
Managenent | nformation Base (MB) as defined in "Definitions of
Managed Objects for Cassical IP and ARP Over ATM Using SMv2" [18].

OPEN | SSUES

0o Automatic configuration of client ATM addresses via DHCP [15] or
via ATMUNl 3.1 InterimLocal Managenent Interface (ILM)
servi ces woul d be a useful extended service addition to this
docunment and shoul d be addressed in a separate neno.

0 ATMARP packets are not authenticated. This is a potentially
serious flaw in the overall system by allow ng a nmechani sm by
whi ch corrupt information may be introduced into the server
system
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APPENDI X A - Update Information

This meno represents an update to RFC 1577 and RFC 1626. The
foll ow ng changes are included in this neno:

0o

(0]

Pointer to Classical MB I-D for setting of variables

Si ngl e ATMARP server address to ATMARP server |ist, configurable
via the MB.

RFC 1626 text replaces MIU section

Client registration procedure fromIn_ATMARP to first
ATMARP_Request

Clarification of variable |length ATMARP packet format
Clarification of ARP_NAK packet fornmat
Clarification of InATMARP packet format for null 1Pv4 addresses

Clarification on ATMARP registration and use of | nATMARP_Reply
for clients having nore than one IP address in a LIS
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Ful I Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
ot hers, and derivative works that comment on or otherw se explain it
or assist inits inplnmentation nay be prepared, copied, published
andand distributed, in whole or in part, without restriction of any
ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng I nternet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into |Ianguages other than
Engli sh.

The limted perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE. "
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