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1. Abstract

The Sinple Network Managenent Protocol (SNWP) specification [1]
allows for the protection of network nanagenent operations by a
variety of security protocols. The SNWP adninistrative nodel
described in [2] provides a franework for securing SNMP network
managenent. In the context of that framework, this nmeno defines
protocols to support the follow ng three security services:

0 data integrity,

0 data origin authentication, and

o data confidentiality.
Pl ease send comments to the SNMP Security Devel opers mailing |ist
(snnmp-sec-dev@is.com.

2. Introduction

In the nodel described in [2], each SNWP party is, by definition,
associated with a single authentication protocol. The authentication

protocol provides a mechani sm by whi ch SNMP nanagenent conmuni cati ons

transnitted by the party may be reliably identified as having

originated fromthat party. The authentication protocol defined in
this nenp also reliably deternmines that the nmessage received is the
nmessage that was sent.

Simlarly, each SNWP party is, by definition, associated with a
single privacy protocol. The privacy protocol provides a nechani sm by
whi ch SNMP nanagenent conmuni cations transmitted to said party are
protected from di scl osure. The privacy protocol in this nmeno
specifies that only authenticated nessages may be protected from

di scl osure.

These protocols are secure alternatives to the so-called "trivial"
protocol defined in [1].
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USE OF THE TRI VI AL PROTOCCOL ALONE DOES NOT CONSTI TUTE SECURE
NETWORK MANAGEMENT. THEREFORE, A NETWORK MANAGEMENT SYSTEM THAT
| MPLEMENTS ONLY THE TRI VI AL PROTOCCL | S NOT CONFORMANT TO THI S
SPECI FI CATI ON

The Di gest Authentication Protocol is described in Section 4. It
provides a data integrity service by transnitting a nmessage di gest --
conmputed by the originator and verified by the recipient -- with each

SNMP nessage. The data origin authentication service is provided by
prefixing the nessage with a secret value known only to the
originator and recipient, prior to conmputing the digest. Thus, data
integrity is supported explicitly while data origin authentication is
supported inplicitly in the verification of the digest.

The Symmetric Privacy Protocol is described in Section 5. It protects
nmessages from di scl osure by encrypting their contents according to a
secret cryptographic key known only to the originator and recipient.
The additional functionality afforded by this protocol is assuned to
justify its additional conputational cost.

The Di gest Authentication Protocol depends on the existence of

| oosely synchroni zed cl ocks between the originator and recipient of a
nmessage. The protocol specification nmakes no assunptions about the
strategy by which such clocks are synchronized. Section 6.3 presents
one strategy that is particularly suited to the denands of SNWP

net wor k managenent .

Bot h protocols described here require the sharing of secret

i nformati on between the originator of a nessage and its recipient.
The protocol specifications assune the existence of the necessary
secrets. The selection of such secrets and their secure distribution
to appropriate parties may be acconplished by a variety of
strategi es. Section 6.4 presents one such strategy that is
particularly suited to the denmands of SNMP networ k managenent.

2.1 Threats

Several of the classical threats to network protocols are applicable
to the network managenent problem and therefore would be applicable
to any SNWP security protocol. Oher threats are not applicable to

t he networ k managenent problem This section di scusses principal
threats, secondary threats, and threats which are of |esser

i mpor t ance.

The principal threats agai nst which any SNVP security protocol should
provi de protection are:
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Modi fi cation of |nformation.
The SNMP protocol provides the neans for nanagenent stations to
interrogate and to nani pul ate the val ue of objects in a managed
agent. The nodification threat is the danger that sonme party may
alter in-transit messages generated by an authorized party in such
a way as to effect unauthorized managenent operations, including
fal sifying the value of an object.

Masquer ade.
The SNMP admini strative nodel includes an access control nodel.
Access control necessarily depends on know edge of the origin of a
nessage. The masquerade threat is the danger that nmanagenent
operations not authorized for sonme party may be attenpted by that
party by assunming the identity of another party that has the
appropriate authori zati ons.

Two secondary threats are also identified. The security protocols
defined in this neno do provide protection against:

Message Stream Modification
The SNMP protocol is based upon connectionless transport services.
The message stream nodification threat is the danger that nessages
may be arbitrarily re-ordered, delayed or replayed to effect
unaut hori zed managenent operations. This threat may arise either
by the work of a nalicious attacker or by the natural operation of
a subnetwork servi ce.

Di scl osure.
The disclosure threat is the danger of eavesdropping on the
exchanges between nmanaged agents and a managenent station
Protecting against this threat is mandatory when the SNWP i s used
to adnminister private paraneters on which its security is based.
Protecting against the disclosure threat nmay al so be required as a
matter of |ocal policy.

There are at least two threats that a SNVWP security protocol need not
protect against. The security protocols defined in this nmeno do not
provi de protection against:

Deni al of Service.
A SNWVP security protocol need not attenpt to address the broad
range of attacks by which service to authorized parties is deni ed.
I ndeed, such denial-of-service attacks are in many cases
i ndi stinguishable fromthe type of network failures with which any
vi abl e network nanagenent protocol mnmust cope as a matter of
cour se.
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Traffic Analysis.
In addition, a SNVP security protocol need not attenpt to address

traffic analysis attacks. |Indeed, many traffic patterns are
predictabl e -- agents may be nmanaged on a regul ar basis by a
relatively small nunmber of managenent stations -- and therefore

there is no significant advantage afforded by protecting agai nst
traffic anal ysis.

2.2 Goal s and Constraints

Based on the foregoing account of threats in the SNVP network
managenent environment, the goals of a SNWP security protocol are
enumer at ed bel ow.

1. The protocol should provide for verification that each
recei ved SNVP nessage has not been nodified during
its transm ssion through the network in such a way that
an unaut hori zed nanagenent operation m ght result.

2. The protocol should provide for verification of the
identity of the originator of each received SNVP
nessage.

3. The protocol should provide that the apparent tinme of
generation for each received SNVP nessage i s recent.

4. The protocol should provide that the apparent tine of
generation for each received SNVP nessage is
subsequent to that for all previously delivered nessages
of simlar origin.

5. The protocol should provide, when necessary, that the
contents of each received SNVP nessage are protected
from di scl osure.

In addition to the principal goal of supporting secure network
managenent, the design of any SNMP security protocol is also
i nfluenced by the foll ow ng constraints:

1. Wen the requirenents of effective managenent in tines
of network stress are inconsistent with those of security,
the forner are preferred.

2. Neither the security protocol nor its underlying security
nmechani sns shoul d depend upon the ready availability
of other network services (e.g., Network Tinme Protocol
(NTP) or secret/key managenent protocols).
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2.3

Gal

3. A security nmechani smshould entail no changes to the
basi ¢ SNVP networ k managenent phil osophy.

Security Services

The security services necessary to support the goals of a SNWVP
security protocol are as foll ows.

Data Integrity is the provision of the property that data
and data sequences have not been altered or destroyed
i n an unaut hori zed manner.

Data Origin Authentication is the provision of the
property that the claimed origin of received data is
cor r obor at ed.

Data Confidentiality is the provision of the property that
information is not made avail able or disclosed to
unaut hori zed individuals, entities, or processes.

The protocols specified in this meno require both data

integrity and data origin authentication to be used at al

times. For these protocols, it is not possible to realize data
integrity without data origin authentication, nor is it possible
to realize data origin authentication without data integrity.

Further, there is no provision for data confidentiality w thout
both data integrity and data origin authentication.

Mechani sns

The security protocols defined in this neno enpl oy severa
types of nechanisns in order to realize the goals and security
servi ces described above:

0 I n support of data integrity, a nmessage digest algorithm
is required. A digest is calculated over an appropriate
portion of a SNMP nessage and included as part of the
nmessage sent to the recipient.

o In support of data origin authentication and data
integrity, the portion of a SNMP nessage that is
digested is first prefixed with a secret val ue shared by
the originator of that message and its intended recipient.

o To protect against the threat of nessage reordering, a

timestanp value is included in each nessage generated.
A recipient evaluates the tinmestanp to determine if the
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nmessage is recent and it uses the tinmestanp to determ ne
if the nmessage is ordered relative to other nessages it
has received. In conjunction with other readily avail able
information (e.g., the request-id), the tinestanp al so

i ndi cates whether or not the nessage is a replay of a
previ ous message. This protection against the threat of
nmessage reordering inplies no protection against

unaut hori zed del eti on or suppression of nessages.

0 I n support of data confidentiality, a symmetric
encryption algorithmis required. An appropriate
portion of the nmessage is encrypted prior to being
transnitted to its recipient.

The security protocols in this meno are defined i ndependently of the
particul ar choice of a nessage digest and encryption algorithm--
owing principally to the lack of a suitable nmetric by which to

eval uate the security of particular algorithmchoices. However, in
the interests of conpleteness and in order to guarantee
interoperability, Sections 2.4.1 and 2.4.2 specify particular

choi ces, which are considered acceptably secure as of this witing.
In the future, this neno may be updated by the publication of a neno
speci fying substitute or alternate choices of algorithns, i.e., a
repl acenent for or addition to the sections bel ow

2.4.1 Message Digest Al gorithm

In support of data integrity, the use of the MD5 [3] nessage di gest
algorithmis chosen. A 128-bit digest is calcul ated over the

desi gnated portion of a SNWP nessage and included as part of the
nmessage sent to the recipient.

An appendi x of [3] contains a C Programing Language i npl enentation
of the algorithm This code was witten with portability being the
princi pal objective. Inplementors may wi sh to optimze the

i npl erentation with respect to the characteristics of their hardware
and software pl atforns.

The use of this algorithmin conjunction with the D gest
Aut henti cation Protocol (see Section 4) is identified by the ASN. 1
object identifier value nmd5Aut hProtocol, defined in [4].

For any SNMP party for which the authentication protocol is
nmd5Aut hProt ocol, the size of its private authentication key is 16
octets.

Wthin an authenticated nanagenent conmuni cati on generated by such a
party, the size of the authD gest conponent of that comrunication
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(see Section 4) is 16 octets.
2.4.2 Symretric Encryption Al gorithm

In support of data confidentiality, the use of the Data Encryption
Standard (DES) in the Cipher Bl ock Chaining node of operation is
chosen. The designated portion of a SNMP nessage is encrypted and
i ncluded as part of the nessage sent to the recipient.

Two organi zati ons have published specifications defining the DES: the
National Institute of Standards and Technol ogy (N ST) [5] and the
Anerican National Standards Institute [6]. There is a conpanion
Modes of Operation specification for each definition (see [7] and
[8], respectively).

The NI ST has published three additional docunents that inplenmentors
may find useful.

o There is a document with guidelines for inplenmenting
and using the DES, including functional specifications
for the DES and its nodes of operation [9].

o There is a specification of a validation test suite for the
DES [10]. The suite is designed to test all aspects of the
DES and is useful for pinpointing specific problens.

o There is a specification of a maintenance test for the
DES [11]. The test utilizes a mninmal amunt of data
and processing to test all conponents of the DES. It
provi des a sinple yes-or-no indication of correct
operation and is useful to run as part of an initialization
step, e.g., when a conputer reboots.

The use of this algorithmin conjunction with the Symmetric Privacy
Protocol (see Section 5) is identified by the ASN.1 object identifier
val ue desPrivProtocol, defined in [4].

For any SNMP party for which the privacy protocol is desPrivProtocol
the size of the private privacy key is 16 octets, of which the first
8 octets are a DES key and the second 8 octets are a DES
Initialization Vector. The 64-bit DES key in the first 8 octets of
the private key is a 56 bit quantity used directly by the algorithm

plus 8 parity bits -- arranged so that one parity bit is the |east
significant bit of each octet. The setting of the parity bits is
i gnor ed.

The length of the octet sequence to be encrypted by the DES nust be
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an integral nultiple of 8 Wen encrypting, the data should be padded
at the end as necessary; the actual pad value is insignificant.

If the Iength of the octet sequence to be decrypted is not an
integral multiple of 8 octets, the processing of the octet sequence
shoul d be halted and an appropriate exception noted. Upon decrypting,
t he paddi ng shoul d be i gnored.

3. SNWP Party

Recall from[2] that a SNWMP party is a conceptual, virtual execution
context whose operation is restricted (for security or other
purposes) to an administratively defined subset of all possible
operations of a particular SNWP protocol entity. A SNMP protocol
entity is an actual process which perfornms network nanagenent
operations by generating and/or responding to SNVMP protocol nessages
in the manner specified in [1]. Architecturally, every SNWP protocol
entity maintains a |ocal database that represents all SNWP parties
known to it.

A SNVP party may be represented by an ASN.1 value with the foll ow ng
synt ax.

SnmpParty ::= SEQUENCE ({

partyldentity

OBJECT | DENTI FI ER,
partyTDonai n

OBJECT | DENTI FI ER,
partyTAddr

OCTET STRI NG
partyProxyFor

OBJECT | DENTI FI ER,
partyMaxMessageSi ze

| NTEGER,
part yAut hProt oco

OBJECT | DENTI FI ER,
part yAut hd ock

| NTEGER,
part yAut hLast Msg

| NTEGER,
part yAut hNonce

| NTEGER,
partyAut hPri vate

OCTET STRI NG
partyAut hPubl i c

OCTET STRI NG
partyAut hLi feti me
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| NTEGER,
partyPrivProtoco
OBJECT | DENTI FI ER,
partyPrivPrivate
OCTET STRI NG,
partyPrivPublic
OCTET STRI NG

For each SnnpParty val ue that represents a SNMP party, the generic
significance of each of its conponents is defined in [2]. For each
SNMP party that supports the generation of messages using the D gest
Aut henti cation Protocol, additional, special significance is
attributed to certain conponents of that party’'s representation

0 Its partyAut hProtocol conponent is called the
aut hentication protocol and identifies a conbination of
the Di gest Authentication Protocol with a particular
di gest algorithm (such as that defined in Section 2.4.1).
Thi s conbi ned mechanismis used to authenticate the
origin and integrity of all nessages generated by the

party.

0 Its partyAut hC ock component is called the
aut hentication clock and represents a notion of the
current tinme that is specific to the party.

0 Its partyAuthLast Msg conponent is called the
| ast-tinmestanp and represents a notion of tine
associated with the nost recent, authentic protocol
nmessage generated by the party.

0 Its partyAut hNonce component is called the nonce
and represents a nonotonically increasing integer
associated with the nost recent, authentic protocol
nmessage generated by the party. The nonce associ at ed
with a particul ar message distinguishes it anmong all
others transmitted in the sane unit tinme interval

o Its partyAuthPrivate conponent is called the private
aut hentication key and represents any secret val ue
needed to support the Digest Authentication Protoco
and associ ated digest algorithm

0 Its partyAuthPublic conponent is called the public

aut henti cati on key and represents any public val ue that
may be needed to support the authentication protocol.
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4.

This conponent is not significant except as suggested in
Section 6. 4.

0 Its partyAuthLifetime conponent is called the
lifetime and represents an adm nistrative upper bound
on acceptable delivery delay for protocol nessages
generated by the party.

For each SNWP party that supports the recei pt of nessages via the
Symmetric Privacy Protocol, additional, special significance is
attributed to certain conponents of that party’'s representation

o Its partyPrivProtocol conponent is called the privacy
protocol and identifies a conbination of the Symetric
Privacy Protocol with a particular encryption algorithm
(such as that defined in Section 2.4.2). This conbi ned
mechanismis used to protect fromdisclosure all protocol
nmessages received by the party.

o Its partyPrivPrivate conponent is called the private
privacy key and represents any secret value needed to
support the Synmetric Privacy Protocol and associ ated
encryption al gorithm

o Its partyPrivPublic conponent is called the public
privacy key and represents any public value that may be
needed to support the privacy protocol. This conmponent
is not significant except as suggested in Section 6.4.

Di gest Aut hentication Protoco

This section describes the Digest Authentication Protocol. It

provi des both for verifying the integrity of a received nessage
(i.e., the nmessage received is the nessage sent) and for verifying
the origin of a nessage (i.e., the reliable identification of the
originator). The integrity of the nmessage is protected by conputing a
di gest over an appropriate portion of a nmessage. The digest is
conmputed by the originator of the nmessage, transnitted with the
nmessage, and verified by the recipient of the nessage.

A secret value known only to the originator and recipient of the
nmessage is prefixed to the nessage prior to the digest conputation
Thus, the origin of the nessage is known inplicitly with the
verification of the digest.

Recall from[2] that a SNMP managenent conmuni cation i S represented
by an ASN.1 value with the follow ng syntax.
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SnmpMgnt Com :: = [1] I MPLICI T SEQUENCE ({
dstParty
OBJECT | DENTI FI ER,
srcParty
OBJECT | DENTI FI ER,
pdu PDUs
}

For each SnnmpMgnt Com val ue that represents a SNMP managemnent
comuni cation, the followi ng statenments are true:

0 Its dstParty conponent is called the destination and
identifies the SNVP party to which the conmmuni cation
is directed.

o Its srcParty component is called the source and
identifies the SNWP party from which the
comuni cation is originated.

0 Its pdu conponent has the form and significance
attributed to it in [1].

Recall from[2] that a SNWP aut henticated nmanagenent conmunication is
represented by an ASN. 1 value with the follow ng syntax.

SnnpAut hvsg ::= [1] I MPLICI T SEQUENCE ({
aut hi nfo
ANY, - defined by authentication protocol
aut hDat a
SnimpMgnt Com
}

For each SnnpAut hMsg val ue that represents a SNVP aut henti cated
managenent communi cation, the followi ng statenments are true:

o0 Its authlnfo conmponent is called the authentication
information and represents information required in
support of the authentication protocol used by the
SNWVP party originating the nessage. The detail ed
significance of the authentication information is specific
to the authentication protocol in use; it has no effect on
the application semantics of the conmunication other
than its use by the authentication protocol in
determ ni ng whether the comrunication is authentic or
not .
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0 Its authData conponent is called the authentication
data and represents a SNVP nanagenent
conmuni cati on.

In support of the Digest Authentication Protocol, an authlnfo
conmponent is of type Authlnformation:

Aut hinformation ::= [1] I MPLICI T SEQUENCE ({
aut hTi mest anp
| NTEGER (0. .2147483647),
aut hNonce
| NTEGER (0. .2147483647),
aut hDi gest
OCTET STRI NG

For each Authlnformation value that represents authentication
information, the following statenments are true:

0 Its authTi nestanp conponent is called the
authentication tinmestanp and represents the tine of the
generation of the nessage according to the
partyAut hCl ock of the SNWP party that originated
it. Note that the granularity of the authentication
timestanp is 1 second.

0 Its authNonce conponent is called the authentication
nonce and represents a non-negative integer val ue
eval uated according to the authTi nestanp value. In
order not to limt transm ssion frequency of nmanagenent
comuni cations to the granularity of the authentication
ti mestanp, the authentication nonce is provided to
differentiate between nultiple nessages sent with the
same val ue of aut hTi nestanp. The authentication
nonce is a nonotonically increasing sequence nunber,
that is reset for each new authentication tinmestanp
val ue.

0 Its authDi gest conponent is called the authentication
di gest and represents the digest conputed over an
appropriate portion of the nmessage, where the nessage is
tenmporarily prefixed with a secret value for the purposes
of conputing the digest.

Gl vin, Mdoghrie, & Davin [ Page 13]



RFC 1352 SNMP Security Protocols July 1992

4.1 CGenerating a Message

This section describes the behavior of a SNWP protocol entity when it
acts as a SNWP party for which the authentication protocol is

admini stratively specified as the Di gest Authentication Protocol

| nsof ar as the behavior of a SNMP protocol entity when transmtting
protocol messages is defined generically in [2], only those aspects
of that behavior that are specific to the Digest Authentication
Protocol are described below In particular, this section describes
the encapsul ati on of a SNMP nanagenent conmuni cation into a SNVP

aut henti cat ed nanagenent conmuni cati on

According to [2], a SnnpAut hMsg value is constructed during Step 3 of
generic processing. In particular, it states the authlnfo conponent
is constructed according to the authentication protocol identified
for the SNMP party originating the nessage. Wen the rel evant

aut hentication protocol is the Digest Authentication Protocol, the
procedure perfornmed by a SNVP protocol entity whenever a nanagenent
comuni cation is to be transmtted by a SNMP party is as foll ows.

1. The local database is consulted to deternine the
aut hentication clock, last-tinestanp, nonce, and private
aut hentication key (extracted, for exanple, according to
t he conventions defined in Section 2.4.1) of the SNW
party originating the nessage.

2. The aut hTi mestanp conponent is set to the retrieved
aut hentication clock val ue.

3. If the last-tinmestanp is equal to the authentication
cl ock, the nonce is increnented. O herw se the nonce is
set to zero. The authNonce conponent is set to the
nonce value. In the |ocal database, the originating
SNWP party’s nonce and last-tinmestanp are set to the
nonce val ue and the authentication clock, respectively.

4. The authentication digest is tenporarily set to the
private authentication key. The SnnpAut hMsg val ue
is serialized according to the conventions of [12] and [1].
A digest is conputed over the octet sequence
representing that serialized value using, for exanple, the
algorithm specified in Section 2.4.1. The aut hDi gest
conmponent is set to the conputed digest val ue.

As set forth in [2], the SnnpAut hMsg val ue is then encapsul at ed
according to the appropriate privacy protocol into a SnnmpPrivMsg
value. This latter value is then serialized and transmitted to the
recei ving SNWP party.
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4.2 Recei ving a Message

This section describes the behavior of a SNVP protocol entity upon
recei pt of a protocol nmessage froma SNWP party for which the

aut hentication protocol is admnistratively specified as the D gest
Aut henti cation Protocol. Insofar as the behavior of a SNWP protocol
entity when receiving protocol nessages is defined generically in
[2], only those aspects of that behavior that are specific to the
Di gest Authentication Protocol are described bel ow

According to [2], a SnnpAut hMsg value is evaluated during Step 9 of
generic processing. In particular, it states the SnnpAuthMsg value is
eval uated according to the authentication protocol identified for the
SNMP party that originated the nessage. Wen the rel evant

aut hentication protocol is the Digest Authentication Protocol, the
procedure perfornmed by a SNVP protocol entity whenever a nanagenent
comuni cation is received by a SNWP party is as follows.

1. If the ASN. 1 type of the authlnfo conmponent is not
Aut hl nformati on, the nessage is eval uated as
unaut hentic. O herw se, the authTi nestanp,
aut hNonce, and aut hDi gest conponents are
extracted fromthe SnnmpAut hMsg val ue.

2. The local database is consulted to determ ne the
aut hentication clock, last-tinestanp, nonce, private
aut hentication key (extracted, for exanple, according to
t he conventions defined in Section 2.4.1), and lifetine of
the SNVP party that originated the nmessage.

3. If the authTi nmestanp conponent plus the lifetinme is
| ess than the authentication clock, the nessage is
eval uat ed as unaut henti c.

4. |If the authTi mestanp conponent is |ess than the
| ast-tinmestanp recorded for the originating party in the
| ocal database, the nessage is eval uated as unauthentic.

5. If the authTi mestanp conponent is equal to the
last-timestanp and if the authNonce conponent is |ess
than or equal to the nonce, the nessage is evaluated as
unaut henti c.

6. The aut hDi gest conponent is extracted and
tenporarily recorded.

7. A new SnnpAut hMsg val ue is constructed such that
its aut hDi gest component is set to the private
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aut hentication key and its other conponents are set to
t he val ue of the correspondi ng conponents in the

recei ved SnnmpAut hMsg val ue. This new

SnnpAut hMsg val ue is serialized according to the
conventions of [12] and [1]. A digest is conputed over
the octet sequence representing that serialized val ue
using, for exanple, the algorithmspecified in

Section 2.4.1.

8. If the conputed digest value is not equal to the
previously recorded di gest value, the nessage is
eval uated as unaut henti c.

9. The nessage is evaluated as authentic.

10. The last-tinestanp and nonce val ues locally recorded
for the originating SNWP party are set to the
aut hTi mest anp val ue and the aut hNonce val ue,
respectively.

11. The authentication clock value locally recorded for the
originating SNWP party is advanced to the
aut hTi mestanp value if this latter exceeds the
recorded val ue.

I f the SnnpAut hMsg val ue is evaluated as unauthentic, an
authentication failure is noted and the received nessage is discarded
wi t hout further processing. Otherw se, processing of the received
nmessage continues as specified in [2].

5. Symmetric Privacy Protocol

This section describes the Sycmmetric Privacy Protocol. It provides
for protection fromdisclosure of a received nessage. An appropriate
portion of the message is encrypted according to a secret key known
only to the originator and recipient of the nessage.

This protocol assunes the underlying nechanismis a synmetric
encryption algorithm In addition, the nessage to be encrypted nust
be protected according to the conventions of the D gest

Aut henti cati on Protocol.

Recall from[2] that a SNMP private managenment communication is
represented by an ASN. 1 value with the follow ng syntax.
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SnnpPriviMsg ::= [1] I MPLICI T SEQUENCE ({
pri vDst
OBJECT | DENTI FI ER,
privDat a

[1] IMPLICI T OCTET STRING

For each SnnpPrivMsg val ue that represents a SNVP private managenent
comuni cation, the followi ng statenments are true:

o Its privDst conponent is called the privacy destination
and identifies the SNWP party to which the
conmuni cation is directed.

o Its privData conmponent is called the privacy data and
represents the (possibly encrypted) serialization
(according to the conventions of [12] and [1]) of a SNW
aut henti cat ed nanagenent conmuni cati on

5.1 CGenerating a Message

Thi s section describes the behavior of a SNMP protocol entity when it
conmuni cates with a SNVP party for which the privacy protocol is
admini stratively specified as the Sycmmetric Privacy Protocol. |nsofar
as the behavior of a SNMP protocol entity when transmitting a
protocol message is defined generically in [2], only those aspects of
that behavior that are specific to the Synmetric Privacy Protocol are
described below. In particular, this section describes the
encapsul ati on of a SNMP aut henti cated managenent comunication into a
SNMP private managenent comuni cati on

According to [2], a SnnpPrivMsg value is constructed during Step 5 of
generic processing. In particular, it states the privData conponent
is constructed according to the privacy protocol identified for the
SNWP party receiving the nessage. Wen the relevant privacy protocol
is the Syc”metric Privacy Protocol, the procedure perforned by a SNWP
protocol entity whenever a nmanagenent conmunication is to be
transnitted by a SNWP party is as foll ows.

1. If the SnnpAut hMsg val ue is not authenticated
according to the conventions of the D gest
Aut henti cation Protocol, the generation of the private
managenent communication fails according to a | ocal
procedure, w thout further processing.

2. The local database is consulted to determine the private
privacy key of the SNWMP party receiving the nessage
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(represented, for exanple, according to the conventions
defined in Section 2.4.2).

3. The SnmpAut hMsg value is serialized according to the
conventions of [12] and [1].

4. The octet sequence representing the serialized
SnnpAut hMsg val ue is encrypted using, for exanple,
the algorithmspecified in Section 2.4.2 and the
extracted private privacy key.

5. The privData conponent is set to the encrypted val ue.

As set forth in [2], the SnnmpPrivMsg value is then serialized
and transmitted to the receiving SNW party.

5.2 Recei ving a Message

Thi s section describes the behavior of a SNMP protocol entity when it
acts as a SNWP party for which the privacy protocol is
administratively specified as the Sycmmetric Privacy Protocol. |nsofar
as the behavior of a SNMP protocol entity when receiving a protocol
nmessage is defined generically in [2], only those aspects of that
behavi or that are specific to the Symretric Privacy Protocol are
descri bed bel ow.

According to [2], the privData conponent of a received SnnmpPrivMsg
value is evaluated during Step 4 of generic processing. In
particular, it states the privData conponent is eval uated according
to the privacy protocol identified for the SNVP party receiving the
nmessage. Wien the relevant privacy protocol is the Symretric Privacy
Protocol, the procedure perforned by a SNMP protocol entity whenever
a managenent communication is received by a SNWP party is as follows.

1. The local database is consulted to determnmine the private
privacy key of the SNMP party receiving the nessage
(represented, for exanple, according to the conventions
defined in Section 2.4.2).

2. The contents octets of the privData conponent are
decrypted using, for exanple, the algorithmspecified in
Section 2.4.2 and the extracted private privacy key.

Processing of the received nessage continues as specified in [2].
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6. Cdock and Secret Distribution

The protocols described in Sections 4 and 5 assune the existence of

| oosely synchroni zed cl ocks and shared secret values. Three
requirements constrain the strategy by which clock val ues and secrets
are distributed.

o If the value of an authentication clock is decreased, the
| ast-tinmestanp and private authentication key nust be
changed concurrently.

Wien the value of an authentication clock is decreased,
nmessages that have been sent with a tinestanp val ue
between the value of the authentication clock and its

new val ue may be replayed. Changing the private

aut hentication key obviates this threat. However,
changi ng the authentication clock and the private

aut hentication key is not sufficient to ensure proper
operation. If the last-timestanp is not reduced sinilarly
to the authentication clock, no nessage will be

consi dered authentic until the value of the authentication
cl ock exceeds the value of the last-tinmestanp.

o The private authentication key and private privacy key
must be known only to the parties requiring know edge
of them

Protecting the secrets fromdisclosure is critical to the
security of the protocols. In particular, if the secrets are
distributed via a network, the secrets nust be protected
with a protocol that supports confidentiality, e.g., the
Synmmetric Privacy Protocol. Further, know edge of the
secrets nmust be as restricted as possible within an

i mpl enentation. In particular, although the secrets may

be known to one or nore persons during the initial
configuration of a device, the secrets should be changed

i medi ately after configuration such that their actua

value is known only to the software. A managenent

station has the additional responsibility of recovering the
state of all parties whenever it boots, and it may address
this responsibility by recording the secrets on a

| ong-term storage device. Access to information on this
device nust be as restricted as is practically possible.

0 There nust exist at | east one SNMP protocol entity that
assunes the role of a responsible managenent station

Thi s nanagenent station is responsible for ensuring that
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all authentication clocks are synchronized and for
changi ng the secret val ues when necessary. Al though
nore than one nmanagenent station may share this
responsibility, their coordination is essential to the
secure managenent of the network. The mechani sm by

whi ch nul ti pl e managenent stations ensure that no

nore than one of themattenpts to synchronize the

cl ocks or update the secrets at any one tine is a | ocal
i mpl enentation issue.

A responsi bl e managenent station may either support
cl ock synchroni zation and secret distribution as separate
functions, or conbine theminto a single functional unit.

The first section bel ow specifies the procedures by which a SNVP
protocol entity is initially configured. The next two sections
descri be one strategy for distributing clock values and one for
determ ning a synchroni zed cl ock val ue anong SNVP parties supporting
the Di gest Authentication Protocol. For SNWP parties supporting the
Symmetric Privacy Protocol, the next section describes a strategy for
distributing secret values. The last section specifies the procedures
by which a SNMP protocol entity recovers froma "crash."

6.1 Initial Configuration

This section describes the initial configuration of a SNVMP protocol
entity that supports the Digest Authentication Protocol or both the
Di gest Authentication Protocol and the Symmetric Privacy Protocol.

When a network device is first installed, its initial, secure
configuration nust be done manually, i.e., a person nust physically
visit the device and enter the initial secret values for at least its
first secure SNWP party. This requirenent suggests that the person

wi Il have know edge of the initial secret val ues.

In general, the security of a systemis enhanced as the nunber of
entities that know a secret is reduced. Requiring a person to
physically visit a device every tinme a SNWP party is configured not
only exposes the secrets unnecessarily but is adninistratively
prohibitive. In particular, when MD5 is used, the initial

aut hentication secret is 128 bits Iong and when DES is used an
additional 128 bits are needed -- 64 bits each for the key and
initialization vector. Clearly, these values will need to be recorded
on a nediumin order to be transported between a responsible
managenent station and a nanaged agent. The recomrended procedure is
to configure a small set of initial SNWP parties for each SNW
protocol entity, one pair of which may be used initially to configure
all other SNWP parties.
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In fact, there is a mninmal, useful set of SNWP parties that could be
configured between each responsi bl e managenent station and managed
agent. This mniml set includes one of each of the follow ng for
both the responsi bl e nanagenent station and the nanaged agent:

0 a SNWP party for which the authentication protocol and
privacy protocol are the val ues noAuth and noPriv,
respectively,

0 a SNW party for which the authentication protoco
identifies the mechanismdefined in Section 2.4.1 and its
privacy protocol is the value noPriv, and

0 a SNWP party for which the authentication protocol and
privacy protocol identify the mechanisns defined in
Section 2.4.1 and Section 2.4.2, respectively.

The last of these SNWMP parties in both the responsibl e managenent
station and the nanaged agent could be used to configure all other
SNWP parties. It is the only suitable party for this purpose because
it is the only party that supports data confidentiality, which is
necessary in order to protect the distributed secrets from disclosure
to unauthorized entities.

Configuring one pair of SNWP parties to be used to configure al

other parties has the advantage of exposing only one pair of secrets
-- the secrets used to configure the mniml, useful set identified
above. To linmit this exposure, the responsible managenent station
shoul d change these values as its first operation upon conpletion of
the initial configuration. In this way, secrets are known only to the
peers requiring know edge of themin order to comrunicate.

The Managenent Information Base (M B) docunent [4] supporting these
security protocols specifies 6 initial party identities and initial
val ues, which, by convention, are assigned to the parties and their
associ at ed paraneters.

Al'l 6 parties should be configured in each new nanaged agent and its
responsi bl e managenent station. The responsi bl e managenent station
shoul d be configured first, since the managenent station can be used
to generate the initial secrets and provide themto a person, on a
suitable medium for distribution to the managed agent. The foll ow ng
sequence of steps describes the initial configuration of a managed
agent and its responsi bl e managenent station.

1. Determine the initial values for each of the attributes of

the SNWP party to be configured. Sonme of these val ues
may be conputed by the responsi bl e managenent
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station, some nay be specified in the M B docunent,
and sonme may be adninistratively detern ned.

Configure the parties in the responsi bl e management
station, according to the set of initial values. If the
managenent station is conmputing sonme initial values to
be entered into the agent, an appropriate nedi um nust
be present to record the val ues.

Configure the parties in the nanaged agent, according to
the set of initial values.

The responsi bl e managenent station nust synchroni ze

t he authentication clock values for each party it shares
wi th each managed agent. Section 6.3 specifies one
strategy by which this could be acconplished.

The responsi bl e managenent station shoul d change the
secret values nanually configured to ensure the actua
val ues are known only to the peers requiring know edge
of themin order to comrunicate. To do this, the
managenent station generates new secrets for each party
to be reconfigured and distributes those secrets with a
strategy that uses a protocol that protects them from
di scl osure, e.g., Synmetric Privacy Protocol (see
Section 6.4). Upon receiving positive acknow edgenent
that the new val ues have been distributed, the
managenent station should update its |ocal database
with the new val ues.

I f the nmanaged agent does not support a protocol that protec
nmessages from di scl osure, then automatic mai ntenance and
configuration of parties is not possible, i.e., the last ste
is not possible. The secrets can only be changed by a physic
to the device.

If there are other SNWP protocol entities requiring know edg
secrets, the responsi bl e managenent station nust distribute
i nformati on upon conpletion of the initial configuration. Th
nmechani sm used must protect the secrets fromdisclosure to
unaut hori zed entities. The Symmetric Privacy Protocol, for e
is an acceptabl e nechani sm

6.2 Clock Distribution
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A responsi bl e managenent station nust ensure that the authentication
clock value for each SNWP party for which it is responsible
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0 is loosely synchroni zed anong all the | ocal databases in
which it appears,

0 is reset, as indicated bel ow, upon reaching its maxi nal
val ue, and

0 i s non-decreasing, except as indicated bel ow

The skew anong the cl ock values nust be accounted for in the lifetine
value, in addition to the expected communi cati on delivery del ay.

A skewed aut hentication clock my be detected by a nunber of
strategies, including know edge of the accuracy of the system cl ock,
unaut henti cated queries of the party database, and recognition of
aut hentication failures originated by the party.

Whenever clock skew is detected, and whenever the SNMP entities at
bot h the responsi bl e nanagenent station and the rel evant nanaged
agent support an appropriate privacy protocol (e.g., the Symetric
Privacy Protocol), a straightforward strategy for the correction of
clock skew is sinultaneous alteration of authentication clock and
private key for the relevant SNWP party. |If the request to alter the
key and clock for a particular party originates fromthat sanme party,
then, prior to transnitting that request, the I ocal notion of the
authentication clock is artificially advanced to assure acceptance of
the request as authentic.

More general ly, however, since an authentication clock value need not
be protected fromdisclosure, it is not necessary that a managed
agent support a privacy protocol in order for a responsible
managenent station to correct skewed cl ock val ues. The procedure for
correcting clock skew in the general case is presented in Section

6. 3.

In addition to correcting skewed noti ons of authentication clocks,
every SNWP entity nust react correctly as an authentication clock
approaches its maximal value. If the authentication clock for a
particul ar SNVP party ever reaches the maxi mal tinme value, the clock
must halt at that value. (The value of interest may be the nmaxi mum
less lifetime. Wien authenticating a nessage, its authentication
timestanp is added to lifetine and conpared to the authentication
clock. A SNWP protocol entity nust guarantee that the sumis never
greater than the maximal time value.) In this state, the only

aut henti cat ed request a managenent station should generate for this
party is one that alters the value of at least its authentication
clock and private authentication key. In order to reset these val ues,
t he responsi bl e managenent station nmay set the authentication
timestanp in the nessage to the maximal tinme value. In this case, the
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nonce val ue nmay be used to distinguish rmultiple nessages.

The val ue of the authentication clock for a particular SNWP party
must never be altered such that its new value is less than its old
value, unless its last-tinmestanp and private authentication key are
also altered at the sane tine.

6.3 d ock Synchroni zation

Unl ess the secrets are changed at the sane tine, the correct way to
synchroni ze clocks is to advance the slower clock to be equal to the
faster clock. Suppose that party agentParty is realized by the SNW
entity in a nmanaged agent; suppose that party ngrParty is realized by
the SNMP entity in the correspondi ng responsi bl e managenent station
For any pair of parties, there are four possible conditions of the
aut hentication clocks that could require correction

1. The managenent station’s notion of the value of the
aut hentication clock for agentParty exceeds the agent’s
noti on.

2. The managenent station’s notion of the value of the
aut hentication clock for ngrParty exceeds the agent’'s
noti on.

3. The agent’s notion of the value of the authentication
clock for agentParty exceeds the nanagenent station's
noti on.

4. The agent’s notion of the value of the authentication
clock for ngrParty exceeds the nanagenent station's
noti on.

The sel ective clock accel eration nechanismintrinsic to the protoco
corrects conditions 2 and 3 as part of the normal processing of an
aut henti c nmessage. Therefore, the clock adjustnment procedure bel ow
does not provide for any adjustnents in those cases. Rather, the
foll owi ng sequence of steps specifies how the cl ocks may be
synchroni zed when condition 1, condition 4, or both of those
conditions are manifest.

1. The responsi bl e nanagenent station saves its existing
notions of the authentication clocks for the two parties
agentParty and ngrParty.

2. The responsi bl e managenent station retrieves the

aut henti cation clock values for both agentParty and
ngrParty fromthe agent. This retrieval nust be an
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unaut henti cated request, since the managenent station
does not know if the clocks are synchronized. If the
request fails, the clocks cannot be synchroni zed, and the
cl ock adjustnent procedure is aborted wi thout further
processi ng.

3. If the managenent station’s notion of the authentication
clock for agentParty exceeds the notion just retrieved
fromthe agent by nore than the anobunt of the
comuni cati ons delay between the two protocol entities,
then condition 1 is manifest. The recomended estimate
of communi cation delay in this context is one half of the
lifetine value recorded for agentParty.

4. If the notion of the authentication clock for ngrParty
just retrieved fromthe agent exceeds the nanagenent
station’s notion, then condition 4 is mani fest, and the
responsi bl e nanagenent station advances its notion of
the authentication clock for ngrParty to match the
agent’s notion.

5. If condition 1 is manifest, then the responsible
managenent station sends an aut henti cated
managenent operation to the agent that advances the
agent’s notion of the authentication clock for
agentParty to be equal to the managenent station’s
notion. If this managenent operation fails, then the
managenent station restores its previously saved notions
of the clock values, and the clock adjustnment procedure
is aborted without further processing.

6. The responsi bl e managenent station retrieves the
aut henti cation clock values for both agentParty and
ngrParty fromthe agent. This retrieval nust be an
aut henti cated request, in order that the nmanagenent
station may verify that the clock values are properly
synchroni zed. If this authenticated query fails, then the
managenent station restores its previously saved notions
of the clock values, and the clock adjustment procedure
is aborted without further processing. Oherw se, clock
synchroni zati on has been successfully realized.

It is inportant to note step 4 above must be conpl eted before
attenpting step 5. O herwi se, the agent nmay eval uate the request in
step 5 as unauthentic. Simlarly, step 5 above nust be conpl et ed
before attenpting step 6. O herw se, the managenent station may
eval uate the query response in step 6 as unaut hentic.
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Adm ni strative advancenent of a clock as descri bed above does not

i ntroduce any new vul nerabilities, since the value of the clock is
intended to increase with the passage of tinme. A potenti al
operational problemis the rejection of managenent operations that
are authenticated using a previous value of the relevant party clock.
This possibility may be avoided if a managenent station suppresses
generation of nmanagenent traffic between relevant parties while this
cl ock adjustnent procedure is in progress.

6.4 Secret Distribution

This section describes one strategy by which a SNVWP protocol entity
that supports both the Di gest Authentication Protocol and the
Symmetric Privacy Protocol can change the secrets for a particul ar
SNWP party.

The frequency with which the secrets of a SNW party shoul d be
changed is a |ocal administrative issue. However, the nore frequently
a secret is used, the nore frequently it should be changed. At a

m ni nrum the secrets nmust be changed whenever the associ ated

aut henti cation cl ock approaches its nmaxi mal value (see Section 7).
Note that, owing to both adm nistrative and automatic advances of the
aut henti cation clock described in this neno, the authentication clock
for a SNMP party may wel |l approach its naxi nal val ue sooner than

nm ght ot herw se be expected.

The foll owi ng sequence of steps specifies how a responsible
managenent station alters a secret value (i.e., the private
aut hentication key or the private privacy key) for a particular SNVP

party.

1. The responsi bl e nanagenent station generates a new
secret val ue.

2. The responsi bl e managenent station encapsul ates a
SNMP Set request in a SNVP private nmanagenent
conmuni cation with at |east the follow ng properties.

0 Its source supports the Di gest Authentication
Protocol and the Symretric Privacy Protocol

o Its destination supports the Symmetric Privacy
Protocol and the Digest Authentication Protocol

3. The SNWP private managenent communication is
transmtted to its destination.

4. Upon receiving the request, the recipient processes the

Gl vin, Mdoghrie, & Davin [ Page 26]



RFC 1352 SNMP Security Protocols July 1992

nmessage according to [1] and [2].

5. The recipient encapsul ates a SNMP Set response in a
SNVP private managenment conmuni cation with at | east
the followi ng properties.

0 Its source supports the Di gest Authentication
Protocol and the Symretric Privacy Protocol

o Its destination supports the Symretric Privacy
Protocol and the Digest Authentication Protocol

6. The SNWP private managenent communication is
transmtted to its destination.

7. Upon receiving the response, the responsible
managenent station updates its |ocal database with the
new val ue.

If the responsi bl e managenent station does not receive a response to
its request, there are two possibl e causes.

0 The request may not have been delivered to the
desti nati on.

o0 The response may not have been delivered to the
originator of the request.

In order to distinguish the two possible error conditions, a
responsi bl e nanagenent station could check the destination to see if
t he change has occurred. Unfortunately, since the secret values are
unreadabl e, this is not directly possible.

The recommended strategy for verifying key changes is to set the
public value corresponding to the secret being changed to a

recogni zabl e, novel value: that is, alter the public authentication
key value for the relevant party when changing its private

aut hentication key, or alter its public privacy key val ue when
changing its private privacy key. In this way, the responsible
managenent station nmay retrieve the public value when a response is
not received, and verify whether or not the change has taken place.
(This strategy is available since the public values are not used by
the protocols defined in this neno. If this strategy is enployed,
then the public values are significant in this context. O course,
protocols using the public values may nake use of this strategy
directly.)

One ot her scenario worthy of nmention is using a SNWP party to change
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its own secrets. In this case, the destination will change its |oca
dat abase prior to generating a response. Thus, the response will be
constructed according to the new value. However, the responsible
managenent station will not update its |ocal database until after the
response is received. This suggests the responsi bl e managenent
station may receive a response which will be evaluated as

unaut hentic, unless the correct secret is used. The responsible
managenent station nmay either account for this scenario as a special
case, or use an alteration of the relevant public values (as

descri bed above) to verify the key change.

Note, during the period of tinme after the request has been sent and
before the response is received, the managenent station nust keep
track of both the old and new secret values. Since the delay nmay be
the result of a network failure, the nanagenent station nust be
prepared to retain both values for an extended period of tine,

i ncl udi ng across reboots.

6.5 Crash Recovery

This section describes the requirenments for SNMP protocol entities in
connection with recovery fromsystem crashes or other service
i nterruptions.

For each SNWP party in the | ocal database for a particul ar SNVP
protocol entity, its identity, authentication clock, private

aut henti cation key, and private privacy key nust enjoy non-vol atile,
incorruptible representations. If possible, lifetime should al so
enjoy a non-volatile, incorruptible representation. |[If said protocol
entity supports other security protocols or algorithnms in addition to
the two defined in this neno, then the authentication protocol and
the privacy protocol for each party also require non-volatile,

i ncorruptible representation

The authentication clock of a SNMP party is a critical conmponent of
the overall security of the protocols. The inclusion of a reliable
representation of a clock in a SNWP protocol entity enhances overal
security. Areliable clock representation continues to increase
according to the passage of tinme, even when the |ocal SNWP protocol
entity -- due to power |oss or other systemfailure -- may not be
operating. An exanple of a reliable clock representation is that
provi ded by battery-powered cl ock-cal endar devices incorporated into
some contenporary systems. It is assuned that nanagenent stations

al ways support reliable clock representations, where clock adjustnent
by a human operator during crash recovery nay contribute to that
reliability.

I f a managed agent crashes and does not reboot in time for its
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responsi bl e nanagenent station to prevent its authentication clock
fromreaching its maxi mal val ue, upon reboot the clock nust be halted
at its maxi mal value. The procedures specified in Section 6.3 would

t hen apply.

I f a managed network el enent supports a reliable clock
representation, recovering froma crash requires few special actions.
Upon recovery, those attributes of each SNWP party that do not enjoy
non-vol atile or reliable representation are initialized as follows.

o If the private authentication key is not the OCTET
STRI NG of zero length, the authentication protocol is
set to identify use of the Digest Authentication Protoco
in conjunction with the algorithmspecified in
Section 2.4.1.

0 The last-tinmestanp is initialized to the value of the
aut henti cati on cl ock.

o The nonce is initialized to zero.

olf thelifetinme is not retained, it should be initialized to
zero.

o If the private privacy key is not the OCTET STRI NG
of zero length, the privacy protocol is set to identify use
of the Symmetric Privacy Protocol in conjunction with
the algorithmspecified in Section 2.4.2.

Upon detecting that a managed agent has rebooted, a responsible
managenent station must reset all other party attributes, including
the lifetime if it was not retained. In order to reset the lifetine,
the responsi bl e managenent station should set the authentication
timestanp in the nmessage to the sumof the authentication clock and
desired lifetine. This is an artificial advancenent of the
authentication timestanp in order to guarantee the nessage wll be
aut henti c when received by the recipient.

If, alternatively, a managed network el ement does not support a
reliable clock representation, then those attributes of each SNWVP
party that do not enjoy non-volatile representation are initialized
as follows.

o If the private authentication key is not the OCTET
STRI NG of zero length, the authentication protocol is
set to identify use of the Digest Authentication Protoco
in conjunction with the algorithmspecified in
Section 2.4.1.
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o The authentication clock is initialized to the naxi na
ti me val ue.

0 The last-tinmestanp is initialized to the maximal tine
val ue.

o The nonce is initialized to zero.

olf thelifetime is not retained, it should be initialized to
zero.

o If the private privacy key is not the OCTET STRI NG
of zero length, the privacy protocol is set to identify use
of the Symmetric Privacy Protocol in conjunction with
the algorithmspecified in Section 2.4.2.

The only authenticated request a managenent station should generate
for a party in this initial state is one that alters the value of at
| east its authentication clock, private authentication key, and
lifetime (if that was not retained). In order to reset these val ues,
t he responsi bl e managenent station nmust set the authentication
timestanp in the nessage to the maxi mal tinme value. The nonce val ue
may be used to distinguish nultiple nessages.

7. Security Considerations

Thi s section highlights security considerations relevant to the
protocols and procedures defined in this nmeno. Practices that
contribute to secure, effective operation of the nmechani snms defi ned
here are described first. Constraints on inplenentation behavior that
are necessary to the security of the system are presented next.
Finally, an informal account of the contribution of each nmechani sm of
the protocols to the required goals is presented.

7.1 Recomrended Practi ces

This section describes practices that contribute to the secure,
ef fective operation of the nechanisns defined in this neno.

0o A managenent station should discard SNVMP responses
for which neither the request-id conponent nor the
represented managenent information corresponds to any
currently outstandi ng request.

Al though it would be typical for a managenent station

to do this as a matter of course, in the context of these
security protocols it is significant owing to the possibility
of nessage duplication (malicious or otherw se).
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0 A managenent station should not interpret an agent’s
| ack of response to an authenticated SNVP nanagenent
conmuni cation as a conclusive indication of agent or
network failure.

It is possible for authentication failure traps to be |ost or
suppressed as a result of authentication clock skew or

i nconsi stent notions of shared secrets. In order either to
facilitate adm ni strati on of such SNWP parties or to

provide for continued managenent in tinmes of network

stress, a nmanagenent station inplenmentation nay

provide for arbitrary, artificial advancenment of the
timestanp or selection of shared secrets on locally
gener at ed nmessages.

o The lifetine value for a SNVMP party shoul d be chosen
(by the local administration) to be as small as possi bl e,
gi ven the accuracy of clock devices avail able, relevant
round-trip comuni cations del ays, and the frequency
wi th which a responsi bl e managenent station will be
able to verify all clock val ues.

Alarge lifetime increases the vulnerability to malicious
del ays of SNMP nessages. The inplenmentation of a
managenent station nmay, when explicitly authorized,
provide for dynami c adjustnment of the lifetime in order
to acconmodat e changi ng network conditions.

o Wien sending state altering nmessages to a nanaged
agent, a nanagenent station should del ay sending
successi ve nessages to the managed agent until a
positive acknow edgenent is received for the previous
message or until the previous nessage expires.

When using the noAuth protocol, no nmessage ordering

is inmposed by the SNVP. Messages nmay be received in

any order relative to their tinme of generation and each
will be processed in the ordered received. In contrast,
the security protocols guarantee that received nessages
are ordered insofar as each received nessage nust have
been sent subsequent to the sending of a previously
recei ved nmessage.

When an aut henticated nessage is sent to a nanaged

agent, it will be valid for a period of time that does not
exceed lifetine under normal circunstances. During the
period of tine this nmessage is valid, if the managenent
station sends another authenticated nessage to the
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managed agent that is received and processed prior to
the first nessage, the first nmessage will be considered
unaut hentic when it is received by the managed agent.

I ndeed, a managenent station nmust cope with the | oss
and re-ordering of messages resulting fromanonmalies in
the network as a matter of course. A nanagenent

station inplenmentati on may choose to prevent the |oss
of messages resulting fromre-ordering when using the
security protocols defined in this nmeno by del ayi ng
sendi ng successive nessages.

o The frequency with which the secrets of a SNW party
shoul d be changed is indirectly related to the frequency
of their use.

Protecting the secrets fromdisclosure is critical to the
overall security of the protocols. Frequent use of a secret
provi des a continued source of data that may be usefu

to a cryptanalyst in exploiting known or perceived
weaknesses in an algorithm Frequent changes to the

secret avoid this vulnerability.

Changing a secret after each use is is generally regarded
as the nost secure practice, but a significant anount of
overhead may be associated with that approach

Note, too, in a local environment the threat of disclosure
may be insignificant, and as such the changing of secrets
may be less frequent. However, when public data

networ ks are the conmunication paths, nore caution is
prudent .

o0 In order to foster the greatest degree of security, a
managenent station inplenmentati on nust support
constrai ned, pairw se sharing of secrets anong SNWP
entities as its default node of operation.

Oning to the use of symmretric cryptography in the
protocol s defined here, the secrets associated with a
particular SNMP party rust be known to all other

SNMP parties with which that party may wish to

comuni cate. As the nunber of |ocations at which
secrets are known and used increases, the likelihood of
their disclosure also increases, as does the potential

i npact of that disclosure. Mreover, if the set of SNWP
protocol entities with know edge of a particul ar secret
nunbers nore than two, data origin cannot be reliably
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aut henti cated because it is inpossible to determine with
any assurance which entity of that set may be the
originator of a particular SNWP message. Thus, the
greatest degree of security is afforded by configurations
in which the secrets for each SNMP party are known to

at nost two protocol entities.

7.2 Conf or nance

A SNVP protocol entity inplenmentation that clains conformance to this
meno nust satisfy the follow ng requirenents:

1. It nust inplenent the noAuth and noPriv protocols
whose object identifiers are defined in [4].

noAuth This protocol signifies that nmessages generated
by a party using it are not protected as to origin or
integrity. It is required to ensure that a party’s
aut hentication clock is always accessi bl e.

noPriv This protocol signifies that nmessages received
by a party using it are not protected from
disclosure. It is required to ensure that a party’s
aut hentication clock is always accessi bl e.

2. It must inplenent the Digest Authentication Protocol in
conjunction with the algorithmdefined in Section 2.4.1

3. It nust include in its |ocal database at | east one SNV
party with the followi ng paraneters set as foll ows:

0 partyAut hProtocol is set to noAuth and
o partyPrivProtocol is set to noPriv.

This party nust have a MB view [2] specified that
includes at |east the authentication clock of all other
parties. Alternatively, the authentication clocks of the
other parties nay be partitioned anong several simlarly
configured parties according to a |ocal inplenentation
conventi on.

4. For each SNWP party about which it maintains
information in a | ocal database, an inplenmentation nust
satisfy the follow ng requirenents:

(a) It must not allow a party’s paraneters to be set to
a value inconsistent with its expected syntax. In
particular, Section 2.4 specifies constraints for the
chosen nechani sis.
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(b) It nmust, to the nmaximal extent possible, prohibit
read-access to the private authentication key and
private encryption key under all circunstances
except as required to generate and/or validate
SNMP nessages wWith respect to that party. This
prohibition includes prevention of read-access by
the entity’ s hunan operators.

(c) I't must allow the party’s authentication clock to be
publicly accessible. The correct operation of the
Di gest Authentication Protocol requires that it be
possible to deternine this value at all tines in
order to guarantee that skewed authentication
cl ocks can be resynchroni zed.

(d) I't must prohibit alterations to its record of the
aut hentication clock for that party independently of
alterations to its record of the private
aut hentication key (unless the clock alteration is an
advancenent) .

(e) I't must never allow its record of the authentication
clock for that party to be increnmented beyond the
maxi mal tinme value and so "roll-over"” to zero.

(f) It nmust never increase its record of the lifetinme for
that party except as may be explicitly authorized
(via inperative conmmand or securely represented
configuration information) by the responsible
networ k admi ni strator.

(g) In the event that the non-volatile, incorruptible
representations of a party’'s paranmeters (in
particular, either the private authentication key or
private encryption key) are |ost or destroyed, it
nmust alter its record of these quantities to random
val ues so subsequent interaction with that party
requi res manual redistribution of new secrets and
ot her paraneters.

5. If it selects new value(s) for a party' s secret(s), it nust
avoi d bad or obvious choices for said secret(s). Choices
to be avoi ded are boundary val ues (such as all-zeros)
and predictabl e values (such as the sanme val ue as
previously or selecting froma predeterm ned set).

7.3 Pr ot ocol Correctness

The correctness of these SNMP security protocols with respect to the
stated goal s depends on the follow ng assunptions:
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1. The chosen nessage digest algorithmsatisfies its design
criteria. In particular, it nust be conputationally
i nfeasible to di scover two nessages that share the same
di gest val ue.

2. It is conputationally infeasible to determ ne the secret
used in calculating a digest on the concatenation of the
secret and a nessage when both the digest and the
nmessage are known.

3. The chosen symmetric encryption algorithmsatisfies its
design criteria. In particular, it nust be conputationally
infeasible to deternine the cleartext nessage fromthe
ci phertext nmessage w thout know edge of the key used in
the transformation

4. Local notions of a party’s authentication clock while it is
associated with a specific private key value are
nonot oni cal | y non-decreasing (i.e., they never run
backwards) in the absence of adm nistrative
mani pul ati ons.

5. The secrets for a particular SNVP party are known only
to aut horized SNMP protocol entities.

6. Local notions of the authentication clock for a particul ar
SNWP party are never altered such that the
aut hentication clock’s new value is |less than the current
value without also altering the private authentication
key.

For each mechani sm of the protocol, an informal account of its
contribution to the required goals is presented bel ow. Pseudocode
fragments are provi ded where appropriate to exenplify possible

i npl ementations; they are intended to be self-explanatory.

7.3.1 Cl ock Monotonicity Mechani sm
By pairing each sequence of a clock’s values with a unique key, the

protocols partially realize goals 3 and 4, and the conjunction of
this property with assunption 6 above is sufficient for the claim

that, with respect to a specific private key value, all |ocal notions
of a party’s authentication clock are, in general, non-decreasing
with tine.
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7.3.2 Data Integrity Mechani sm

The protocols require conputation of a nessage di gest conputed over
the SNMP nessage prepended by the secret for the relevant party. By
virtue of this nechani smand assunptions 1 and 2, the protocols
realize goal 1.

Normal Iy, the inclusion of the nmessage digest value with the digested
message woul d not be sufficient to guarantee data integrity, since

t he di gest value can be nodified in addition to the nessage while it
is enroute. However, since not all of the digested nessage is
included in the transnmission to the destination, it is not possible
to substitute both a nmessage and a digest value while enroute to a
desti nati on.

Strictly speaking, the specified strategy for data integrity does not
detect a SNWP nessage nodification which appends extraneous materi al
to the end of such nessages. However, owing to the representation of
SNWMP nessages as ASN. 1 val ues, such nodifications cannot --
consistent with goal 1 -- result in unauthorized managenent

operati ons.

The data integrity mechanismspecified in this neno protects only
agai nst unaut hori zed nodi fication of individual SNV nessages. A nore
general data integrity service that affords protection against the
threat of nessage stream nodification is not realized by this
mechani sm although limted protection agai nst reordering, delay, and
duplication of nmessages within a nessage stream are provi ded by ot her
mechani sns of the protocol

7.3.3 Data Origin Authentication Mechani sm

The data integrity mechanismrequires the use of a secret val ue known
only to conmunicating parties. By virtue of this mechani sm and
assunptions 1 and 2, the protocols explicitly prevent unauthorized
nodi fication of nessages. Data origin authentication is inplicit if
the nmessage di gest value can be verified. That is, the protocols
realize goal 2.

7.3.4 Restricted Adm ni strati on Mechani sm

This nenp requires that inplenmentations preclude admnistrative
alterations of the authentication clock for a particular party

i ndependently fromits private authentication key (unless that clock
alteration is an advancenent). An exanple of an efficient

i npl ementation of this restriction is provided in a pseudocode
fragment bel ow. This pseudocode fragment neets the requirenents of
assunption 6.
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7.

3.

Pseudocode Fragnent. Cbserve that the requirenent is not for

si mul taneous alteration but to preclude i ndependent alteration. This
latter requirenent is fairly easily realized in a way that is
consistent with the defined semantics of the SNMP Set operation.

Void partySetKey (party, newKeyVal ue)

if (party->clockAltered) {
party->cl ockAl tered = FALSE;
party->keyAl tered = FALSE;
party->keyl nUse = newKeyVal ue;
party->cl ockl nUse = party->cl ockCache;

el se {
party->keyAl tered = TRUE;
party->keyCache = newKeyVal ue;

}
Void partySetd ock (party, newCl ockVal ue)

if (party->keyAltered) {
party->keyAl tered = FALSE;
party->cl ockAl tered = FALSE;
party->cl ockl nUse = newCl ockVal ue;
party->keyl nUse = party->keyCache;

}
el se {
party->cl ockAl tered = TRUE;
party->cl ockCache = newC ockVal ue;
}

5 O dered Delivery Mechani sm

The definition of the Digest Authentication Protocol requires that,

if the timestanp value on a received nessage does not exceed the

ti mestanp of the nost recent validated nessage locally delivered from
the originating party, then that nessage is not delivered. O herw se,
the record of the tinmestanp for the nost recent locally delivered

val i dat ed nmessage i s updated.

if (nmsglsValidated) ({
if (tinmestanpOf Recei vedMsg >
party->timestanpCf Last Del i ver edMsg) {
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party->timestanpCf Last Del i ver edMsg =
ti mest anpCOf Recei vedMsg;

el se {
negl sVal i dat ed = FALSE
}

Al t hough not explicitly represented in the pseudocode above, in the
Di gest Authentication Protocol, the ordered delivery nmechani sm nust
ensure that, when the authentication tinestanp of the received
nmessage is equal to the last-tinestanp, received nessages continue to
be delivered as long as their nonce val ues are nonotonically
increasing. By virtue of this mechanism the protocols realize goal

4.

7.3.6 Message Ti nel i ness Mechani sm

The definition of the SNVMP security protocols requires that, if the
authentication timestanp value on a received nessage -- augnented by
an adm nistratively chosen lifetine value -- is less than the | ocal
notion of the clock for the originating SNVP party, the nmessage is
not delivered.

if (timestanpOf Recei vedMsg +
party->administrativeLifetine <=
party->l ocal Noti onOf Cl ock) {
negl sVal i dat ed = FALSE

By virtue of this nmechanism the protocols realize goal 3. In cases
in which the Iocal notions of a particular SNMP party clock are
noderately well-synchroni zed, the tineliness mechani smeffectively
limts the age of validly delivered nessages. Thus, if an attacker
diverts all validated nessages for replay nmuch later, the delay
introduced by this attack is limted to a period that is proportional
to the skew anong | ocal notions of the party cl ock.

7.3.7 Sel ective O ock Accel erati on Mechani sm

The definition of the SNVMP security protocols requires that, if the
ti mestanp val ue on a received, validated nessage exceeds the | oca
notion of the clock for the originating party, then that notion is
adj usted forward to correspond to said tinestanp value. This
mechanismis neither strictly necessary nor sufficient to the
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security of the protocol; rather, it fosters the clock
synchroni zati on on which valid nessage delivery depends -- thereby
enhanci ng the effectiveness of the protocol in a managenent context.

if (nmsglsValidated) {
if (tinmestampO ReceivedMsg >
party->l ocal Noti onOf Cl ock) {
party->l ocal Noti onOf Ol ock =
ti mest anpOf Recei vedMsg;

The effect of this mechanismis to synchronize |ocal notions of the
party clock nore closely in the case where a sender’s notion is nore
advanced than a receiver’s. In the opposite case, this mechani sm has
no effect on local notions of the party clock and either the received
nmessage is validly delivered or not according to other mechani sns of
t he protocol

Qperation of this mechani smdoes not, in general, inprove the
probability of validated delivery for nessages generated by party
partici pants whose | ocal notion of the party clock is relatively |ess
advanced. In this case, queries froma managenent station may not be
validly delivered and the managenent station needs to react
appropriately (e.g., by adm nistratively resynchronizing |ocal
notions of the clock in conjunction with a key change). In contrast,
the delivery of SNMP trap nessages generated by an agent that suffers
froma | ess advanced notion of a party clock is nore problematic, for
an agent may |lack the capacity to recognize and react to security
failures that prevent delivery of its nessages. Thus, the inherently
unreliable character of trap nessages is likely to be conmpounded by
attenpts to provide for their validated delivery.

7.3.8 Confidentiality Mechani sm

The protocols require the use of a symmetric encryption al gorithm
when the data confidentiality service is required. By virtue of this
mechani sm and assunption 3, the protocols realize goal 5.
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