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1. Problem Goal, and Motivation

As the Internet has evolved and grown over in recent years, it has
becone painfully evident that it is soon to face several serious
scal i ng probl ens. These incl ude:

1. Exhausti on of the cl ass-B network address space. One
fundanental cause of this problemis the |ack of a network
class of a size which is appropriate for md-sized
organi zation; class-C, with a maxi num of 254 host
addresses, is too small while class-B, which allows up to
65534 addresses, is to large to be wi dely allocated.

2. Gowth of routing tables in Internet routers beyond the
ability of current software (and people) to effectively
manage.

3. Eventual exhaustion of the 32-bit | P address space.

It has becone clear that the first two of these problens are |ikely
to becone critical within the next one to three years. This nmeno
attenpts to deal with these problens by proposing a nechanismto sl ow
the growth of the routing table and the need for allocating new I P
network nunbers. It does not attenpt to solve the third problem

which is of a nore long-termnature, but instead endeavors to ease
enough of the short to md-termdifficulties to allow the Internet to
continue to function efficiently while progress is nade on a | onger-
term sol ution

The proposed solution is to hierarchically allocate future |IP address
assi gnnment, by del egating control of segnments of the |IP address space
to the various network service providers.

It is proposed that this schene of allocating | P addresses be

undertaken as soon as possible. It is also believed that the schene
will suffice as a short termstrategy, to fill the gap between now
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and the tinme when a viable long termplan can be put into place and
depl oyed effectively. It is believed that this scheme woul d be
viable for at least three (3) years, in which tinme frane, a suitable
Il ong term sol ution woul d be expected to be depl oyed.

Note that this plan neither requires nor assunes that already

assi gned addresses will be reassigned, though if doing so were
possible, it would further reduce routing table sizes. It is assuned
that routing technology will be capable of dealing with the current

routing table size and with some reasonably-small rate of growth
The emphasis of this plan is on significantly slowng the rate of
this growh

This schene will not affect the deploynment of any specific long term
pl an, and therefore, this docunment will not discuss any long term
pl ans for routing and address architectures.

2. Schenme Pl an
There are two basic conponents of this addressing and routing schene:
one, to distribute the allocation of Internet address space and two,
to provide a nechanismfor the aggregation of routing information
2.1. Aggregation and its limtations

One mej or goal of this addressing plan is to allocate Internet
address space in such a manner as to allow aggregation of routing

i nformati on al ong topol ogical lines. For sinple, single-honed
clients, the allocation of their address space out of a service
provider’s space will acconplish this automatically - rather than

advertise a separate route for each such client, the service provider
may advertise a single, aggregate, route which describes all of the
destinations contained within it. Unfortunately, not all sites are
singly-connected to the network, so sonme |loss of ability to aggregate
is realized for the non sinple cases.

There are two situations that cause a | oss of aggregation efficiency.

o] Organi zations which are nmulti-homed. Because multi-homed
organi zations nust be advertised into the system by each of
their service providers, it is often not feasible to aggregate
their routing information into the address space any one of
those providers. Note that they still may receive their
address allocation out of a service provider’'s address space
(which has ot her advantages), but their routing information
nmust still be explicitly advertised by nost of their service
provi ders (the exception being that if the site’s allocation
cones out of its |east-preferable service provider, then that
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servi ce provider need not advertise the explicit route -

| ongest-match will insure that its aggregated route is used to
get to the site on a non-primary basis). For this reason, the
routing cost for these organizations will typically be about
the same as it is today.

o] Organi zati ons whi ch nove from one service provider to another
This has the effect of "punching a hole" in the aggregation of
the original service provider’'s advertisenent. This plan will
handl e the situation by requiring the newer service provider
to advertise a specific advertisenment for the new client,
which is preferred by virtue of being the | ongest match. To
mai ntain efficiency of aggregation, it is reconended that
organi zati ons whi ch do change service providers plan to
eventual ly migrate their address assignnents fromthe old
provi der’s space to that of the new provider. To this end, it
is recommended that nechanisns to facilitate such mgration,

i ncl udi ng i nproved protocols and procedures for dynam c host
address assi gnnent, be devel oped.

Not e that some aggregation efficiency gain can still be had for

mul ti-honed sites (and, in general, for any site conposed of

mul tiple, logical IP network nunbers) - by allocating a contiguous
bl ock of network nunbers to the client (as opposed to multiple,

i ndependently represented network nunbers) the client’s routing

i nformati on nay be aggregated into a single (net, mask) pair. Al so,
since the routing cost associated with assigning a multi-honed site
out of a service provider’s address space is no greater than the
current nmethod of a random allocation by a central authority, it
makes sense to allocate all address space out of blocks assigned to
servi ce providers.

It is also worthwhile to nmention that since aggregati on nay occur
at nultiple levels in the system it nmay still be possible to
aggregat e these anomal ous routes at higher |evels of whatever

hi erarchy may be present. For exanple, if a site is nulti-honed to
two NSFNet regi onal networks both of whom obtain their address
space fromthe NSFNet, then aggregati on by the NSFNet of routes
fromthe regionals will include all routes to the nulti-honed site.

Finally, it should al so be noted that depl oynent of the new
addressing plan described in this document may (and shoul d) begin
al nost imediately but effective use of the plan to aggregate
routing information will require changes to sone Inter-Donain
routi ng protocols. Likew se, deploying the supernet-capable Inter-
Donai n protocols wthout depl oynment of the new address plan wll
not allow useful aggregation to occur (in other words, the
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addressing plan and routing protocol changes are both required for
supernetting, and its resulting reduction in table growh, to be
effective.) Note, however, that during the period of tinme between
depl oynment of the addressing plan and depl oynent of the new
protocols, the size of routing tables may tenporarily grow very
rapidly. This nust be consi dered when pl anning the depl oynent of
the two plans.

Note: in the discussion and exanples which follow, the network+mask
notation is used to represent routing destinations. This is used
for illustration only and does not require that routing protocols
use this representation in their updates.

2.2. Distributed allocation of address space

The basic idea of the plan is to allocate one or nore bl ocks of
Cl ass-C network numbers to each network service provider.
Organi zations using the network service provider for |nternet
connectivity are allocated bitmask-oriented subsets of the
provi der’s address space as required.

Note that in contrast to a previously described schene of
subnetting a class-A network nunber, this plan should not require
difficult host changes to work around domain systemlimtations -
since each sub-allocated piece of the address space | ooks like a
cl ass-C network nunber, del egation of authority for the IN

ADDR. ARPA domai n works nmuch the sanme as it does today - there wll
just be a lot of class-C network nunmbers whose | N-ADDR ARPA

del egations all point to the sane servers (the same will be true of
the root delegating a | arge bl ock of class-Cs to the network

provi der, unless the del egation just happens to fall on a byte
boundary). It is also the case that this method of aggregating
class-C s is somewhat easier to deploy, since it does not require
the ability to split a class-A across a routing domai n boundary
(i.e., non-contiguous subnets).

It is also worthy to nention that once Inter-Domain protocols which
support classless network destinations are w dely depl oyed, the
rul es described by the "supernetting" plan generalize to permt
arbitrary super/subnetting of the renai ning class-A and cl ass-B
address space (the assunption being that classless |nter-Domain

protocols will either allow for non-contiguous subnets to exist in
the systemor that all conponents of a sub-allocated class-A/B will
be contained within a single routing domain). This will allow this

plan to continue to be used in the event that the class-C space is
exhausted before inplenentation of a |ong-termsolution is depl oyed
(there may, however, be further inplenentation considerations

bef ore doing this).
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Hi erarchi cal sub-allocation of addresses in this nmanner inplies
that clients with addresses allocated out of a given service
provider are, for routing purposes, part of that service provider

and will be routed via its infrastructure. This inplies that
routing information about nulti-honed organizations, i.e.

organi zati ons connected to nore than one network service provider,
will still need to be known by higher levels in the hierarchy.

The advant ages of hierarchical assignnment in this fashion are

a) It is expected to be easier for a relatively small nunber of
service providers to obtain addresses fromthe centra
authority, rather than a nuch larger, and nonotonically
i ncreasi ng, nunber of individual clients. This is not to be
considered as a loss of part of the service providers’ address
space.

b) G ven the current growh of the Internet, a scal able and
del egat abl e net hod of future allocation of network numnmbers has
to be achieved.

For these reasons, and in the interest of providing a consistent
procedure for obtaining Internet addresses, it is reconmended that
nmost, if not all, network numbers be distributed through service
provi ders.

3. Cost-benefit analysis

Thi s new nmet hod of assigning address through service providers can be
put into effect immediately and will, fromthe start, have the
benefit of distributing the currently centralized process of

assi gni ng new addresses. Unfortunately, before the benefit of
reduci ng the size of globally-known routing destinations can be

achieved, it will be necessary to deploy an Inter-Domain routing
protocol capable of handling arbitrary network+mask pairs. Only then
will it be possible to aggregate individual class-C networks into

| arger bl ocks represented by single routing table entries.

Thi s neans that upon introduction, the new addressing plan wll not

in and of itself help solve the routing table size problem Once the
new | nter-Domain routing protocol is deployed, however, an inmediate
drop in the nunmber of destinations which clients of the new protoco

must carry will occur. A detailed analysis of the magnitude of this
expected drop and the permanent reduction in rate of growh is given
in the next section.

In should al so be noted that the present nethod of flat address
al l ocations inposes a |arge bureaucratic cost on the central address
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all ocation authority. For scaling reasons unrelated to address space
exhaustion or routing table overflow, this should be changed. Using
t he mechani sm proposed in this paper will have the happy side effect
of distributing the address allocation procedure, greatly reducing
the load on the central authority.

3.1. Present Allocation Figures

A back- of -t he-envel ope anal ysis of "network-contacts.txt"
(available fromthe DDN NIC) indicates that as of 2/25/92, 46 of
126 cl ass- A network nunbers have been allocated (leaving 81) and
5467 of 16256 cl ass-B nunbers have been allocated, |eaving 10789.
Assum ng that recent trends continue, the nunber of all ocated

class-B's will continue to double approxinmately once a year. At
this rate of grown, all class-B's will be exhausted w thin about
15 nont hs.
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3.2. Historic growh rates

MM YY ROUTES MM YY ROUTES
ADVERTI SED ADVERTI SED
Feb- 92 4775 Apr - 90 1525
Jan-92 4526 Mar - 90 1038
Dec-91 4305 Feb- 90 997
Nov- 91 3751 Jan-90 927
Cct-91 3556 Dec- 89 897
Sep-91 3389 Nov- 89 837
Aug- 91 3258 Cct - 89 809
Jul -91 3086 Sep- 89 745
Jun-91 2982 Aug- 89 650
May- 91 2763 Jul - 89 603
Apr-91 2622 Jun- 89 564
Mar - 91 2501 May- 89 516
Feb-91 2417 Apr - 89 467
Jan-91 2338 Mar - 89 410
Dec- 90 2190 Feb- 89 384
Nov- 90 2125 Jan- 89 346
Cct - 90 2063 Dec- 88 334
Sep- 90 1988 Nov- 88 313
Aug- 90 1894 Cct - 88 291
Jul -90 1727 Sep- 88 244
Jun-90 1639 Aug- 88 217
May- 90 1580 Jul - 88 173
Table | : Gowth in routing table size, total nunbers

Source for the routing table size data is MERIT
3. 3. Det ai |l ed Anal ysi s

There is no technical cost and mnimal adm nistrative cost

associ ated wi th depl oynent of the new address assignment plan. The
adm ni strative cost is basically that of convincing the NIC, the

| ANA, and the network service providers to agree to this plan,
which is not expected to be too difficult. In addition

adm ni strative cost for the central nunbering authorities (the NIC
and the 1ANA) will be greatly decreased by the deploynent of this
pl an. To take advantage of aggregation of routing infornmation,
however, it is necessary that the capability to represent routes
as arbitrary network+mask fields (as opposed to the current
class-A/B/C distinction) be added to the comopn Internet inter-
domai n routing protocol (s).
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3.3.1. Benefits of the new addressing plan
There are two benefits to be had by deploying this plan:

0 The current problemwith depletion of the avail able class-B
address space can be aneliorated by assigning nore-
appropriately sized bl ocks of class-C s to m d-sized
organi zations (in the 200-4000 host range).

0 When the inproved inter-donain routing protocol is deployed,
an i mmedi at e decrease in the nunber routing table entries
followed by a significant reduction in the rate growth of
routing table size should occur (for default-free routers).

3.3.2. Gowh rate projections

Currently, a default-free routing table (for exanple, the routing
tabl es maintained by the routers in the NSFNET backbone) contains
approxi mately 4700 entries. This nunber reflects the current size
of the NSFNET routing database. Historic data shows that this
nunber, on average, has doubl ed every 10 nonths between 1988 and
1991. Assuming that this growmh rate is going to persist in the
foreseeable future (and there is no reason to assume otherw se),
we expect the number of entries in a default-free routing table to

grow to approximately 30000 in two(2) years tine. 1In the
foll ow ng analysis, we assune that the growmh of the Internet has
been, and will continue to be, exponential.

It should be stressed that these projections do not consider that
the current shortage of class-B network nunmbers may increase the
nunber of instances where many class-C s are used rather than a
class-B. Using an assunption that new organi zati ons which formerly
obt ai ned class-B's will now obtain sonmewhere between 4 and 16
class-C s, the rate of routing table growh can conservatively be
expected to at | east double and probably quadruple. This nmeans the
nunber of entries in a default-free routing table may well exceed
10,000 entries within six months and 20,000 entries in less than a
year.

Under the proposed plan, growmh of the routing table in a
default-free router is greatly reduced since nost new address
assignnent will cone fromone of the large blocks allocated to the
service providers. For the sake of this analysis, we assune
pronpt inplenentation of this proposal and depl oynent of the
revised routing protocols. We nmake the initial assunption that any
initial block given to a provider is sufficient to satisfy its
needs for two years.
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Since under this plan, nulti-honed networks nust continue to be
explicitly advertised throughout the system (according to Rul e#l
described in section 4.2), the nunber multi-honed routes is
expected to be the dominant factor in future growh of routing
tabl e size, once the supernetting plan is applied.

Presently, it is estimated that there are fewer than 100 nulti -
honed organi zati ons connected to the Internet. Each such

organi zation's network is conprised of one or nore network
nunbers. I n many cases (and in all future cases under this plan),
the network nunbers used by an organi zati on are consecuti ve,
nmeani ng that aggregation of those networks during route

adverti sement nmay be possible. This means that the nunber of
routes advertised within the Internet for multi-homed networks may
be approxi mated as the total nunber of rmulti-homed organizations.
Assum ng that the nunber of nulti-honed organization will double
every year (which may be a over-estimation, given that every
connection costs noney), the nunber of routes for nmulti-homed

net wor ks woul d be expected to grow to approximately 800 in three
years.

If we further assume that there are approximately 100 service

provi ders, then each service provider will also need to advertise
its block of addresses. However, due to aggregation, these
advertisenments will be reduced to only 100 additional routes. W

assune that after the initial two years, new service providers
conbi ned with additional requests fromexisting providers wll
require an additional 50 routes per year. Thus, the total is 4700
+ 800 + 150 = 5650. This represents an annual grown rate of
approximtely 6% This is in clear contrast to the current annua
grow h of 150% This analysis al so assunmes an inmedi ate

depl oynent of this plan with full conpliance. Note that this

anal ysi s assunes only a single level of route aggregation in the
current Internet - intelligent address allocation should
significantly inprove this.

Clearly, this is not a very conservative assunption in the
Internet environment nor can 100% adopti on of this proposal be
expected. Still, with only a 90% participation in this proposal by
service providers, at the end of the target three years, globa
routing table size will be "only" 4700 + 800 + 145 + 7500 = 13145
routes -- wthout any action, the routing table will growto
approxi mately 75000 routes during that tinme period.
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4. Changes to Inter-Domain routing protocols

In order to support supernetting efficiently, it is clear that sone
changes will need to be made to both routing protocols thenmsel ves and
to the way in which routing information is interpreted. In the case
of "new' inter-domain protocols, the actual protocol syntax changes
shoul d be relatively nminor. This nechanismwill not work with ol der

i nter-donain protocols such as EGP2; the only ways to interoperate
with old systens using such protocols are either to use existing
mechani sns for providing "default"” routes or b) require that new
routers talking to old routers "explode" supernet information into

i ndi vi dual network nunbers. Since the first of these is trivial

while the latter is cunbersone (at best -- consider the nmenory
requirenents it inposes on the receiver of the expl oded information),
it is reconmended that the first approach be used -- that ol der

systens to continue to the nmechanisns they currently enploy for
default handling.

Note that a basic assunption of this plan is that those organizations
whi ch need to inport "supernet" information into their routing
systens nmust run | GPs (such as OSPF[ RFC1267]) which support cl assl ess
routes. Systems running older 1GPs may still advertise and receive
"supernet" information, but they will not be able to propagate such

i nformati on through their routing domains.

4.1. Protocol -i ndependent semantic changes

There are two fundanental changes which nust be applied to Inter-
Donai n routing protocols in order for this plan to work. First, the
concept of network "class" needs to be deprecated - this plan assunes
that routing destinations are represented by network+mask pairs and
that routing is done on a |longest-match basis (i.e., for a given
destinati on which matches nultiple network+mask pairs, the match with
the |l ongest mask is used). Second, current Inter-Domain protocols
generally do not support the concept of route aggregation, so the new
semanti cs need to be inplenented nechani sns that routers use to
interpret routing information returned by the Inter-Domain protocols.
In particular, when doing aggregation, dealing with nmulti-honmed sites
or destinations which change service providers is difficult.
Fortunately, it is possible to define several fairly sinple rules for
dealing with such cases.

4.2. Rules for route advertisement
1. Routing to all destinations nust be done on a | ongest-nmatch
basis only. This inplies that destinations which are multi-

homed rel ative to a routing domain nust always be explicitly
announced into that routing domain - they cannot be summarized
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(this nakes intuitive sense - if a network is nmulti-homed, al
of its paths into a routing domain which is "higher" in the
hi erarchy of networks nust be known to the "higher" network).

2. A routing domain which perforns summarization of nultiple
routes mnust discard packets which nmatch the summari zati on but
do not match any of the explicit routes which nakes up the
sunmari zation. This is necessary to prevent routing loops in
the presence of |ess-specific information (such as a default
route). Inplenentation note - one sinple way to inplenment
this rule would be for the border router to maintain a "sink"
route for each of its aggregations. By the rule of |ongest
match, this would cause all traffic destined to conmponents of
t he aggregati on which are not explicitly known to be
di scar ded.

Note that during failures, partial routing of traffic to a site which
takes its address space from one service provider but which is
actual ly reachable only through another (i.e., the case of a site

whi ch has change service providers) nay occur because such traffic
will be routed along the path advertised by the aggregated route.
Rule #2 will prevent any real problemfrom occurring by forcing such
traffic to be discarded by the advertiser of the aggregated route,
but the output of "traceroute" and other simlar tools will suggest
that a problemexists within the service provider advertising the
aggregate, which may be confusing to network operators (see the
exanple in section 5.2 for details). Solutions to this probl em appear
to be challenging and not likely to be inplenmentable by current
Inter-Domain protocols within the time-frame suggested by this
docunent. This decision may need to be revisited as Inter-Domain
protocol s evol ve.

An inplementation follow ng these rules should al so nmake the

i npl ement ati on be generalized, so that arbitrary network nunber and
mask are accepted for all routing destinations. The only outstanding
constraint is that the mask nmust be left contiguous. Note that the
degenerate route 0.0.0.0 mask 0.0.0.0 is used as a default route and
MUST be accepted by all inplenmentations. Further, to protect against
acci dental advertisements of this route via the inter-domain
protocol, this route should never be advertised unless there is
specific configuration information indicating to do so.
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Systens which process route announcenents nust al so be able to verify
that information which they receive is correct. Thus, inplenentations
of this plan which filter route advertisenents nust al so all ow masks
inthe filter elements. To sinplify administration, it would be
useful if filter elenents automatically allowed nore specific network
nunbers and masks to pass in filter elenments given for a nore genera
mask. Thus, filter el enents which | ooked |ike:

accept 128.32.0.0
accept 128.120.0.0
accept 134.139.0.0
accept 36.0.0.0

woul d | ook something |ike:

accept 128.32.0.0 255.255.0.0
accept 128.120.0.0 255.255.0.0
accept 134.139.0.0 255.255.0.0
deny 36.2.0.0 255.255.0.0
accept 36.0.0.0 255.0.0.0

This is merely making explicit the network nmask which was inplied by
the class-A/B/C classification of network nunbers.

4.3. How the rul es work

Rul e #1 guarantees that the routing algorithmused is consistent
across inplenmentations and consistent with other routing protocols,
such as OSPF. Multi-honed networks are always explicitly advertised
by every service provider through which they are routed even if they
are a specific subset of one service provider’s aggregate (if they
are not, they clearly nust be explicitly advertised). It nmay seem as
if the "primary" service provider could advertise the nulti-honed
site inplicitly as part of its aggregate, but the assunption that

| ongest-nmatch routing is always done causes this not to work.

Rul e #2 guarantees that no routing | oops formdue to aggregation
Consi der a mid-Ievel network which has been allocated the 2048

cl ass-C networks starting with 192.24.0.0 (see the exanple in section
5 for nore on this). The md-level advertises to a "backbone"

192. 24. 0. 0/ 255. 248. 0. 0. Assune that the "backbone", in turn, has been
al l ocated the bl ock of networks 192.0.0.0/255.0.0.0. The backbone
will then advertise this aggregate route to the md-level. Now, if
the md-level | oses internal connectivity to the network

192. 24. 1. 0/ 255. 255.255.0 (which is part of its aggregate), traffic
fromthe "backbone" to the mid-level to destination 192.24.1.1 will
follow the md-level’s advertised route. Wen that traffic gets to
the md-1evel, however, the md-level *nust not* follow the route
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192.0.0.0/255.0.0.0 it learned fromthe backbone, since that would
result in arouting loop. Rule #2 says that the md-1evel may not
follow a | ess-specific route for a destination which matches one of
its own aggregated routes. Note that handling of the "default" route
(0.0.0.0/0.0.0.0) is a special case of this rule - a network must not
follow the default to destinations which are part of one of it’'s
aggregat ed adverti senents.

4.4, Responsibility for and configuration of aggregation

The AS which owns a range of addresses has the sole authority for
aggregation of its address space. In the usual case, the AS wll
install manual configuration conmands in its border routers to
aggregate sone portion of its address space. As AS can al so del egate
aggregation authority to another AS. In this case, aggregation is
done in the other AS by one of its border routers.

When an inter-domain border router performs route aggregation, it
needs to know the range of the block of IP addresses to be
aggregated. The basic principle is that it should aggregate as much
as possible but not to aggregate those routes which cannot be treated
as part of a single unit due to multi-homing, policy, or other
constraints.

One nmechanismis to do aggregation solely based on dynamically

| earned routing information. This has the danger of not specifying a
preci se enough range since when a route is not present, it is not

al ways possible to distinguish whether it is tenporarily unreachable
or that it does not belong in the aggregate. Purely dynanic routing
al so does not allow the flexibility of defining what to aggregate
within a range. The other nechanismis to do all aggregation based on
ranges of bl ocks of |P addresses preconfigured in the router. It is
reconmended that preconfiguration be used, since it nore flexible and
all ows precise specification of the range of destinations to

aggr egat e.

Preconfigurati on does require sone manual | y-mai ntai ned configuration
i nformati on, but not excessively nore so than what router

adm nistrators already maintain today. As an addition to the anount
of information that nust be typed in and mai ntai ned by a human,
preconfiguration is just a line or two defining the range of the

bl ock of | P addresses to aggregate. In terns of gathering the
information, if the advertising router is doing the aggregation, its
admi ni strator knows the infornmation because the aggregati on ranges
are assigned to its domain. |If the receiving donain has been granted
the authority to and task of perform ng aggregation, the information
woul d be known as part of the agreenent to del egate aggregation
Gven that it is common practice that a network adm nistrator |earns
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fromits nei ghbor which routes it should be willing to accept,
preconfigurati on of aggregation information does not introduce
addi ti onal adm ni strative overhead.

5. Exanpl e of new all ocati on and routing
5.1. Address allocation
Consi der the block of 2048 cl ass-C network nunbers begi nning with
192.24.0.0 (0xC0180000 and ending with 192. 31. 255. 0 ( OxCO1FFFOO)
allocated to a single network provider, "RA". A "supernetted" route
to this block of network nunbers woul d be described as 192.24.0.0
with mask of 255.248.0.0 (0xFFF80000).
Assune this service provider connects six clients in the follow ng
order (significant because it denonstrates how tenporary "hol es" may
formin the service provider’s address space):

"C1" requiring fewer than 2048 addresses (8 cl ass-C networKks)
requiring fewer than 4096 addresses (16 class-C networKks)
requiring fewer than 1024 addresses (4 cl ass-C networks)
requiring fewer than 1024 addresses (4 cl ass-C networks)
requiring fewer than 512 addresses (2 cl ass-C networks)

"C6" requiring fewer than 512 addresses (2 cl ass-C networks)
In all cases, the nunber of |IP addresses "required" by each client is
assuned to allow for significant growth. The service provider
all ocates its address space as foll ows:
Cl: allocate 192.24.0 through 192.24.7. This block of networks is
described by the "supernet" route 192.24.0.0 and nask
255. 255.248. 0

C2: allocate 192.24.16 through 192.24.31. This block is described
by the route 192.24.16.0, mask 255.255.240.0

C3: allocate 192.24.8 through 192.24.11. This block is described
by the route 192.24.8.0, nmask 255.255.252.0

C4: allocate 192.24.12 through 192.24.15. This block is described
by the route 192.24.12.0, mask 255.255.252.0

C5: allocate 192.24.32 and 192.24.33. This block is described by
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the route 192.24.32.0, mask 255.255.254.0

C6: allocate 192.24.34 and 192.24.35. This block is described by
the route 192.24.34.0, mask 255.255.254.0

Note that if the network provider uses an | GP which can support

cl assl ess networks, he can (but doesn’'t have to) perform
"supernetting" at the point where he connects to his clients and
therefore only maintain six distinct routes for the 36 class-C
network nunbers. If not, explicit routes to all 36 class-C networks
will have to be carried by the |G

To nmake this exanple nore realistic, assune that C4 and C5 are multi-
honmed t hrough sonme ot her service provider, "RB". Further assume the
exi stence of a client "C7" which was originally connected to "RB" but
has noved to "RA". For this reason, it has a block of network nunbers
which are allocated out "RB"'s block of (the next) 2048 class-C

net wor kK nunbers:

C7: allocate 192.32.0 through 192.32.15. This block is described
by the route 192.32.0, nmask 255.255.240.0

For the multi-homed clients, we will assune that C4 is advertised as
primary via "RA" and secondary via "RB"; C5 is primary via "RB" and
secondary via "RA". To connect this nmess together, we will assume
that "RA" and "RB" are connected via sone comon "backbone" provider
" BB".

Graphically, this sinple topology | ooks sonething like this:
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Cl
24.0.0 -- 192.24.7.0\ _192.32.0.0 - 192.32.15.0
24.0.0/ 255. 255.248.0 \ / 192.32.0.0/255. 255. 240.0
\ / C7
C2 +----+ +----+
24.16.0 - 192.24.31.0 \| | | |
24.16. 0/ 255. 255.240.0 | | _ 192.24.12.0 - 192.24.15.0 _ | |
| | /  192.24.12.0/255.255.252.0 \ | |
G - |/ G \ I
24.8.0 - 192.24.11.0 | RA | | RB |
24. 8.0/ 255. 255. 252. 0 | | 192.24.32.0 - 192.24.33.0 __ | |
/| | 192. 24. 32. 0/ 255. 255. 254. 0 | |
% | I G5 I I
24.34.0 - 192.24.35.0 | | | |
24.34.0/ 255. 255.254. 0 | | | |
+----t +o-- -+
\\ \\
24.12. 0/ 255.255.252.0 (4) || 192.32.12. 0/ 255. 255.252.0 (C4) ||
24.32. 0/ 255. 255.254.0 (C5) || 192. 32. 32. 0/ 255. 255.192. 0 (C5) |
32.0.0/255.255.240.0 (C7) || 192. 32. 0. 0/ 255. 248. 0.0 (RB) |
24.0.0/255.248.0.0 (RA) | ] | |

5.2. Routing advertisenents
need to advertise the bl ock of addresses

Since C4 and C5 are nulti-homed, they mnust

To followrule #1, RA will
that it was given and C7.
al so be adverti sed.
Advertisenents from"RA" to "BB" will be:
192. 24. 12. 0/ 255. 255. 252. 0 primary
192. 24. 32. 0/ 255. 255. 254. 0 secondary
192. 32. 0. 0/ 255. 255. 240.0 prinary

192.24. 0. 0/ 255.248.0.0 primary

(adverti ses
(adverti ses
(adverti ses
(adverti ses

G4)
)
C7)
remai nder of RA)

For RB, the advertisenents nust also include C4 and C5 as well as
it’s block of addresses. Further, RB nay advertise that C7 is
unr eachabl e.

Advertisenents from"RB" to "BB" will be:

192. 24. 12. 0/ 255. 255. 252. 0 secondary
192. 24. 32. 0/ 255. 255. 254. 0 primary
192. 32. 0. 0/ 255.248. 0.0 primary

(advertises C4)
(advertises C5)
(advertises renmai nder of RB)

ler, Li, Yu, & Varadhan [ Page 17]



RFC 1338 Super netting June 1992

To illustrate the problemalluded to by the "note" in section 4.2,
consi der what happens if RA |l oses connectivity to C7 (the client
which is allocated out of RB's space). In a stateful protocol, RA
wi Il announce to BB that 192.32.0.0/255. 255. 240. 0 has becone
unreachabl e. Now, when BB flushes this information out of its routing
table, any future traffic sent through it for this destination wll
be forwarded to RB (where it will be dropped according to Rule #2) by
virtue of RB' s |less specific match 192.32.0.0/255.248.0.0. Wile
this does not cause an operational problem (C7 is unreachable in any
case), it does create sone extra traffic across "BB" (and may al so
prove confusing to a network nanager debugging the outage with
"traceroute"). A mechanismto cache such unreachability information
woul d hel p here, but is beyond the scope of this docunent (such a
mechanismis also not inplementable in the near-term.

6. Transitioning to a long termsolution

Thi s solution does not change the Internet routing and addressing
architectures. Hence, transitioning to a nore long termsolution is
not affected by the deploynment of this plan.

7. Concl usi ons

W are all aware of the growth in routing conplexity, and the rapid
increase in allocation of network nunmbers. G ven the rate at which
this growmh is being observed, we expect to run out in a few short
years.

If the inter-domain routing protocol supports carrying network routes
wi th associ ated masks, all of the najor concerns denonstrated in this
paper woul d be eli m nated.

One of the influential factors which pernmits maxi mal exploitation of
the advantages of this plan is the nunber of people who agree to use
it. It is hoped that having the | AB and the Internet society bless
this plan would go a long way in the w de depl oynent, and hence
benefit of this plan.

If service providers start chargi ng networks for advertising network
nunbers, this would be a very great incentive to share the address
space, and hence the associ ated costs of advertising routes to

servi ce providers.

8. Reconmendati ons
The NI C should begin to hand out |arge bl ocks of class-C addresses to

network service providers. Each block nmust fall on bit boundaries
and shoul d be | arge enough to serve the provider for two years.
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10.

11.

Further, the NIC should distribute very |arge blocks to continenta
and national network service organizations to allow additional |evels
of aggregation to take place at the maj or backbone networks.

Service providers will further allocate power-of-two bl ocks of
cl ass-C addresses fromtheir address space to their subscribers.

Al'l organi zations, including those which are nmulti-honed, should

obt ai n address space fromtheir provider (or one of their providers,
in the case of the multi-honed). These blocks should also fall on
bit boundaries to pernit easy route aggregation.

To allow effective use of this new addressing plan to reduce
propagated routing information, appropriate |ETF Wa will specify the
nodi fications needed to Inter-Domain routing protocols.

| mpl enent ati on and depl oynent of these nodifications should occur as
qui ckly as possi bl e.
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