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Abstract

Thi s docunent was witten during the process of clarification of
RFC2598 "An Expedited Forwarding PHB" that led to the publication of
revised specification of EF "An Expedited Forwarding PHB". Its
primary notivation is providing additional explanation to the revised
EF definition and its properties. The docunent al so provides

addi tional inplenentation exanples and gi ves sonme gui dance for
conmput ati on of the numerical paraneters of the new definition for
several well known schedul ers and router architectures.
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1. Introduction

The Expedited Forwardi ng (EF) Per-Hop Behavior (PHB) was designhed to
be used to build a lowloss, lowlatency, lowjitter, assured

bandwi dth service. The potential benefits of this service, and
therefore the EF PHB, are enornous. Because of the great val ue of
this PHB, it is critical that the forwardi ng behavi or required of and
delivered by an EF-conpliant node be specific, quantifiable, and
unanbi guous.

Unfortunately, the definition of EF PHB in the original RFC2598 [10]
was not sufficiently precise (see Appendix A and [4]). A nore
precise definition is givenin [6]. This docunent is intended to aid
in the understandi ng of the properties of the new definition and
provi de suppl enental information not included in the text of [6] for
sake of brevity.

This docunent is outlined as follows. 1In section 2, we briefly
restate the definition for EF PHB of [6]. W then provide sone
addi ti onal discussion of this definition and describe sone of its
properties. W discuss the issues associated with per-packet del ay
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and loss in sections 3 and 4. In section 5 we discuss the inpact of
known scheduling architectures on the critical paraneters of the new
definition. W also discuss the inpact of deviation of real devices
fromthe ideal output-buffered nodel on the magnitude of the critical
paraneters in the definition

2. Definition of EF PHB

2.1. The fornmal definition

An intuitive explanation of the new EF definition is described in
[6]. Here we restate the formal definition from[6] verbatim

A node that supports EF on an interface | at sone configured rate R
MUST satisfy the foll ow ng equations:

dj <=f_j + E.a for all j>0 (eq_1)
where f j is defined iteratively by
f 0=0, d0=0

f_j max(a_j, mn(d_j-1, f_j-1)) +1_j/R for all j >0 (eq_2)

In this definition:

- d_j is thetinme that the last bit of the j-th EF packet to
depart actually | eaves the node fromthe interface |

- f_j is the target departure tine for the j-th EF packet to
depart froml, the "ideal" tinme at or before which the last bit
of that packet should | eave the node.

- aj isthetine that the last bit of the j-th EF packet
destined to the output | actually arrives at the node.

- | _j is the size (bits) of the j-th EF packet to depart froml.
| j is measured on the I P datagram (1P header plus payl oad) and
does not include any |ower |ayer (e.g. MAC | ayer) overhead.

- Ris the EF configured rate at output | (in bits/second).

- Eaisthe error termfor the treatnent of the EF aggregate.
Note that E a represents the worst case devi ati on between
actual departure tinme of an EF packet and ideal departure tine
of the sane packet, i.e. E_a provides an upper bound on (d_j -
f_j) for all j.
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- d_ 0 and f_O0 do not refer to a real packet departure but are
used purely for the purposes of the recursion. The time origin
shoul d be chosen such that no EF packets are in the system at
time O.

- for the definitions of a_j and d_j, the "last bit" of the
packet includes the layer 2 trailer if present, because a
packet cannot generally be considered avail able for forwarding
until such a trailer has been received.

An EF-conpliant node MJST be able to be characterized by the range of
possible R values that it can support on each of its interfaces while
conforming to these equations, and the value of E a that can be net
on each interface. R may be line rate or less. E_a MAY be specified
as a worst-case value for all possible R values or MAY be expressed
as a function of R

Note al so that, since a node may have nultiple i nputs and conpl ex
internal scheduling, the j-th EF packet to arrive at the node
destined for a certain interface nay not be the j-th EF packet to
depart fromthat interface. It is in this sense that eq_1 and eq_2
are unaware of packet identity.

In addition, a node that supports EF on an interface | at sone
configured rate R MUST satisfy the foll owi ng equations:

Dj <= Fj + Ep for all j>0 (eq_3)
where F_j is defined iteratively by

F_O

0, DO =0

Fj max(Aj, mn(Dj-1, Fj-1)) + L_j/R for all j >0 (eq_4)

In this definition:

- Dj is the actual departure tine of the individual EF packet
that arrived at the node destined for interface | at tinme Aj,
i.e., given a packet which was the j-th EF packet destined for
| to arrive at the node via any input, Dj is the tinme at which
the last bit of that individual packet actually |eaves the node
fromthe interface |

- F_j is the target departure tine for the individual EF packet
that arrived at the node destined for interface | at tinme Aj.
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- Aj isthetine that the last bit of the j-th EF packet
destined to the output | to arrive actually arrives at the
node.

- L_j is the size (bits) of the j-th EF packet to arrive at the
node that is destined to output I. L j is neasured on the IP
datagram (1 P header plus payl oad) and does not include any
| ower | ayer (e.g. MAC | ayer) overhead.

- Ris the EF configured rate at output | (in bits/second).

- Episthe error termfor the treatnment of individual EF
packets. Note that E p represents the worst case deviation
between the actual departure tine of an EF packet and the idea
departure tinme of the sanme packet, i.e. E_p provides an upper
bound on (Dj - F_j) for all j.

- DO and F_O do not refer to a real packet departure but are
used purely for the purposes of the recursion. The time origin
shoul d be chosen such that no EF packets are in the system at
time O.

- for the definitions of Aj and Dj, the "last bit" of the
packet includes the layer 2 trailer if present, because a
packet cannot generally be considered avail able for forwarding
until such a trailer has been received.

It is the fact that Dj and F_j refer to departure tinmes for the j-th
packet to arrive that makes eq_3 and eq_4 aware of packet identity.
This is the critical distinction between the |ast two equations and
the first two.

An EF-conpliant node SHOULD be able to be characterized by the range
of possible R values that it can support on each of its interfaces
while conformng to these equations, and the value of E p that can be
met on each interface. E_p MAY be specified as a worst-case val ue
for all possible R values or MAY be expressed as a function of R An
E p value of "undefined" MAY be specifi ed.

Finally, there is an additional recommendation in [6] that an EF
conpl i ant node SHOULD NOT reorder packets within a micorfl ow

The definitions described in this section are referred to as
aggregate and packet-identity-aware packet scal e rate guarantee
[4],[2]. An alternative mathematical characterization of packet
scale rate guarantee is given in Appendix B.
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2.2. Relation to Packet Scal e Rate Guar antee

Consi der the case of an ideal output-buffered device with an EF FI FO
at the output. For such a device, the i-th packet to arrive to the
device is also the i-th packet to depart fromthe device. Therefore,
in this ideal nodel the aggregate behavi or and packet-identity-aware
characteristics are identical, and E.a = Ep. In this section we
therefore omt the subscript and refer to the latency termsinply as
E

It could be shown that for such an ideal device the definition of
section 2.1 is stronger than the well-known rate-latency curve [2] in
the sense that if a scheduler satisfies the EF definition it also
satisfies the rate-latency curve. As a result, all the properties
known for the rate-latency curve also apply to the nodified EF
definition. However, we argue below that the definition of section
2.1 is nore suitable to reflect the intent of EF PHB than the rate-

| at ency curve.

It is shown in [2] that the rate-latency curve is equivalent to the
follow ng definition:

Definition of Rate Latency Curve (RLO):

Dj) <=F(j) +E (eq_5)
wher e
F(0)=0, F(j)=max(a(j), F(j-1))+ L(j)/Rfor all j>0 (eq_6)

It can be easily verified that the EF definition of section 2.1 is
stronger than RLC by noticing that for all j, F (j) >= F(j).

It is easy to see that F (j) in the definition of RLC corresponds to
the time the j-th departure should have occurred should the EF
aggregate be constantly served exactly at its configured rate R
Fol | owi ng the comon convention, we refer to F (j) as the "fluid
finish tine" of the j-th packet to depart.

The intuitive nmeaning of the rate-latency curve of RLC is that any
packet is served at nost tinme E later than this packet would finish
service in the fluid nodel

For RLC (and hence for the stronger EF definition) it holds that in
any interval (0,t) the EF aggregate gets close to the desired service
rate R (as long as there is enough traffic to sustain this rate).

The di screpancy between the ideal and the actual service in this

i nterval depends on the latency termE, which in turn depends on the
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scheduling inplenentation. The snaller E, the snaller the difference
between the configured rate and the actual rate achieved by the
schedul er.

While RLC guarantees the desired rate to the EF aggregate in al
intervals (0,t) to within a specified error, it may neverthel ess
result in large gaps in service. For exanple, suppose that (a |arge
nunber) N of identical EF packets of length L arrived fromdifferent
interfaces to the EF queue in the absence of any non-EF traffic.
Then any work-conserving scheduler will serve all N packets at link
speed. Wen the | ast packet is sent at tine NL/C, where Cis the
capacity of output link, F (N wll be equal to NL/R  That is, the
schedul er is running ahead of ideal, since NL/C < NL/R for R< C
Suppose now that at tinme NL/C a | arge nunber of non-EF packets
arrive, followed by a single EF packet. Then the schedul er can
legitinmately delay starting to send the EF packet until tinme
F(N1)=(N1)L/R + E - L/C. This nmeans that the EF aggregate wl|
have no service at all in the interval (NL/C, (N+1)L/R + E - L/ C).
This interval can be quite large if Ris substantially smaller than
C. In essence, the EF aggregate can be "punished" by a gap in
service for receiving faster service than its configured rate at the
begi nni ng.

The new EF definition alleviates this problemby introducing the term
mn(D(j-1), F(j-1)) in the recursion. Essentially, this neans that
the fluid finishing time is "reset"” if that packet is sent before its
"ideal" departure tinme. As a consequence of that, for the case where
the EF aggregate is served in the FIFO order, suppose a packet
arrives at tine t to a server satisfying the EF definition. The
packet will be transmitted no later than timnet + Qt)/R + E, where
Qt) is the EF queue size at tine t (including the packet under

di scussion)[4].

2.3. The need for dual characterization of EF PHB

In a nore general case, where either the output schedul er does not
serve the EF packets in a FIFO order, or the variable internal delay
in the device reorders packets while delivering themto the output
(or both), the i-th packet destined to a given output interface to
arrive to the device may no longer be the i-th packet to depart from
that interface. |In that case the packet-identity-aware and the
aggregate definitions are no |longer identical.

The aggregate behavior definition can be viewed as a truly aggregate
characteristic of the service provided to EF packets. For an

anal ogy, consider a dark reservoir to which all arriving packets are
pl aced. A scheduler is allowed to pick a packet fromthe reservoir
in a random order, without any know edge of the order of packet
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arrivals. The aggregate part of the definition neasures the accuracy
of the output rate provided to the EF aggregate as a whole. The
smaller E a, the nore accurate is the assurance that the reservoir is
drained at |least at the configured rate.

Note that in this reservoir anal ogy packets of EF aggregate may be
arbitrarily reordered. However, the definition of EF PHB given in
[6] explicitly requires that no packet reordering occur within a
mcroflow. This requirement restricts the scheduling

i npl enentations, or, in the reservoir anal ogy, the order of pulling
packets out of the reservoir to make sure that packets within a

m crofl ow are not reordered, but it still allows reordering at the
aggregate | evel.

Note that reordering within the aggregate, as long as there is no
flow 1l evel reordering, does not necessarily reflect a "bad" service.
Consi der for exanple a scheduler that arbitrates anong 10 different
EF "flows" with diverse rates. A scheduler that is aware of the rate
requi rements may choose to send a packet of the faster flow before a
packet of the slower flowto maintain lower jitter at the flow | evel

In particular, an ideal "flow'-aware WFQ scheduler wi |l cause
reordering within the aggregate, while maintai ning packet ordering
and small jitter at the flow Il evel.

It is intuitively clear that for such a scheduler, as well as for a
si npl er FI FO schedul er, the "accuracy" of the service rate is cruci al
for mnimzing "flow'-level jitter. The packet-identity-aware
definition quantifies this accuracy of the service rate.

However, the small value of E a does not give any assurances about
t he absol ute val ue of per-packet delay. |In fact, if the input rate
exceeds the configured rate, the aggregate behavior definition may
result in arbitrarily large delay of a subset of packets. This is
the primary notivation for the packet-identity-aware definition

The prinmary goal of the packet-aware characterization of the EF

i npl enentation is that, unlike the aggregate behavi or
characterization, it provides a way to find a per-packet delay bound
as a function of input traffic paraneters.

Wi | e the aggregate behavior definition characterizes the accuracy of
the service rate of the entire EF aggregate, the packet-identity-
aware part of the definition characterizes the deviation of the
device froman ideal server that serves the EF aggregate in FlIFO
order at least at the configured rate.

The value of E p in the packet-identity-aware definition is therefore
affected by two factors: the accuracy of the aggregate rate service

Charny, et. al. I nf or mat i onal [ Page 8]



RFC 3247 Suppl emrental I nformation March 2002

and the degree of packet reordering within the EF aggregate (under
the constraint that packets within the sane mcrofl ow are not
reordered). Therefore, a sub-aggregate aware device that provides an
i deal service rate to the aggregate, and al so provides an ideal rate
service for each of the sub-aggregates, nmay neverthel ess have a very
large value of E p (in this case E_p nust be at |east equal to the
rati o of the maxi mum packet size divided by the smallest rate of any
sub aggregate). As a result, a large value of E_p does not
necessarily nean that the service provided to EF aggregate is bad -
rather it may be an indication that the service is good, but non-
FIFO. On the other hand, a large value of E p nmay al so nmean that the
aggregate service is very inaccurate (bursty), and hence in this case
the large value of E p reflects a poor quality of inplenentation

As a result, a large nunber of E p does not necessarily provide any
gui dance on the quality of the EF inplenentation. However, a snal
value of E p does indicate a high quality FIFO inplenentation

Since Ep and E a relate to different aspects of the EF
i npl enentation, they should be considered together to deternine the
quality of the inplenentation

3. Per Packet del ay
The primary notivation for the packet-identity-aware definition is
that it allows quantification of the per-packet delay bound. This
section discusses the issues with conputing per-packet delay.

3.1. Single hop delay bound

If the total traffic arriving to an output port | fromall inputs is
constrained by a | eaky bucket with paraneters (R, B), where Ris the
configured rate at |, and B is the bucket depth (burst), then the

del ay of any packet departing froml is bounded by D p, given by
Dp=BR+Ep (eq_7)
(see appendi x B).

Because the del ay bound depends on the configured rate R and the

i nput burstiness B, it is desirable for both of these paranmeters to
be visible to a user of the device. A PDB desiring a particular
del ay bound nay need to limt the range of configured rates and

all oned burstiness that it can support in order to deliver such
bound. Equation (eq_7) provides a neans for determ ning an
acceptabl e operating region for the device with a given E_ p. It may
al so be useful tolimt the total offered load to a given output to
some rate R 1 < R (e.g. to obtain end-to-end delay bounds [5]). It
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is inportant to realize that, while R 1 nay also be a configurable
paranet er of the device, the delay bound in (eq_7) does not depend on
it. It nay be possible to get better bounds explicitly using the
bound on the input rate, but the bound (eq_7) does not take advantage
of this information.

3.2. Milti-hop worst case del ay

Al t hough the PHB defines inherently |ocal behavior, in this section
we briefly discuss the issue of per-packet delay as the packet
traverses several hops inplenenting EF PHB. G ven a delay bound
(eq_7) at a single hop, it is tenpting to conclude that per-packet
bound across h hops is sinply h tines the bound (eq_7). However,
this is not necessarily the case, unless B represents the worst case
i nput burstiness across all nodes in the network.

Unfortunately, obtaining such a worst case value of Bis not trivial
If EF PHB is inplenmented using aggregate cl ass-based schedul i ng where
all EF packets share a single FIFQ the effect of jitter accunul ation
may result in an increase in burstiness fromhop to hop. 1In
particular, it can be shown that unless severe restrictions on EF
utilization are inposed, even if all EF flows are ideally shaped at
the ingress, then for any value of delay Dit is possible to
construct a network where EF utilization on any link is bounded not
to exceed a given factor, no flow traverses nore than a specified
nunber of hops, but there exists a packet that experiences a del ay
nore than D [5]. This result inplies that the ability tolimt the
wor st case burstiness and the resulting end-to-end del ay across
several hops may require not only limting EF utilization on al

links, but also constraining the gl obal network topology. Such

t opol ogy constraints would need to be specified in the definition of
any PDB built on top of EF PHB, if such PDB requires a strict worst
case del ay bound.

4. Packet | oss
Any device with finite buffering may need to drop packets if the

i nput burstiness becones sufficiently high. To neet the |ow | oss
objective of EF, a node may be characterized by the operating region

in which loss of EF due to congestion will not occur. This nay be
specified as a token bucket of rate r <= R and burst size B that can
be offered fromall inputs to a given output interface w thout |oss.

However, as discussed in the previous section, the phenonmenon of
jitter accumul ation makes it generally difficult to guarantee that
the input burstiness never exceeds the specified operating region for
nodes internal to the DiffServ domain. A no-loss guarantee across
mul ti ple hops may require specification of constraints on network
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t opol ogy which are outside the scope of inherently local definition
of a PHB. Thus, it nust be possible to establish whether a device
confornms to the EF definition even when sone packets are | ost.

This can be done by performng an "off-line" test of conformance to
equations (eq_1)- (eq_4). After observing a sequence of packets
entering and | eaving the node, the packets which did not |eave are
assuned lost and are notionally renoved fromthe input stream The
remai ni ng packets now constitute the arrival stream and the packets
which left the node constitute the departure stream Conformnmance to
the equations can thus be verified by considering only those packets
that successfully passed through the node.

Not e that specification of which packets are lost in the case when
| oss does occur is beyond the scope of the definition of EF PHB
However, those packets that were not |ost nmust conformto the
equations definition of EF PHB in section 2. 1.

5. Inplenentation considerations

A packet passing through a router will experience delay for a nunber
of reasons. Two familiar conponents of this delay are the tine the
packet spends in a buffer at an outgoing link waiting for the
scheduler to select it and the tinme it takes to actually transmt the
packet on the outgoing |ine.

There may be other conponents of a packet’'s delay through a router
however. A router mght have to do some anmpbunt of header processing
bef ore the packet can be given to the correct output scheduler, for
exanple. In another case a router nay have a FIFO buffer (called a
transni ssion queue in [7]) where the packet sits after being sel ected
by the output scheduler but before it is transmtted. 1In cases such
as these, the extra delay a packet nay experience can be accounted
for by absorbing it into the latency ternms E_a and E p.

| npl ementing EF on a router with a nulti-stage switch fabric requires
special attention. A packet nay experience additional delays due to
the fact that it nust conpete with other traffic for forwarding
resources at multiple contention points in the switch core. The
del ay an EF packet may experience before it even reaches the output-
I'ink schedul er should be included in the latency term |nput-
buffered and i nput/out put-buffered routers based on crossbar design
may al so require nodification of their latency terms. The factors
such as the speedup factor and the choice of crossbar arbitration
algorithms may affect the latency terns substantially.
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Delay in the switch core comes fromtwo sources, both of which nust
be considered. The first part of this delay is the fixed delay a
packet experiences regardless of the other traffic. This conmponent
of the delay includes the tinme it takes for things such as packet
segnmentati on and reassenmbly in cell based cores, enqueueing and
dequeui ng at each stage, and transm ssion between stages. The second
part of the switch core delay is variable and depends on the type and
anount of other traffic traversing the core. This delay conmes about
if the stages in the core mx traffic flow ng between different

i nput/out put port pairs. Thus, EF packets nust conpete agai nst other
traffic for forwarding resources in the core. Sonme of this

conpeting traffic may even be traffic from other, non-EF aggregates.
This introduces extra delay, that can also be absorbed by the | atency
termin the definition.

To capture these considerations, in this section we will consider two
sinplified inplenentation exanples. The first is an ideal output
buffered node where packets entering the device froman input
interface are immedi ately delivered to the output scheduler. 1In this
nodel the properties of the output scheduler fully define the val ues
of the paraneters E a and E p. W wll consider the case where the
out put schedul er inplenents aggregate cl ass-based queui ng, so that

all EF packets share a single queue. W will discuss the val ues of

E a and E p for a variety of class-based schedul ers wi dely
consi der ed.

The second exanple will consider a router nodel ed as a black box with
a known bound on the variable delay a packet can experience fromthe
time it arrives to an input to the time it is delivered to its
destination output. The output scheduler in isolation is assunmed to
be an aggregate schedul er where all EF packets share a single FIFO
gueue, with a known value of E a(S)=E p(S)=E(S). This nodel provides
a reasonabl e abstraction to a |large class of router inplenentations.

5.1. The output buffered nodel with EF FI FO at the output.

As has been nentioned earlier, in this nodel E.a = E p, so we shall
omit the subscript and refer to both terns as |latency E. The

remai nder of this subsection discusses E for a nunber of scheduling
i npl enent ati ons.

5.1.1. Strict Non-preenptive Priority Queue

A Strict Priority scheduler in which all EF packets share a single
FI FO queue which is served at strict non-preenptive priority over

ot her queues satisfies the EF definition with the latency termE =
MIU C where MIU i s the maxi mum packet size and Cis the speed of the
out put |i nk.
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5.1.2. W2Q

Anot her schedul er that satisfies the EF definition with a small
latency termis WF2Q described in [1]. A class-based WF2Q schedul er,
in which all EF traffic shares a single queue with the wei ght
corresponding to the configured rate of the EF aggregate satisfies
the EF definition with the latency termE = MIU CGtMIU R

5.1.3. Deficit Round Robin (DRR)

For DRR [12], E can be shown to grow linearly with
N(r_max/r_mn)*MIU, where r_mn and r_max denote the snallest and
the largest rate anpong the rate assignnments of all queues in the
schedul er, and N is the nunber of queues in the schedul er.

5.1.4. Start-Time Fair Queuing and Sel f-C ocked Fair Queuing

For Start-Time Fair Queuing (SFQ [9] and Sel f-C ocked Fair Queuing
(SCFQ [8] E can be shown to grow linearly with the nunber of queues
in the schedul er.

5.2. Router with Internal Delay and EF FIFO at the out put

In this section we consider a router which is nodeled as follows. A
packet entering the router nay experience a variable delay Dv with a
known upper bound D. That is, 0<=D v<=D. At the output all EF
packets share a single class queue. Cass queues are schedul ed by a
schedul er with a known value E p(S)=E(S) (where E(S) corresponds to
the nodel where this scheduler is inplenented in an ideal output
buf f ered devi ce).

The conmputation of E p is nore conplicated in this case. For such
device, it can be shown that E_p = E(S)+2D+2B/ R (see [13]).

Recal | fromthe discussion of section 3 that bounding input
burstiness B may not be easy in a general topology. In the absence
of the know edge of a bound on B one can bound E p as Ep = E(S) +
D*C_inp/R (see [13]).

Note al so that the bounds in this section are derived using only the
bound on the variable portion of the interval delay and the error
bound of the output scheduler. |f nore details about the
architecture of a device are available, it my be possible to conmpute
better bounds.
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6. Security Considerations

This informational docunent provides additional information to aid in
under st andi ng of the EF PHB described in [6]. |t adds no new
functions to it. As a result, it adds no security issues to those
described in that specification.
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Appendix A Difficulties with the RFC 2598 EF PHB Definition
The definition of the EF PHB as given in [10] states:

"The EF PHB is defined as a forwarding treatnent for a particul ar

di ffserv aggregate where the departure rate of the aggregate’s
packets from any di ffserv node nust equal or exceed a configurable
rate. The EF traffic SHOULD receive this rate i ndependent of the
intensity of any other traffic attenpting to transit the node. It
[the EF PHB departure rate] SHOULD average at |east the configured
rate when neasured over any tinme interval equal to or longer than the
time it takes to send an output |link MIU sized packet at the
configured rate.”

Aliteral interpretation of the definition would consider the
behavi ors given in the next two subsections as non-conpliant. The
definition al so unnecessarily constrains the maxi mum confi gurabl e
rate of an EF aggregate.

A. 1 Perfectly-d ocked Forwarding

Consi der the followi ng streamforwarded froma router with EF-
configured rate R=C/2, where Cis the output line rate. 1In the
illustration, Eis an MIU-sized EF packet while x is a non-EF packet
or unused capacity, also of size MU

Ex ExX EXxX Ex Ex E x...

The interval between the vertical bars is 3*MIU C, which is greater
than MU (C/2), and so is subject to the EF PHB definition. During
this interval, 3*MIU/ 2 bits of the EF aggregate shoul d be forwarded,
but only MIU bits are forwarded. Therefore, while this forwarding
pattern shoul d be considered conpliant under any reasonabl e
interpretation of the EF PHB, it actually does not formally conply
with the definition of RFC 2598.

Note that this forwarding pattern can occur in any work-conserving
schedul er in an ideal output-buffered architecture where EF packets
arrive in a perfectly clocked manner according to the above pattern
and are forwarded according to exactly the sanme pattern in the
absence of any non-EF traffic.

Trivial as this exanple may be, it reveals the |ack of mathemati cal
precision in the formal definition. The fact that no work-conserving
schedul er can formally conply with the definition is unfortunate, and
appears to warrant some changes to the definition that would correct
this problem
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The underlying reason for the problemdescribed here is quite sinple
- one can only expect that the EF aggregate is served at configured
rate in sone interval where there is enough backl og of EF packets to
sustain that rate. In the exanple above the packets cone in exactly
at the rate at which they are served, and so there is no persistent
backlog. Certainly, if the input rate is even snaller than the
configured rate of the EF aggregate, there will be no backl og as
well, and a simlar formal difficulty will occur.

A seemingly sinple solution to this difficulty m ght be to require
that the EF aggregate is served at its configured rate only when the
gqueue i s backl ogged. However, as we show in the remai nder of this
section, this solution does not suffice.

A. 2 Router Internal Delay

We now argue that the exanple considered in the previous section is
not as trivial as it may seemat first gl ance.

Consider a router with EF configured rate R= C 2 as in the previous
exanpl e, but with an internal delay of 3T (where T = MIU C) between
the time that a packet arrives at the router and the tinme that it is
first eligible for forwarding at the output link. Such things as
header processing, route | ook-up, and delay in switching through a
mul ti-layer fabric could cause this delay. Now suppose that EF
traffic arrives regularly at a rate of (2/3)R = C' 3. The router wll
perform as shown bel ow.

EF Packet Nunber 1 2 3 456 ...

Arrival (at router) 0 3T 6T 9T 12T 15T ...
Arrival (at scheduler) 3T 6T 9T 12T 15T 18T ...
Departure 4T 7T 10T 13T 16T 19T ...

Agai n, the output does not satisfy the RFC 2598 definition of EF PHB
As in the previous exanple, the underlying reason for this problemis
that the schedul er cannot forward EF traffic faster than it arrives.
However, it can be easily seen that the existence of internal delay
causes one packet to be inside the router at all times. An external
observer will rightfully conclude that the nunber of EF packets that
arrived to the router is always at | east one greater than the nunber
of EF packets that left the router, and therefore the EF aggregate is
constantly backl ogged. However, while the EF aggregate is

conti nuously backl ogged, the observed output rate is neverthel ess
strictly less that the configured rate.
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Thi s exanple indicates that the sinple addition of the condition that
EF aggregate nmust receive its configured rate only when the EF
aggregate i s backl ogged does not suffice in this case.

Yet, the problem described here is of fundanental inportance in
practice. Mst routers have a certain anount of internal delay. A
vendor declaring EF conpliance is not expected to simnultaneously
declare the details of the internals of the router. Therefore, the
exi stence of internal delay may cause a perfectly reasonable EF

i npl erentation to display seem ngly non-confornmant behavior, which is
cl early undesirable.

A. 3 Maxi mum Confi gurabl e Rate and Provisioning Efficiency

It is well understood that with any non-preenptive schedul er, the
RFC- 2598- conpl i ant configurable rate for an EF aggregate cannot
exceed C/2 [11]. This is because an MIU-sized EF packet may arrive
to an enpty queue at time t just as an MIU si zed non- EF packet begins
service. The nmaxi num nunber of EF bits that could be forwarded
during the interval [t, t + 2*MIUC] is MIU. But if configured rate
R > C2, then this interval would be of |length greater than MIU R
and nore than MIU EF bits would have to be served during this
interval for the router to be conpliant. Thus, R nust be no greater
than C 2.

It can be shown that for schedul ers other than PQ such as various

i npl emrent ati ons of WFQ the maxi mum conpliant configured rate may be
much snaller than 50% For exanple, for SCFQ [8] the maximm
configured rate cannot exceed C/N, where N is the nunber of queues in
the scheduler. For WRR, mentioned as conpliant in section 2.2 of RFC
2598, this limtation is even nore severe. This is because in these
schedul ers a packet arriving to an enpty EF queue nay be forced to
wait until one packet from each other queue (in the case of SCFQ or
until several packets fromeach other queue (in the case of WRR) are
served before it will finally be forwarded.

While it is frequently assunmed that the configured rate of EF traffic
will be substantially smaller than the |ink bandw dth, the
requirement that this rate shoul d never exceed 50% of the link
bandw dt h appears unnecessarily limting. For exanple, in a fully
connected nesh network, where any flow traverses a single link on its
way from source to its destination there seens no conpelling reason
to limt the amount of EF traffic to 50% (or an even smaller
percentage for sonme schedul ers) of the I|ink bandwi dth.

Anot her, perhaps even nore striking exanple is the fact that even a

TDM circuit with dedicated slots cannot be configured to forward EF
packets at nore than 50% of the |ink speed w thout violating RFC 2598
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(unless the entire link is configured for EF). If the configured
rate of EF traffic is greater than 50% (but | ess than the link
speed), there will always exist an interval |onger than MTUR in

which less than the configured rate is achieved. For exanpl e,
suppose the configured rate of the EF aggregate is 2C 3. Then the
forwarding pattern of the TDMcircuit m ght be

EEXEEXEEX...
|-

where only one packet is served in the marked interval of length 2T =
2MTU/ C. But at least 4/3 MIU woul d have to be served during this
interval by a router in conpliance with the definition in RFC 2598.
The fact that even a TDM I|ine cannot be booked over 50% by EF traffic
indicates that the restriction is artificial and unnecessary.

A.4 The Non-trivial Nature of the Difficulties

One possibility to correct the problens di scussed in the previous
sections mght be to attenpt to clarify the definition of the
intervals to which the definition applied or by averagi ng over
multiple intervals. However, an attenpt to do so nmeets wth

consi derabl e anal ytical and inplenentation difficulties. For
exanple, attenpting to align interval start tines with sone epochs of
the forwarded stream appears to require a certain degree of globa

cl ock synchroni zation and is fraught with the risk of

m sinterpretation and mistake in practice.

Anot her approach m ght be to all ow averagi ng of the rates over sone
larger time scale. However, it is unclear exactly what finite tine
scale would suffice in all reasonable cases. Furthernore, this
approach woul d conproni se the notion of very short-termtine scale
guarantees that are the essence of EF PHB.

We al so explored a conbination of two sinple fixes. The first is the
addition of the condition that the only intervals subject to the
definition are those that fall inside a period during which the EF
aggregate is continuously backlogged in the router (i.e., when an EF
packet is in the router). The second is the addition of an error
(latency) termthat could serve as a figure-of-merit in the
advertising of EF services.

Wth the addition of these two changes the candi date definition
becones as foll ows:
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In any interval of tinme (t1, t2) in which EF traffic is continuously
backl ogged, at least R(t2 - t1 - E) bits of EF traffic nust be
served, where Ris the configured rate for the EF aggregate and E is
an i npl enmentation-specific latency term

The "continuously backl ogged" condition elimnates the insufficient-
packets-to-forward difficulty while the addition of the latency term
of size MIU C resol ves the perfectly-clocked forwardi ng exanpl e

(section A 1), and also renoves the linitation on EF configured rate.

However, neither fix (nor the two of themtogether) resolves the
exanpl e of section A 2. To see this, recall that in the exanple of
section A 2 the EF aggregate is continuously backl ogged, but the
service rate of the EF aggregate is consistently snaller than the
configured rate, and therefore no finite latency termw | suffice to
bring the exanple into confornance.

Appendi x B. Alternative Characterization of Packet Scal e Rate Guarantee

The proofs of several bounds in this docunent can be found in [13].
These proofs use an al gebraic characterization of the aggregate
definition given by (eq_1), (eq_2), and packet identity aware
definition given by (eq_3), (eq_4). Since this characterization is
of interest on its own, we present it in this section

Theorem B1. Characterization of the aggregate definition w thout
f _n.

Consi der a system where packets are nunbered 1, 2, ... in order of
arrival. As in the aggregate definition, call a_n the n-th arrival
time, d_n - the n-th departure tinme, and I _n the size of the n-th
packet to depart. Define by convention d_0=0. The aggregate
definition with rate R and latency E a is equivalent to saying that
for all n and all 0<=j<= n-1:

dn<=Ea+dj + (l_(j+1) + ... +1_n)/R (eq_bl)
or
there exists sonme j+1 <= k <= n such that

dn <=Ea+ak+ (l_k+ ... +1_n)/R (eq_b2)
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Theorem B2. Characterization of packet-identity-aware definition
wi t hout F_n.
Consi der a system where packets are nunbered 1, 2, ... in order of
arrival. As in the packet-identity-aware definition, call A n, Dn
the arrival and departure tines for the n-th packet, and L_n the size
of this packet. Define by convention D 0=0. The packet identity
aware definition with rate R and latency E p is equivalent to saying
that for all n and all 0O<=j<= n-1:
Dn<=Ep+Dj + (L {j+1} + ... + L_n)/R (eq_b3)
or
there exists sonme j+1 <= k <= n such that

Dn <=Ep+Ak+ (Lk+... +Ln)/R (eq_b4)

For the proofs of both Theorens, see [13].
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