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Abstract

Mobi | e networks are both poorly understood and difficult to
experiment with. This RFC argues that nobile network tracing

provi des both tools to inprove our understandi ng of wireless
channels, as well as to build realistic, repeatable testbeds for
nobi |l e software and systens. The RFC is a status report on our work
tracing nobile networks. Qur goal is to begin discussion on a
standard fornmat for nobile network tracing as well as a testbed for
nmobi | e systens research. W present our format for collecting nobile
network traces, and tools to produce from such traces anal ytica
nodel s of nobile network behavi or.

We al so describe a set of tools to provide network nodul ati on based
on collected traces. Mdulation allows the erulation of wreless
channel | atency, bandwi dth, [oss, and error rates on private, wred
networks. This allows system designers to test systens in a
realistic yet repeatable nanner.
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1.

| nt r oducti on

How does one accurately capture and reproduce the observed behavi or
of a network? This is an especially challenging problemin nobile
computi ng because the network quality experienced by a nobil e host
can vary dramatically over tine and space. Neither |ong-term average
nmeasures nor sinple analytical nodels can capture the variations in
bandwi dth, |atency, and signal degradation observed by such a host.
In this RFC, we describe a solution based on network tracing. Cur

sol ution consists of two phases: trace recording and trace
nodul ati on.

In the trace recordi ng phase, an experinmenter with an instrunmented
nmobi | e host physically traverses a path of interest to him During
the traversal, packets froma known workl oad are generated froma
static host. The nobile host records observations of both packets
received fromthe knowmn workload as well as the device
characteristics during the workload. At the end of the traversal
the list of observations represents an accurate trace of the observed
networ k behavior for this traversal. By performng nultiple
traversals of the sane path, and by using different workloads, one
can obtain a trace famly that collectively characterizes network
quality on that path.

In the trace nodul ati on phase, nobile system and application software
is subjected to the network behavi or observed in a recorded trace.
The nobile software is run on a LAN-attached host whose kernel is
nodi fied to read a file containing the trace (possibly postprocessed
for efficiency,) and to delay, drop or otherw se degrade packets in
accordance with the behavior described by the trace. The nobile

sof tware thus experiences network quality indistinguishable fromthat
recorded in the trace. It is inportant to note that trace nodul ation
is fully transparent to nobile software --- no source or binary
changes have to be nmde.

Trace- based approaches have proved to be of great value in areas such
as file systemdesign [2, 10, 11] and conputer architecture. [1, 5,
13] Simlarly, we anticipate that network tracing will prove val uabl e
in many aspects of nobile system design and inplenmentation. For
exanpl e, detailed analyses of traces can provide insights into the
behavi or of nobile networks and validate predictive nodels. As

anot her exanple, it can play an inportant role in stress testing and
debuggi ng by providing the opportunity to reproduce the network
condi ti ons under which a bug was originally uncovered. As a third
exanple, it enables a system under devel opnent to be subjected to
network conditions observed in distant real-life environments. As a
final exanple, a set of traces can be used as a benchmark famly for
eval uating and conparing the adaptive capabilities of alternative
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nobi | e system desi gns.

Qur goal in witing this RFCis to encourage the devel opnent of a

wi del y-accepted standard fornmat for network traces. Such

standardi zation will allow traces to be easily shared. It will also
foster the devel opnent and wi despread use of trace-based benchnarks.
Wiile wireless nobile networks are the primary notivation for this
wor k, we have made every effort to ensure that our work is applicable
to other types of networks. For exanple, the trace format and sone
of the tools may be valuable in anal yzi ng and nodel i ng ATM net wor ks.

The rest of this RFC is organized as follows. W begin by examn ning
the properties of wireless networks and substantiating the cl ai mthat
it isdifficult to nodel such networks. Next, in Section 3, we
describe the factors that should be taken into account in designing a
trace format. W present the details of a proposed trace format
standard in Section 4. Section 5 presents a set of tools that we
have built for the collection, analysis and replay of traces.

Finally, we conclude with a discussion of related and future work.

2. Modeling Wrel ess Networks

Wrel ess channels are particularly conplex to nodel, because of their
i nherent dependence on the physical properties of radi o waves (such
as reflections from"hard" surfaces, diffraction around corners, and
scattering caused by small objects) and the site specific geonetries
in which the channel is forned. They are usually nodeled as a tine-
and di stance-varying signal strength, capturing the statistical
nature of the interaction anong reflected radio waves. The signa
strength can vary by several orders of nmagnitude (+ or - 20-30 dB)
within a short distance. Wile there have been many efforts to
obtai n general nodels of radi o propagation inside buildings and over
the wi de area, these efforts have yielded inherently inaccurate
nmodel s that can vary from actual neasurenents by an order of
magni t ude or nore.

Signal -to-noise ratio, or SNR, is a neasure of the received signal
quality. If the SNRis too low, the received signal will not be
detected at the receiver, yielding bit errors and packet | osses. But
SNR is not the only effect that can lead to | osses. Another is

i nter-synbol interference caused by delay spread, that is, the

del ayed arrival of an earlier transmtted synbol that took a
circuitous propagation path to arrive at the receiver, thereby
(partially) canceling out the current synbol. Yet another problemis
doppl er shift, which causes frequency shifts in the arrived signa
due to relative velocities of the transmtter and the receiver

t hereby conplicating the successful reception of the signal. |If
coherent reception is being used, receiver synchronization can be
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| ost.

More enpirically, it has been observed that w rel ess channel s adhere
to a two state error nodel. |In other words, channels are usually
wel I behaved but occasionally go into a bad state in which many burst
errors occur within a small tine interval.

Devel opers of network protocols and nobility algorithns mnust
experiment with realistic channel paranmeters. It is highly desirable
that the wirel ess network be nodeled in a thoroughly reproducible
fashion. This would allow an algorithmand its variations to be
evaluated in a controlled and repeatable way. Yet the above

di scussion makes it clear that whether analytical nodels are used or
even actual experinentation with the network itself, the results wll
be either inaccurate or unlikely to be reproducible. A trace-based
approach all evi ates these probl ens.

3. Desirable Trace Format Properties

I n designing our trace format, we have been guided by three
principles. First, the format shoul d be extensible. Second, it
shoul d be self-describing. Third, traces should be easy to nmanage.
This section describes how each of these principles has affected our
desi gn.

Al t hough we have found several interesting uses for network traces,

it is certain that nore will evolve over time. As the traces are
used in new ways, it nmay be necessary to add new data to the trace
format. Rather than force the trace format to be redesi gned, we have
structured the fornmat to be extensible. There is a built-in
mechanismto add to the kinds of data that can be recorded in network
traces.

This extensibility is of little use if the tool set needs to change
as the trace format is extended. Recognizing this, we have made the
format -- particularly the extensible portions -- self-describing.
Thus, ol d versions of tools can continue to work with extended
traces, if perhaps in a |less than optimal way.

In our experience with other tracing systens, managenent of trace
files is often difficult at best. Conmon probl ens include the need
to manage nultiple trace files as a unit, not easily being able to
extract the salient features of large trace files, and having to use
dedi cated trace nanagenent tools to perform even the sinplest tasks.
To help cope with file nmanagenent, we have designed the the traces to
be split or nerged easily. To reduce dependence on specialized
tools, we’'ve chosen to store sonme descriptive information as ASCI |
strings, allowing mninml access to the standard UNI X tool suite.
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4. Trace Format

This section describes the format for network traces. W begin by
presenting the basic abstractions that are key to the trace fornmat:
the record, and the track, a collection of related records. W then
describe the records at the beginning and end of a trace, the header
and footer. The bulk of the section describes the three kinds of
record tracks: packet, device, and general. These also nake up the
bul k of the actual trace. W conclude the section with a discussion
of two special purpose records: the annotation and the trace data

| oss records.

4.1. Basic Abstractions
4.1.1. Records

Arecord is the smallest unit of trace data. There are severa
different types of records, each of which is discussed in Sections
4.2 through 4.7. Al of the records share several features in
conmmon; these features are described here.

Records are conposed of fields, which are stored in network order.
Most of the fields in our records are word-sized. Although this may
be wasteful in space, we chose to | eave roomto grow and keep trace
managenent si npl e.

The first field in each record is a magi ¢ word, a random 32 bit
pattern that both identifies the record s type and | ends sone
confidence that the record is well formed. Many record types have
both required and optional fields; thus they can be of variable size.
W place every record’ s size in its second field. By conparing the
size of a record to the known constraints for the record s type, we
can gain further confidence that a record is well-formed. This basic
record structure is illustrated in Figure 1.

Al'l records also contain a two-word timestanp. This tinmestanp can
take one of two formats: tineval or tinespec. Only one of the two
formats is used in any given trace, and the format is specified at
the start of a trace file. The first word in either format is the
nunber of seconds that have el apsed since mdnight, January 1, 1970.

The second word is the additional fractions of a second. 1In the
timeval format, these fractions are expressed in mcroseconds, in the
same way that nmany current operating systens express tinme. In the

ti mespec format, these fractions are expressed in nanoseconds, the
PCSI X time standard. W' ve chosen these two val ues since they are
conveni ent, cover nobst current and anticipated systens’ notions of
time, and offer appropriate granularity for measuring network events.
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| Magi c Number |
| Size of Record |

Figure 1: Record format
4.1.2. Tracks

Many of the record types have both fixed, required fields, as well as
a set of optional fields. It is these options that provide
extensibility to our trace format. However, to provide a self-
describing trace, we need sonme conpact way of determ ning which
optional fields are present in a given record. To do this, we group
rel ated sets of packets into tracks. For exanple, a set of records
that captured packet activity for a single protocol between two
machi nes might be put together into a track. A track is a header
foll owed by some nunber of related records; the header completely
describes the format of the individual records. Records from
separate tracks can be interleaved with one another, so long as the
header for each individual track appears before any of the track’s
records. Figure 2 shows an exanple of how records fromdifferent
tracks nmight be interleaved.

Track headers describe their records’ content through property Ilists.
An entry in a property list is a two-elenment tuple consisting of a
nane and a value. The nane is a word which identifies the property
defined by this entry. Sonme of these properties are nmeasured only
once for a track, for exanple, the address of a one-hop router in a
track recordi ng packets fromthat router. Ohers are neasured once
per record in that track, such as the signal strength of a device
whi ch changes over tine. The former, which we call header-only
properties, have their nost significant name bit set. The val ue
field of a header-only property holds the nmeasured val ue of the
property. Qherwi se, the value field holds the nunber of words used
in each of the track’s records.
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| Header || Entry | | Header || Entry || Entry
++ ++ ++ ++

Figure 2: Interleaved track records

Those properties nmeasured in each record in the track are grouped
together in a value list at the end of each such record. They appear
in the same order that was specified in the track header’s property
list so that tools can properly attribute data. Thus, even if a tool
doesn’t know what property a particular nanme represents, it can

identify which parts of a trace record are measuring that property,
and ignore them
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4.2. Trace Headers and Footers

Trace files begin with a trace header, and end with a trace footer.
The formats of these appear in Figure 3. The header specifies
whether this trace was collected on a single nachine, or was nerged
fromseveral other traces. |In the former case, the |IP address and
host name of the machine are recorded. 1In the latter, the |IP address
is taken fromthe famly of Cass E address, which are invalid. W
use a famly of invalid addresses so that even if we cannot identify
a nunber of hosts participating in the trace we can still distinguish
records fromdistinct hosts.

#define TR DATESZ 32
#defi ne TR_NAVESZ 64

struct tr_header _t {

u_int32_t h_magi c;
u_int32_t h_si ze;
u_int32_t h tinme_fnt; /* usec or nsec */
struct tr_time_t h_ts; /* starting time */
char h_date[ TR DATESZ]; [/* Date collected */
char h_agent[ TR_NAMESZ] ; /* DNS nane */
u_int32_t h_agent _i p;
char h_desc[ 0] ; /* variable size */
1
struct tr_end_t {
u_int32_t e_magi c;
u_int32_t e_size;
struct tr_time_t e_ts; /* end tinme */
char e date[32]; /* Date end witten */
1

Figure 3: Trace header and footer records

The trace header al so specifies which time stanp format is used in
the trace, and the tinme at which the trace begins. There is a

vari abl e-l ength description that is a string meant to provide details
of how the trace was collected. The trace footer contains only the
time at which the trace ended; it serves primarily as a nmarker to
show the trace is conplete.

Unli ke other kinds of records in the trace fornmat, the header and
footer records have several ASCI| fields. This is to allow standard
utilities some access to the contents of the trace, w thout resorting
to specialized tools.
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4.3. Packet Tracks

Measuring packet activity is the main focus of the network tracing
project. Packet activity is recorded in tracks, with a packet header
and a set of packet entries. A single track is neant to capture the
activity of a single protocol, traffic froma single router, or sone
ot her subset of the total traffic seen by a machine. The required
portions of packet headers and entries are presented in Figure 4.

Packet track headers identify which host generated the trace records
for that track, as well as the tine at which the track began. It
records the device on which these packets are received or sent, and
the protocol used to ship the packet; these allow interpretation of
devi ce-specific or protocol-specific options. The header concl udes
with the property list for the track.

struct tr_pkt_hdr_t {

u_int32_t ph_magi c;
u_int32_t ph_si ze;
u_int32_t ph_defines; [/* magic nunber defined */
struct tr_time_t ph_ts;
u_int32_t ph_i p; /* host generating stream */
u_int32_t ph_dev_type; /* device collected from?*/
u_int32_t ph_protocol; /* protocol */
struct tr_prop_lst_t ph_plist[O]; /* variable size */

1

struct tr_pkt_ent _t {
u_int32_t pe_magi C;
u_int32_t pe_si ze;
struct tr_time_t pe_ts;
u_int32_t pe_psi ze; /* packet size */
u_int32_t pe vlist[0]; /* variable size */

1

Fi gure 4: Packet header and entry records
A packet entry is generated for every traced packet. It contains the

size of the traced packet, the tinme at which the packet was sent or
received, and the list of property neasurenents as specified in the
track header.

The options we have defined to date are in Table 1. Several of these
have played an inportant role in our early experinents. ADDR PEER
identifies the senders of traffic during the experinent. W can
determ ne network performance using either PKT_SENTTI ME for one-way
traffic between two hosts with closely synchroni zed cl ocks, or round
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trip ICWP ECHO traffic and the | CVP_PI NGTI ME opti on
PKT_SEQUENCE nunbers sheds light on both |oss rates and patterns.
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Section 5 di scusses how these neasurenents are used.

4.4. Device Tracks

Qur trace fornmat

traffic.

packets with various signal

Tracki ng

1996

records details of the devices which carry network

To date, we've found this nost useful for correlating |ost
paraneters provi ded by wirel ess devices.

The required portions of device header and entry records appear in

Figure 5, and are quite sinple.

host generating the track’s records, the tinme at which the

observation starts, and the type of device that is being traced.
Each entry contains the tinme of the observation

optional characteristics.

Nobl e,

et.

ADDR_PEER
ADDR_LI NK
BS_LOC_X
BS_LOC_Y
PKT_SEQUENCE
PKT_SENTTI ME
PKT_HOPS
SOCK_PORTS

| P_PROTO

| CMP_PI NGTI MVE
| CMP_KI ND

| CMP_I D
PROTO_FLAGS
PROTO_ERRLI ST

I
I
I
I
I
I
I
I
I
I
I
I
I
I
+

Address of peer host

Address of one-hop router

One-hop router’s X coordi nate (header only)
One-hop router’s Y coordi nate (header only)
Sequence nunber of packet

Ti me packet was sent

Nunber of hops packet took

Sendi ng and receiving ports

Prot ocol nunber of an |IP packet

Roundtrip tinme of an | CVP ECHQO REPLY pair
Type and code of an | CVWP packet

The id field of an | VP packet

Prot ocol -specific fl ags

Protocol -specific status/error words

Table 1: Current optional fields for packet entries

al .

| nf or mat i onal

and the |ist of

Devi ce track headers identify the
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struct tr_dev_hdr_t {

u_int32_t dh_nmagi c;
u_int32_t dh_si ze;
u_int32_t dh_defines; /* Magic nunber defined */
struct tr_time_t dh_ts;
u_int32_t dh_i p; /* host generating stream*/
u_int32_t dh_dev_type; /* device described */
struct tr_prop_Ist_t dh_plist[O]; /* Variable size */
1
struct tr_dev_ent t {
u_int32_t de_nuagi c;
u_int32_t de_si ze;
struct tr_time_t de_ts;
u_int32_t de _vlist[0]; /* Variable size */
1
Fi gure 5: Device header and entry records
These optional characteristics, listed in Table 2, are nostly
concerned with the signal paraneters of the wireless interfaces we
have available. Interpreting these paraneters is heavily device-

dependent. We give exanpl es of how we’ve used devi ce observations in
Section 5.

DEV_I D | Major and minor nunber of device (header only) |
DEV_STATUS | Device specific status registers |
W/LN_SI GTONOI SE | Signal to noise ratio reported by WavelLAN |
WV/LN_SI GQUALI TY | Signal quality reported by WavelLAN |
W/LN_SI LENCELVL | WAavelLAN sil ence |evel |

Table 2: Current optional fields for packet entries

4.5. M scel | aneous Tracks

We use m scel | aneous, or general, tracks to record things that don’t
fit clearly in either the packet or device nodel. At the nonent,
physi cal | ocation of a nobile host is the only attribute tracked in
general trace records. The required portion of the general header
and entry records is shown in Figure 6, the two optional properties
are in Table 3. In addition to the property list, general headers
have only the I P address of the host generating the record and the
time at which observations began. General entries have only a

ti mestanp, and the optional fields.
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An experinenter may occasionally want to enbed arbitrary descriptive
text into a trace. W include annotation records to provide for

t hi

s. Such records are not part of a track
structure of an annotation record is shown in Figure 7.

they stand al one. The
Annot at i ons

include the tinme at which the annotation was inserted in the trace,

the host which inserted the annotation,

of

Nobl e,

the annotation itself.

struct tr_gen_hdr_t {

and the vari abl e-si zed text

u_int32_t gh_nmagi c;

u_int32_t gh_si ze;

u_int32_t gh_defi nes;

struct tr_time_t gh_ts;

u_int32_t gh_i p;

struct tr_prop_Ist_t gh plist[0]; /* Variable size */
1
struct tr_gen_ent t {

u_int32_t ge_nagi c;

u_int32_t ge_si ze;

struct tr_time_t ge_ts;

u_int32_t ge vlist[0]; /* Variable size */
1

Fi gure 6: General header and entry records

Fomm e o e oo oo - S +
| MHLOC X | Mbile host’'s X coordinate (nap-rel ative) |
| MHLOCY | Mbile host’s Y coordinate (nap-rel ative) |
| MH LOC LAT | Mobile host’s GPS latitude |
| MH LOC LON | Mbile host’'s GPS | ongitude |
Fomm e o e oo oo - S +

Table 3: Current optional fields for general entries

struct tr_annote_t {

u_int32_t a_magi c;

u_int32_t a_si ze;

struct tr_time_t a_ts;

u_int32_t a_ip;

char a_text[0]; /* variable size */
1

Figure 7: Annotation records

et. al. I nf or mat i onal
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4.7. Lost Trace Data

It is possible that, during collection, sonme trace records may be

| ost due to trace buffer overfl ow or other reasons. Rather than
throw such traces away, or worse, ignoring the |ost data, we’ve
included a loss record to count the types of other records which are
lost in the course of trace collection. Loss records are shown in
Fi gure 8.

struct tr_loss_t {

u_int32_t | _magi c;
u_int32_t | _si ze;
struct tr_time_t | _ts;
u_int32_t | _ip;
u_int32_t | _pkthdr;
u_int32_t | _pktent;
u_int32_t | _devhdr;
u_int32_t | _devent;
u_int32_t | _annot e;

Figure 8: Loss records
5. Software Conponents

In this section, we describe the set of tools that have been built to
date for nobile network tracing. W believe nmany of these tools are
wi dely applicable to network tracing tasks, but sone have particul ar
application to nobile network tracing. W begin with an overvi ew of
the tools, their applicability, and the platforns on which they are
currently supported, as well as those they are being ported to. This
information is summari zed in Table 4.

We have made every effort to mininze dependenci es of our software on
anyt hing other than protocol and device specifications. As a result,
we expect ports to other BSD-derived systens to be straightforward;
ports to other UNI X systens nmay be nore conplicated, but feasible.

There are three categories into which our tracing tools can be

pl aced: trace collection, trace nodul ation, and trace anal ysis.
Trace collection tools are used for generating new traces. They
record informati on about the general networking facilities, as well
as data specific to nobile situations: nobile host |ocation, base
station location, and wirel ess device characteristics. These tools
are currently supported on BSDI, and are being ported to Net BSD. W
descri be these tools in Section 5. 1.
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Trace nodul ation tools enulate the perfornmance of a traced wireless
network on a private wired network. The trace nodul ation tools,

di scussed in Section 5.2, are currently supported on Net BSD
platforms. They are geared toward replaying | ow speed/quality
networks on faster and nore reliable ones, and are thus nost
appl i cabl e to reproduci ng nobil e environnents.

In Section 5.3, we conclude with a set of trace processing and

anal ysis tools, which are currently supported on both Net BSD and BSDI
platforms. Qur anal yses to date have focused on properties of

wirel ess networks, and are nost directly applicable to nobile traces.
The processing tools, however, are of general utility.

Fomm e e oo oo SR Fomm e oo oo oo +

| Collection | Modul ation | Analysis |
Fomm e m o e Fomm e e oo oo SR Fomm e oo oo oo +
| Net BSD | In Progress | Supported | Supported |
| BSDI | Supported | Planned | Supported |
Fomm e m o e Fomm e e oo oo SR Fomm e oo oo oo +

This table sunmarizes the currently supported platforns for the tracing
tool suites, and the platfornms to which ports are underway.

Tabl e 4: Tool Availability
5.1. Trace Collection Tools

The network trace collection facility conprises two key conponents:
the trace agent and the trace collector. They are shown in Figure 9.

The trace agent resides in the kernel where it can obtain data that
is either expensive to obtain or inaccessible fromthe user |evel

The agent collects and buffers data in kernel nmenory; the user-|evel
trace collector periodically extracts data fromthis kernel buffer
and wites it to disk. The buffer anortizes the fixed costs of data
transfer across a | arge nunber of records, mnimzing the inpact of
data transfer on system performance. The trace collector retrieves
data through a pseudo-device, ensuring that only a single -- and
therefore conplete -- trace file is being generated froma single
experiment. To provide sinmplicity and efficiency, the collector does
not interpret extracted data; it is instead processed off-line by the
post - processi ng and anal ysis tools described in Sections 5.2 and 5. 3.

There are three sorts of data collected by the tracing tools: network
traffic, network device characteristics, and nobile host |ocation.
The first two are collected in much the same way; we describe the

met hodol ogy in Section 5.1.1. The last is collected in two novel
ways. These collection nmethods are addressed in Section 5.1.2.
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A + wite to disk

| Trace | ==============>

| Collector |

S +

A
::::::::::::::::::::::::::::::::::::::::| ===== Ker nel boundary
o e e e e a e oo + |
| Transport Layer | |
I | o e e e e e oo o +
| Network Layer |------------ > Trace  +------ +
I L | | Agent | buffer| |
| N | N | N J------m---- >| +o----- +
Fom e + Fom e +
This figure illustrates the conponents of trace collection. The NI’'s

are network interfaces.
Figure 9: Conponents of trace collection
5.1.1. Traffic and Device Collection

The trace agent exports a set of function calls for traffic and
device data collection. Traffic data is collected on a per-packet
basis. This is done via a function called fromdevice drivers with
the packet and a device identifier as argunments. For each packet,
the trace record contains the source and destination address options.
Since our trace fornmat assenbles rel ated packets into tracks, commobn
i nformati on, such as the destination address, is recorded in the
track header to reduce the record size for each packet entry. W

al so record the size of each packet.

I nformati on beyond packet size and address information is typically
prot ocol -dependent. For transport protocols such as UDP and TCP, for
exanmple, we record the source and destination port nunbers; TCP
packet records al so contain the sequence nunber. For |CMVMP packets,
we record their type, code and additional type-dependent data. As
explained in Section 5.2.3, we record the identifier, sequence nunber
and time stanp for | CMP ECHOREPLY packet s.

Bef ore appending the record to the trace buffer, we check to see if
it isthe first record in a track. If so, we create a new packet
track header, and wite it to the buffer prior the packet entry.

Qur trace collection facility provides simlar nmechanisns to record
devi ce-specific data such as signal quality, signal |evel, and noise
|l evel. Hooks to these facilities can be easily added to the device
drivers to invoke these tracing nmechani snms. The extensible and

sel f-describing features of our trace format allow us to capture a
wi de variety of data specific to particular network interfaces.
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For wireless network devices, we record several signal quality
nmeasurenents that the interfaces provide. Although sonme interfaces,
such as NCR s WaveLAN, can supply this of information for every
packet received, npst devices average their neasurenents over a

| onger period of time. As aresult, we only trace these neasurenents
periodically. It is up to the device drivers to determne the
frequency at which data is reported to the trace agent.

When devi ces support it, we also trace status and error events. The
types of errors, such as CRC or buffer overflow, allow us to
determ ne causes for some observed packet | osses. For exanple, we
can attribute loss to either the wirel ess channel or the network

i nterface.

5.1.2. Location Tracing

At first thought, recording the position of a nobile host seens
straightforward. It can be approxi nated by recordi ng the base
station (BS) with which the nobile host is comrunicating. However,
due to the large coverage area provided by nost radio interfaces,
this information provides a | oose approxination at best. In
comerci al deploynents, we may not be able to reliably record the
base station with which a nobil e host conmunicates. This section
outlines our collection strategy for location information in both
out door and i ndoor environnents.

The solution that we have consi dered for w de-area, outdoor

envi ronnents makes use of the d obal Positioning System (GPS). The
| ongi tude and | atitude information provided by the GPS device is
recorded in a general track

| ndoor environments require a different approach because the
satellite signals cannot reach a GPS device inside a building. W
consi dered deploying an infrared network simlar to the Active Badge
[14] or the ParcTab [12]; however, this significant addition to the
wireless infrastructure is not an option for nbst research groups.

As an alternative, we have devel oped a graphical tool that displays
the inmage of a building nap and expects the user to "click" their

| ocation as they nove; the coordinates on the map are recorded in one
or nore general tracks. The header of such tracks can also record
the coordi nates of the base stations if they are known.

An extension can be easily added to this tool to pernit nultiple
maps. As the user requests that a new map be | oaded into the
graphical tracing tool, a new location track is created along with an
annotation record that captures the file name of that image.

Locati ons of new base stations can be recorded in this new track
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header. Each location track should represent a different physical
and wirel ess environnent.

5.2. Trace Modul ati on Tool s

A key tool we have built around our trace format is PaM the Packet
Modul ator. The idea behind PaMis to take traces that were collected
by a nobile host and distill theminto nodul ation traces. These
nodul ation traces capture the networking environnment seen by the
traced host, and are used by a PaM kernel to delay, drop, or corrupt

i ncom ng and out goi ng packets. Wth PaM we've built a testbed that
can repeatably, reliably mimc Iive systens under certain nobile
scenari os.

There are three main conponents to PaM First, we've built a kerne
capabl e of del ayi ng, dropping, and corrupting packets to match the
characteristics of some observed network. Second, we've defined a
nmodul ation trace format to descri be how such a kernel shoul d nodul ate
packets. Third, we've built a tool to generate nodul ation traces
fromcertain classes of raw traces collected by nobile hosts.

5.2.1. Packet Modul ation

The PaM nodul ati on tool has been placed in the kernel between the IP
| ayer and the underlying interfaces. The tool intercepts incomning
and out goi ng packets, and may choose to drop it, corrupt it, or delay
it. Dropping an inconing or outgoing packet is easy, sinply don't
forward it along. Simlarly, we can corrupt a packet by flipping
sone bits in the packet before forwarding it.

Correctly delaying a packet is slightly nore conplicated. W nodel
the del ay a packet experiences as the tinme it takes the sender to put
the packet onto the network interface plus the tine it takes for the
| ast byte to propagate to the receiver. The forner, the transm ssion
time, is the size of the packet divided by the avail abl e bandw dt h;
the latter is |atency.

Qur approach at delay nodulation is sinple -- we assune that the
actual network over which packets travel is much faster and of better
quality than the one we are trying to enulate, and can thus ignore
it. W delay the packet according to our |atency and bandw dth
targets, and then decide whether to drop or corrupt it. W take care
to ensure that packet nodul ati on does not unduly penalize other
systemactivity, using the internal systemclock to schedul e packets.
Since this clock is at a large granularity conpared to del ay
resolution, we try to keep the average error in scheduling to a

m ni mrum rather than scheduling each packet at exactly the right
tinme.
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5.2.2. Modul ation Traces

To tell the PaM kernel how the nodul ati on paraneters change over
time, we provide it with a series of nodulation-trace entries. Each
of these entries sets |oss and corruption percentages, as well as
network | atency and inter-byte time, which is 1/bandw dth. These
entries are stored in a trace file, the format of which is nuch
sinpler than record-format traces, and is designed for efficiency in
pl ayback. The format of nodulation traces is shown in Figure 10.

struct tr_rep_hdr_t {

u_int32_t rh_magi c;
u_int32_t rh_size;
u_int32_t rh_time_fnt; /* nsec or used */
struct tr_time_t rh_ts;
char r h_dat e[ TR_DATESZ] ;
char rh_agent [ TR_NAMESZ] ;
u_int32_t rh_ip;
u_int32_t rh_i bt _ticks; /[* units/sec, ibt */
u_int32_t rh_lat_ticks; /[* units/sec, lat */
u_int32_t rh_l oss_nax; /* max | oss rate */
u_int32_t rh_crpt_max; /* max corrupt rate */
char rh_desc[0]; /* variable size */
1
struct tr_rep_ent _t {
u_int32_t re_magi c;
struct tr_time_t re_dur; /* duration of entry */
u_int32_t re | at; /* latency */
u_int32_t re_ibt; /* inter-byte tinme */
u_int32_t re_l oss; /* loss rate */
u_int32_t re_crpt; /* corrupt rate */
1

Fi gure 10: Modul ation trace format

Modul ati on traces begin with a header that is nmuch |ike that found in
record-format trace headers. Modul ation headers additionally carry
the units in which latency and inter-byte tinme are expressed, and the
maxi num val ues for loss and corruption rates. Individual entries
contain the length of tinme for which the entry applies as well as the
| atency, inter-byte time, loss rate, and corruption rate.
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5.2.3. Trace Transformation

How can we generate these descriptive nodul ation traces fromthe
recorded observational traces described in Section 4? To ensure a
hi gh-qual ity nodul ation trace, we limt ourselves to a very narrow
set of source traces. As our experience with nodulation traces is
limted, we use a sinple but tunable algorithmto generate them

Qur basic strategy for determning | atency and bandwidth is tied
closely to our nodel of packet delays: delay is equal to
transnission tine plus latency. W further assunme that packets which
traversed the network near one another in time experienced the sane

| at ency and bandwi dth during transit. Gven this, we look for two
packets of different size that were sent close to one another al ong
the sanme path; fromthe transit tinmes and sizes of these packets, we
can determ ne the near-instantaneous bandw dth and | atency of the
end-to-end path covered by those packets. |f traced packet traffic
contai ns sequence nunbers, loss rates are fairly easy to cal cul ate.

Li kewi se, if the protocol is capable of marking corrupt packets,
corruption information can be stored and then extracted from recorded
traces.

Usi ng tinestanped packet observations to derive network | atency and
bandwi dth requires very accurate timng. Unfortunately, the |aptops
we have on hand have clocks that drift non-negligibly. W have
chosen not to use protocols such as NTP [9] for two reasons. First,
they produce network traffic above and beyond that in the known
traced workl oad. Second, and perhaps nore inportantly, they can
cause the clock to speed up or slow down during adjustnment. Such

cl ock nmovenents can play havoc with careful neasurenent.

As a result, we can only depend on the tinestanps of a single nachine
to determ ne packet transit tines. So, we use the | CWP ECHO service
to provide workl oads on traced machi nes; the ECHO request is

ti mestanped on it’'s way out, and the correspondi ng ECHOREPLY i s
traced. W have nodified the ping programto alternate between smnal
and | arge packets. Traces that capture such altered ping traffic can
then be subject to our transformation tool

The tool itself uses a sinple sliding window schenme to generate
nmodul ation entries. For each w ndow position in the recorded trace,
we determine the loss rate, and the average | atency and bandw dth
experienced by pairs of |CMP ECHO packets. The size and granularity
of the sliding window are paraneters of the transformation; as we
gai n experience both in analysis and nodul ati on of wireless traces,
we expect to be able to recommend good w ndow si zes.
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Unfortunately, our wireless devices do not report corrupt packets;
they are dropped by the hardware wi thout operating system
notification. However, our nodul ation systemw |l also coerce any
such corruptions to an increased |oss rate, duplicating the behavior
in the original network.

5.3. Trace Analysis Tools

Atrace is only as useful as its processing tools. The requirenents
for such tools tools include robustness, flexibility, and
portability. Having an extensible trace format places additiona
enphasis on the ability to work with future versions. To this end,
we provide a general processing library as a framework for users to
easily devel op custonized processing tools; this library is designed
to provide both high portability and good performance.

In this section, we first present the trace library. W then

describe a set of tools for sinple post-processing and preparing the
trace for further analyses. W conclude with a brief description of
our analysis tools that are applied to this nmininmally processed data.

5.3.1. Trace Library

The trace library provides an interface that applications can use to
sinplify interaction with network traces, including functions to
read, wite, and print trace records. The trace reading and witing
functions manage byte swapping as well as optional integrity checking
of the trace as it is read or witten. The library enploys a
buffering strategy that is optimzed to trace I/O Trace printing
facilities are provided for both debuggi ng and parsing purposes.

5.3.2. Processing Tools

The processing tools are generally the sinplest set of tools we have
built around the trace format. By far the nost conplicated one is

t he nodul ati on-trace transformati on tool described in Section 5.2.3;
the remai nder are quite sinple in conparison. The first such tool is
a parser that prints the content of an entire trace. Wth the trace
library, it is less than a single page of C code. For each record,

it prints the known data fields along with their textual nanes,
followed by all the optional properties and val ues.

Since nmany anal ysis tasks tend to work with records of the sane type,
an enhanced version of the parser can split the trace data by tracks
into many files, one per track. Each line of the output text files
contains a tinme stanp foll owed by the integer values of all the
optional data in a track entry; in this formtraces are anenable to
further analysis be scripts witten in an interpreted | anguage such
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as perl.

We have devel oped a small suite of tools providing sinple functions
such as listing all the track headers and changing the trace
description as they have been needed. Wth the trace |ibrary, each
such tool is trivial to construct.

5.3.3. Analysis Tools

Anal ysis tools depend greatly on the kind of information an
experinmenter wants to extract fromthe trace; our tools show our own
bi ases in experinmentation. Mst analyses derive common statisti cal
descriptions of traces, or establish sone correl ation between the
trace data sets.

As early users of the trace format and collection tools, we have
devel oped a few analysis tools to study the behavior of the wireless

networ ks at our disposal. W have been particularly interested in
| oss characteristics of wireless channels and their relation to
signal quality and the position of the nobile host. |In this section

we briefly present sone of these tools to hint at the kind of
experinmentation possible with our trace fornmat.

Loss characteristics are anong the nost interesting aspects of

wirel ess networks, and certainly anong the | east well understood. To
shed light on this area, we have created tools to extract the |oss
information fromcollected traces; in addition to calculating the
standard paraneters such as the packet |loss rate, the tool also
derives transitional probabilities for a two-state error nodel

This has proven to be a sinple yet powerful nodel for capturing the
burstiness observed in wireless loss rates due to fading signals. To
hel p visualize the channel behavior in the presence of nobility, our
tool can replay the novenent of the nobile host while plotting the
loss rate as it changes with tine. It also allows us to zoomin the
| ocations along the path and obtain detailed statistics over
arbitrary tine intervals.

Qur traces can be further analyzed to understand the rel ationship
bet ween channel behavior and the signal quality. For wireless
devices |like the NCR WaveLAN, we can easily obtain nmeasurenents of
signal quality, signal strength, and noise level. W have devel oped
a sinple statistical tool to test the correlation between neasured
signal and the |loss characteristics. Variations of this test are

al so possible using different conbinati ons of the three signa
nmeasurenents and the novenent of the host.
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The question of just how nobil e such nobile hosts are can al so be

i nvestigated through our traces. Position data are provided by
traces that either involved GPS or user-supplied positions with our
trace collection tools. This data is valuable for conparing and
val idating various nmobility prediction algorithns. G ven adequate
network infrastructure and good signal measurenents, we can determ ne
the nobile location within a region that is significantly smaller
than the cell size. W are developing a tool to conbine position

i nformati on and signal neasurement frommnmany traces to identify the
"signal quality" signature for different regions inside a building.
Once this signature database is conpleted and validated, it can be
used to generate position information for other traces that contain
only the signal quality information

6. Rel ated Work

The previous work nost relevant to nobile network tracing falls into
two canps. The first, chiefly exenplified by tcpdunmp [7] and the BSD
Packet Filter, or BPF [8], collect network traffic data. The second,
notably Delayline [6], and the |ater Probe/Fault Injection Tool [4],
and the University of Lancaster’s netowk enulator [3], provide
network nodul ation simlar to PaM

There are many systens that record network packet traffic; the de
facto standard is tcpdunp, which works in concert with a packet
filter such as BPF. The packet filter is given a small piece of code
t hat descri bes packets of interest, and the first several bytes of
each packet found to be interesting is copied to a buffer for tcpdunp
to consunme. This architecture is efficient, flexible, and has
rightly found great favor with the networking comunity.

However, tcpdunp cpatures only traffic data. It records neither

i nformati on concerni ng nobil e networking devices nor nobile host

| ocation. Rather than addi ng seperate software conponents to a host
running tcpdunp to capture this additional data, we have chosen to
follow an integrative approach to ease trace file adnministration. W
have kept the | essons of tcpdunp and BPF to heart; nanely copying
only the infornmati on necessary, and transferring data up to user
level in batches. It may well pay to investigate either

i ncorporating device and |location information directly into BPF, or
taking the flexible filtering nechanismof BPF and including it in
our trace collection software. For the nonent, we do not know
exactly what data we will need to explore the properties of nobile
networ ks, and therefore do not exclude any data.

There are three notable systens that provide packet nodul ation

simlar to PaM The earliest such work is Delayline, a system
designed to enul ate wi de-area networks atop | ocal -area ones; a goal
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simlar to PaMs. The nost striking difference between Del ayline and
PaMis that Delayline' s enmulation takes place entirely at the user-

I evel, and requires applications to be reconpiled against a library
enul ati ng the BSD socket systemand library calls. Wile this is a
portabl e approach that works well in the absence of kernel-Ievel
source access, it has the disadvantage that not all network traffic
passes through the ermulation | ayer; such traffic may have a profound
i npact on the performance of the final system Delayline also
differs fromPaMin that the emul ated network uses a single set of
paraneters for each enul ated connection; performance renmains fairly
constant, and cannot change much over tine.

The Lancaster network erul ator was designed explicitly to nodel
nmobi | e networks. Rather than providing per-host nodul ation, it uses
a single, central server through which all network traffic from
instrumented applications passes. Wile this system al so does not
capture all traffic into and out of a particular host, it does allow
nmodul ati on based on multiple hosts sharing a single enul ated nedi um
There is a nechanismto change the paraneters of emul ati on between
hosts, though it is fairly cunbersone. The system uses a
configuration file that can be changed and re-read while the system
i S running.

The systemclosest in spirit to PaMis the Probe/Fault Injection
Tool. This system s design phil osophy allows an arbitrary protocol
|l ayer -- including device drivers -- to be encapsul ated by a | ayer
bel ow to nodul ate existing traffic, and a | ayer above to generate
test traffic. The paranmeters of nodul ation are provided by a script
in an interpreted | anguage, presently Tcl, providing considerable
flexibility. However, there is no nmechanismto synthesize such
scripts -- they nust be explicitly designed. Furthernore, the use of
an interpreted | anguage such as Tcl limts the use of PFl to user-

| evel inplenmentations of network drivers, and nay have perfornance

i mplications.

7. Future Work

This work is very much in its infancy; we have only begun to explore
the possible uses for nobile network traces. W have uncovered
several areas of further work.

The trace format as it stands is very IP-centric. Wile one could
i magi ne usi ng unknown | P addresses for non-1P hosts, while using
header-only properties to encode ot her addressing schenes, this is
cunbersone at best. W are looking into ways to nmore conveniently
encode ot her addressing schenes, but are content to focus on IP
networ ks for the nonent.
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Two obvi ous questions concerning wireless nedia are the follow ng.
How does a group of machi nes perform when sharing the same bandwi dt h?
How asymmetric is the performance of real-world wireless channel s?
While we do have tools for merging traces taken fromnultiple hosts
into a single trace file, we’'ve not yet begun to exam ne such

mul ti pl e-host scenarios in depth. W are also | ooking into

i nstrunenting wireless base stations as well as end-point hosts.

Much of our planned work involves the PaMtestbed. First and
forenost, many wirel ess channels are known to be asynmetric;
splitting the replay trace into incoming and outgoi ng nodul ati on
entries is of paranmount inportance. W would like to extend PaMto
handl e nmultiple enulated interfaces as well as applying different
nmodul ation parameters to packets fromor to different destinations.
One could al so inagine tracing perfornmance from several different
net wor ki ng envi ronments, and sw tchi ng between such environnments
under application control. For exanple, consider a set of traces
showi ng radi o performance at various altitudes; an airplane sinulator
in a dive would switch from high-altitude nodul ation traces to | ow
altitude ones.

Finally, we are anxious to begin exploring the properties of real-
wor |l d nobil e networks, and subjecting our own nobil e system designs
to PaMto see how they perform W hope others can nmake use of our
tools to do the sane.

Acknow edgenent s

The authors wish to thank Dave Johnson, who provided early pointers
to related work and hel ped us i measurably in RFC formatting. W

al so wish to thank those who offered comments on early drafts of the
docunent: M ke Davis, Barbara Denny, Mark Lewi s, and Hui Zhang.
Finally, we would like to thank Bruce Maggs and Chris Hobbs, our
first customers!

This research was supported by the Air Force Materiel Conmand (AFMO)
and ARPA under contract nunbers F196828-93-C- 0193 and DAABO7-95- C-
D154, and the State of California M CRO Program Additional support
was provided by AT&T, Hughes Aircraft, 1BM Corp., Intel Corp., and
Metricom The views and concl usions contained here are those of the
aut hors and should not be interpreted as necessarily representing the
of ficial policies or endorsenents, either express or inplied, of

AFMC, ARPA, AT&T, Hughes, IBM Intel, Metricom Carnegie Mellon
University, the University of California, the State of California, or
the U S. Governnent.

Nobl e, et. al. | nf or mat i onal [ Page 24]



RFC 2041 Mobi | e Network Tracing Cct ober 1996

Security Considerations
This RFC rai ses no security considerations.
Aut hors’ Addresses
Questions about this docunment can be directed to the authors:

Brian D. Nobl e

Conput er Sci ence Depart nent
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

Phone: +1-412-268-7399
Fax: +1-412- 268- 5576
EMai | : bnobl e@s. cnu. edu

G ao T. Nguyen

Room 473 Soda Hal |l #1776 (Research O fice)
University of California, Berkeley

Ber kel ey, CA 94720-1776

Phone: +1-510-642-8919
Fax: +1-510-642-5775
EMai | : gnguyen@s. ber kel ey. edu

Mahadev Satyanar ayanan
Conput er Sci ence Depart nent
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA 15213-3891

Phone: +1-412-268-3743
Fax: +1-412- 268- 5576
EMai | : satya@s. cnu. edu

Randy H. Katz

Room 231 Soda Hal |l #1770 (Adnministrative Ofice)
University of California, Berkeley

Ber kel ey, CA 94720-1770

Phone: +1-510-642- 0253

Fax: +1-510- 642- 2845
EMai | : randy@s. ber kel ey. edu

Nobl e, et. al. | nf or mat i onal [ Page 25]



RFC 2041 Mobi | e Network Tracing Cct ober 1996

Ref er ences

[1] Chen, J. B., and Bershad, B. N. The Inpact of Operating System
Structure on Menory System Perfornmance. |In Proceedings of the
14t h ACM Synposi um on Qperating System Principles (Asheville,
NC, Decenber 1993).

[2] Dahlin, M, Mather, C., Wang, R, Anderson, T., and Patterson,
D. A Quantitative Analysis of Cache Policies for Scal abl e
Network File Systens. In Proceedings of the 1994 ACM SI GVETRI CS
Conf erence on Measurenent and Modeling of Conputer Systens
(Nashville, TN, May 1994).

[3] Davies, N, Blair, G S., Cheverst, K, and Friday, A A
Net wor k Enul ator to Support the Devel opment of Adaptive
Applications. In Proceedings of the 2nd USEN X Synposi um on
Mobi | e and Locati on | ndependent Conputing (April 10-11 1995).

[4] Dawson, S., and Jahanian, F. Probing and Fault |njection of
Dependabl e Distributed Protocols. The Conputer Jouranl 38, 4
(1995).

[5] Aoy, N, Young, C., Chen, J. B., and Snith, M D. An Analysis
of Dynamic Branch Prediction Schemes on System Wrkloads. In
The Proceedi ngs of the 23rd Annual |nternational Synposium on
Computer Architecture (May 1996).

[6] Ingham D. B., and Parrington, G D. Delayline: A Wde-Area
Net wor k Enul ation Tool. Conputing Systens 7, 3 (1994).

[7] Jacobson, V., Leres, C, and McCanne, S. The Tcpdunp Manual
Page. Law ence Berkel ey Laboratory, Berkeley, CA

[8] McCanne, S., and Jacobson, V. The BSD Packet Filter: A New
Architecture for User-1level Packet Capture. |In Proceedings of
the 1993 Wnter USEN X Techni cal Conference (San Dei go, CA,
January 1993).

[9] MIIls, D. L. Inproved Algorithms for Synchronizing Conputer
Net wor k Cl ocks. | EEE/ ACM Transactions on Networking 3, 3 (June
1995).

[10] Mummert, L. B., Ebling, M R, and Satyanarayanan, M
Expl oi ti ng Weak Connectivity for Mbile File Access. In
Proceedi ngs of the 15th Synposi um on Operating System Prinicpl es
(Copper Muntain, CO Decenber 1995).

Nobl e, et. al. | nf or mat i onal [ Page 26]



RFC 2041 Mobi | e Network Tracing Cct ober 1996

[11]

[12]

[13]

[14]

Nobl e,

Nel son, M N., Welch, B. B., and Qusterhout, J. K Caching in
the Sprite Network File System ACM Transactions on Conput er
Systens 6, 1 (February 1988).

Schilit, B., Adans, N., Gold, R, Tso, M, and Want, R The
PARCTAB Mbbil e Conputing System In Proceedings of the 4th | EEE
Wor kshop on Workstation Operating Systens (Napa, CA, Cctober
1993), pp. 34--39.

Uhlig, R, Nagle, D., Stanley, T., Midge, T., Sechrest, S., and
Brown, R Design Tradeoffs for Software-MVanaged TLBs. ACM
Transactions on Conmputer Systens 12, 3 (August 1994).

Want, R, Hopper, A, Falcao, V., and G bbons, J. The Active

Badge Location System ACM Transactions on Information Systens
10, 1 (January 1992), 91--102.

et. al. | nf or mat i onal [ Page 27]






