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Transport Ml ti pl exi ng Protocol (TMix)

Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for
i nprovenents. Please refer to the current edition of the "Internet

O ficial Protocol Standards”
and status of this protocol.

Abstract

(STD 1) for the standardization state
Distribution of this menp is unlimted.

One of the problenms with the use of termnal servers is the large
nunber of small packets they can generate. Frequently, nost of these
packets are destined for only one or two hosts. TMix is a protocol
which allows nultiple short transport segnents, independent of
application type, to be conbined between a server and host pair.

Acknow edgnent s

This specification is the result of the nmerger of two docunents: the

original TMux proposa

whi ch was the result of several discussions

and related initiatives through | ETF working groups; and IEN 90 [1]
originally proposed by Danny Cohen and Jon Postel in May 1979.

Applicability Statenent

The TMux protocol is intended to optinize the transm ssion of |arge
nunbers of snall data packets that are generated in situations where

many interactive Telnet and Rl ogin sessions are connected to a few
hosts on the network. In these situations, TMux can inprove both
network and host performance. TMux is not intended for multiplexing
| ong streans conmposed of |arge blocks of data that are typically
transnitted by such applications as FTP.

The TMux protocol nmay be applicable to other situations where smnal
packets are generated, but this was not considered in the design
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The use of the TMux protocol in any other situation nay require sone
nmodi fi cation.

1. Introduction

When network desi gners consi der which protocols generate the npst

| oad, they naturally tend to consider protocols which transfer |arge
bl ocks of data (e.g., FTP, NFS). What is often not considered is the
| oad generated by Tel net and R ogin because of the assunption that
users type slowy and the packets are very snmall. This is a grave
underestimati on of the [ oad on networks and hosts which have many
Telnet and R ogin ports on nmultiple terninal servers.

The problem stens fromthe fact that the work a host nust do to
process a l-octet packet is very nearly as nmuch as the work it nust
do to process a 1500-octet packet. That is, it is the overhead of
processi ng a packet which consunes a host’s resources, not the
processi ng of the data.

In particular, communication load is not neasured only in bits per

seconds but also in packets per seconds, and in nmany situation the

latter is the true perfornance limt, not the former. The proposed
multiplexing is ainmed at alleviating this situation.

I f one assunes that nost users connected to a termnal server will be
connecting to only a few hosts, then it should be obvious that the
network and host | oad could be greatly reduced if traffic from

mul tiple users, destined for the same host, could be sent in the sanme
packet .

TMux is designed to inprove network utilization and reduce the
interrupt |l oad on hosts which conduct multiple sessions involving
many short packets. |t does this by nultiplexing transport traffic
onto a single IP datagram|[2], thereby resulting in fewer, |arger
packets. TMix is highly constrained in its nethod of acconplishing
this task, seeking sinplicity rather than sophistication.

2. Protocol Design

| P hosts may engage in the use of TMux transparently, and may even
switch back and forth between use of TMux and carriage of transport
segnents in the usual, independent |P datagrans.

TMux operates by placing a set of transport segnents into the sanme IP
datagram Each segnment is preceded by a TMux nini-header which
specifies the segnment |ength and the actual segnment transport
protocol. The receiving host demultiplexes the individual transport
segnents and presents themto the transport layer as if they had been
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received in the usual |P/transport packaging. The transport |ayer
is, therefore, unaware of the special encapsulation which was used.

Hence, a TMuxX nessage appears as:
| TP hdr | TM hdr | Tport segnent | TM hdr | Tport segnent|

Wher e:

TM hdr is a TMux m ni - header and specifies the follow ng
Tport segnent.

Tport segnent refers to the entire transport segnent, including
transport headers.

The TMux Protocol is defined to allow the conbi ning of transm ssion
units of different higher [evel protocols in one transm ssion unit of
a lower level protocol. Only segnents with the same Internet Protocol
(1P) header, (with the possible exception of the protocol and check-
sum fields) nmay be conbi ned. For exanple, the segnent (Hl, Bl) and
the segnent (H2, B2), where H and Bi are the headers and the bodies
of the segnent, respectively, may be conbined (rmultiplexed) only if
H=Hl1=H2. The conbi ned TMux nessage is either (H, Bl, B2) or (H, B2,
B1).

The receiver of this conbined nessage should treat it as if the two
original segnments, (H Bl), and (H B2), arrived separately. It is
reconmended, though not a requirenent, that the segnments in the TMix
nmessage shoul d be processed in the same order that they are in the
TMux nessage.

The nultiplexing is achieved by conbining the individual segments,

(H B1) through (H Bn), into a single nessage. This single nessage
has an | P header which is equal to H, but having in the PROTOCCL
field the value 18 which is the protocol nunber of the TMux protocol
This I P header is followed by all the segnents, Bl through Bn. Each
segnent, Bi, is preceded by a 4 octet TMux m ni header. This contains
t he nunber of the protocol to which this segnent is addressed. It

al so contains the total length of this segnent, including this mni
header. Since this nmini header is not otherw se protected by a check-
sum it also includes a checksumfield which just covers this mni
header .
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2.1. IP Protocol field val ue

TMux is indicated in an | P datagram by the Protocol (ID) value of 18
(22 octal), see [3].

2.2. Header Format

Each 4 octet TMux mi ni - header has the follow ng general format:

o e m e o e o e e e oo +
| Lengt h high |
o e m e o e o e e e oo +
| Length | ow |
o e m e o e o e e e oo +
| Protocol 1D |
o e m e o e o e e e oo +
| Checksum |
o e m e o e o e e e oo +

Transport segnent

The LENGTH field specifies the octet count for this mni header and
the followi ng transport segment, from 0-65535 octets. Hence, the
length field has a mininumvalue of 4. For segnments that are |arger
than the maxi num al |l owed for TMux (see section 5.1), individual IP
dat agrans shoul d be sent.

The Protocol ID field contains the value that would normally have
been placed in the I P header Protocol field.

The ' Checksum field is the XOR of the first 3 octets.

To ensure that TCP, UDP and other segnents keep their 32 bit

al i gnnent, where the segnents being multiplexed are not a multiple of
32 bits long, extra octets will be added to re-align the end of the
segnent, and hence the next segnent. These octets will be ignored on
input. This padding will not affect the LENGTH field, it will still
contain the real length of the segnent.

2.3. Sending Data

Host endpoints nmay choose to use TMux at any tinme and in either (or
both) directions. They also nay switch back and forth between use of
TMux packagi ng and the usual individual |P datagranms for individua
transport associations. The only barrier to the use of TMux is for

t he sender to know whether TMux is supported by the receiver. This
is inmportant, since early use of TMux is likely to be limted.
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The easiest way to detect TMJX support is to only send TMux nessages
to hosts fromwhich a valid TMux nessage has al ready been received.
This then | eaves the problem of one host starting the TMix
connection. This is nost easily acconplished by the host sending an
| P datagramwith no data (i.e., with the IP total length field of
20), but with an IP Protocol field value of 18 for TMux. This is
referred to as a TMux ENQ (enquiry) nessage. The host receiving this
nmessage then knows that the originator supports TMux, and can start
to send TMux nessages. This will in turn cause the originator of the
ENQ nmessage to start to use TMux. |If for any reason the receiver
does not intend to send TMux nessages to the originator, but is
prepared to accept them then it can reply with another ENQ nessage.

I f an ENQ nessage does not get a response, then it is reasonable to
resend the ENQ a while later in case the original ENQ nessage was
lost. If this again is lost, the ENQ nay be repeated as often as
needed, but the time between requests should increase exponentially
up to a linmt of about 1 hour. Suitable times between ENQG woul d be
15 seconds, 30 seconds, 60 seconds, 120 seconds etc.

Note that this checking process does not need to inpede any of the
transport (user) data, which may be sent as convenient, albeit inits
| ess-efficient I P datagram form

The only problemw th this scheme is that a host which supports TMix
may stop supporting it, as mght happen when the host is re-booted.

O her hosts need to learn of this change. The solution to this is to
maintain a Time To Live (TTL) value for hosts from which TMux
nmessages have been received. This TTL is a tined TTL, rather than a
count as used in the IP TTL field, and this tine stanp i s updated
every time a TMux nessage is received. This can then be used to
expire the information held by TMux on the host after a suitable
time, e.g., 1 minute.

This TTL tine stanp is used as follows. Wien TMux i s passed a segnent
to be sent to a host, a check is nade to see if the tinme to live has
expired. If the TTL has not expired, the segnment is sent in a TMiX
message as normal. If the TTL has expired, the host is marked as
bei ng unable to TMux, but the segnment is STILL sent as a TMux nessage
(i.e., with the normal delay to all ow other segnments to be

mul tiplexed). |If the host is really unable to TMux anynore (a rare
occurrence) then this segnment will be timed out and retried by the
transport provider i.e., TCP. Because the host was marked as not
able to TMux, the retry will be sent as a normal |P datagram |If the
renote host is still able to TMux then it should send back TMix
traffic (even if it has been rebooted), typically a TCP wi ndow
update, and the local host will mark it as able to TMux again. This

way of operating renoves any performance problem caused by
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continually droppi ng out of TMuxi ng and having to send probe
nmessages. |If the IP datagramto be sent is from UDP, then the renote
host may not send anything in reply. So for UDP this schene will not
be any better than just stopping sending TMux nessages to the host,
but it is also no worse.

3. Pr ot ocol Behavi or

3.1. Transport Flow Control

TMux operates as an extension to the |IP datagram protocol. Hence, it
has no inpact on npost flow control nechani snms, since they operate at
the transport |ayer -- above TMux.

3. 2. Connection Managenent

The concept of a connection pertains to certain transport protocols,
but not to IP or to TMux. Hence, when connection nmanagenent is
required by a transport protocol using TMux, it occurs in the same
fashion as it does for IP. In fact, the transport protocol is not to
be aware that TMux is being used.

3.3 Multiplexed Message Construction

When a transport provider (e.g., TCP or UDP) sends a segnent, TMix
first renoves the I P header (if present) and adds a TMux mi ni - header
and the segnment to the Multipl exed Message under construction for the
host specified by the destination address of the segnent.

When the first nessage to be transmitted is placed into the

Mul ti pl exed Message under construction, a timer is started. Wen the
timer expires, the Miltiplexed Message under construction is
transmtted. This ensures that all segnments avail able for sending
before the timer expires are sent in a single Miltiplexed Message.

If, during construction of the Miltiplexed Message, the buffer

hol ding the nmessage fills, the Miltiplexed Message is transmitted

i medi ately.

The delay time should be user configurable; a reasonable tinme is 20
to 30 milliseconds. The tine period should be |arge enough to give a
reasonabl e probability of sending multiple segnents but not so | arge
that the echo response tinme becones a problem This suggests that
the upper limt for the timer is probably 1/10th second. As the cost
of using tinmeouts on many systens is quite large, it is recomended
that a single tinmer be used and that all TMux nessages under
construction are sent when the tinmer expires.
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Addi tionally, configuration options may linmt the nunber of included
data segnments or the maxi mum size of the Miultipl exed Message before
it istransmtted. It is also suggested that |arger segments (e.g.
those over 700 octets) should be sent as standard |IP datagrans, and
not nultiplexed. This is to ensure that the delay caused by the TMix
ti mer does not put a delay on those segnents for which it is

i nadvi sable. The size of the |argest segnments to be nultipl exed
should (if possible) be configurable.

4. Protocol Exanple

Thi s exanpl e shows a TMux nessage consisting of three nultipl exed
segnents:

A TCP segnent consisting of a 20 octet TCP header, 5 octets of data
and 3 octets of padding. Thus the length field is

M ni header + TCP header + data
4 + 20 + 5
29

The padding is NOT included in the I ength.

A TCP segnent consisting of a 20 octet TCP header, 4 octets of data.
Thi s segnment does not require paddi ng.

A UDP segnent consisting of a 4 octet UDP header, 41 octets of data
and 3 octets of padding.

o e m e o e o e e e oo +
| Length = 29 |
| (2 octets) |
o e m e o e o e e e oo +
| Protocol ID =6 (TCP) |
o e m e o e o e e e oo +
| Checksum |
o e m e o e o e e e oo +
| TCP Header |
| (20 octets) |
o e m e o e o e e e oo +
| TCP data |
| (5 octets) |
o e m e o e o e e e oo +
| Paddi ng |
| (3 octets) |
o e m e o e o e e e oo +
| Length = 28 |
| (2 octets) |
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5.

o e m e o e o e e e oo +
| Protocol ID =6 (TCP) |
o e m e o e o e e e oo +
| Checksum |
o e m e o e o e e e oo +
| TCP Header |
| (20 octets) |
o e m e o e o e e e oo +
| TCP data |
| (4 octets) |
o e m e o e o e e e oo +
| Length = 49 |
| (2 octets) |
o e m e o e o e e e oo +
| Protocol ID = 17 (UDP) |
o e m e o e o e e e oo +
| Checksum |
o e m e o e o e e e oo +
| UDP Header |
| (4 octets) |
o e m e o e o e e e oo +
| UDP dat a |
| (41 octets) |
o e m e o e o e e e oo +
| Paddi ng |
| (3 octets) |
o e m e o e o e e e oo +

| mpl enent ati on Suggesti on

5.1 Maxi nrum TMux Message Size

In section 3.3, a note is nade about sending nessages i mediately if
the limt on TMux nessage size is reached. On systens where Path MIuU
Di scovery (as per RFC 1191 [4]) has been inplenented this should be
used to discover the nmaxi num nessage size that can be transmtted,
and this should be used as the nmaxi nrum TMux nessage size.

5.2 Deciding Wi ch Segrments to Miltiplex

It is the responsibility of the sender to deci de which segnents
shoul d be TMux’d and whi ch should not. For exanple, segnents sent by
FTP should not normally be multiplexed. In many situations, it may
be sensible to restrict the sessions that can be nultiplexed to just
those involved in interactive traffic (Telnet and R ogin) by
exam ni ng the source and destination TCP port nunbers. However, if a
segnent that would not normally be nultiplexed is to be sent and a
TMux nessage i s al ready under construction, then the extra segnent

Camer on, Crocker, Cohen & Post el [ Page 8]



RFC 1692 TMux August 1994

can be added to the TMux nessage under construction, and this
conpl ete nessage shoul d be sent inmediately, rather than waiting for
the timer to expire

6. | nplenentation notes

The followi ng notes are the result of experience gained during the

testing of early inplenentations of TMux. Whilst they do not form

part of the actual standard, they should be followed if possible to
ensure conpatibility with other inplenentations.

Because the TMux mi ni - header does not contain a TCOS field, only
segments with the same IP TOS field should be contained in a single
TMux nessage. As nost systens do not use the TCS feature, this is
not a major restriction. Were the TOS field is used, it may be
desirable to hold several nessages under construction for a host, one
for each TGOS val ue.

Segrments containing | P options should not be multipl exed.
Only uni cast addresses shoul d be considered for nultiplexing.

Segnment s addressed to the | oopback address (127.0.0.1) are not
candi dates for rmul tipl exi ng.

Only segnments with a source or destination port that is for an
interactive session (i.e., Telnet and R ogin) should be considered
for nultiplexing using TMiX.

If an error is discovered in a checksum of a TMux header, the rest of
t he nessage, starting there, is ignored. |If an unknown PROTOCOL
field is discovered in any TMux header, this segnment, and only this
one, is ignored.

If the TMux inplenentation is continually sending TMux nessages
contai ni ng exactly one segment (because is there is little traffic to
mul tiplex), then TMux may be turned off. This inplies that TMux may
be switched off when there is no congestion.

To prevent internmedi ate nodes from fragnenting and reconstructing
TMux frames, inplenentations may want to set the "do not fragnent"”
flag in the | P datagram of TMux nessages.

If host B receives a TMux ENQ nessage from host A, but does not have
any data for host A, then it nmay al so send back an ENQ message.

However, host A may send anot her ENQ nessage in response to this, so
causing B to respond and so on. Thus if this facility is used, code
must be included to prevent this |ooping behavior happening. Sending
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an ENQ in response to an ENQ i s not recommended, except in special
ci rcunst ances.

It is recomended that the followi ng aspects of the TMux protocol be
user confi gurabl e:

The maxi mum si ze of a segnment that can be multipl exed by TMux.

The delay between the first segnment being placed into the nessage
under construction and the nmessage being sent.

7. Security Considerations
Because TMux is effectively an extension to IP, it does not have any
nore inpact on site security than does IP. Security should be dealt
wi th by upper |ayer protocols.

Because sone routers filter packets on the TCP port nunbers, any

segnents sent using TMux will not be subject to this filtering as it
will obscure the TCP port nunber However, |arger segnments for the
same TCP connection will still be sent as |IP datagrans, and so will

be subject to filtering, thus giving rise to a potential problem

For this reason, any routers that do not support TMix, but which do
support this type of filtering should not allow TMux nmessages through
(in either direction). This will cause both hosts to think the other
does not support TMux, so all segnents will be sent as |P datagrans,
thus elimnating this problem

A better solution to this problem is for routers to understand the
TMux protocol, and to inspect each of the multipl exed segnments and
renove those segnents that fail the filtering.
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10. Di scussion Li st

There is a discussion list for this protocol, which for
hi storical reasons is called:

cnp-id@ylint.co.uk
Requests to join the |ist should be sent to:

cnp-id-request @ylint.co. uk
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