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ABSTRACT

QoS- based routing has been recogni zed as a mssing piece in the
evol ution of QoS-based service offerings in the Internet. This
docunent describes sone of the QoS-based routing issues and

requi renments, and proposes a framework for QoS-based routing in the
Internet. This framework is based on extending the current |nternet
routi ng nodel of intra and interdomain routing to support QoS.

1. SCOPE OF DOCUMENT & PHI LOSOPHY

Thi s docunent proposes a franmework for QoS-based routing, with the
obj ective of fostering the devel opment of an Internet-w de solution
whi | e encouragi ng i nnovations in solving the nany probl ens that

ari se. (QoS-based routing has many conplex facets and it is
reconmended that the follow ng two-pronged approach be enpl oyed
towards its devel opment:

1. Encourage the growth and evol uti on of novel intradomain QoS-based
routing architectures. This is to allow the devel opnent of
i ndependent, innovative solutions that address the many QoS- based
routing issues. Such solutions may be depl oyed i n aut ononmous
systens (ASs), large and small, based on their specific needs.
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2. Encourage sinple, consistent and stable interactions between ASs
i npl ementing routing solutions devel oped as above.

Thi s approach follows the traditional separation between intra and
interdomain routing. It allows solutions |ike QOSPF [ GKOP98, ZSSC97],
Integrated PNNI [IPNNI] or other schenes to be depl oyed for
intradomain routing without any restriction, other than their ability
to interact with a conmon, and perhaps sinple, interdomain routing
protocol. The need to develop a single, all enconpassing solution to
t he conpl ex problem of QoS-based routing is therefore obviated. As a
practical matter, there are many different views on how QoS- based
routi ng should be done. Mich overall progress can be nade if an
opportunity exists for various ideas to be devel oped and depl oyed
concurrently, while sone consensus on the interdomain routing
architecture is being devel oped. Finally, this routing nodel is
perhaps the nost practical froman evolution point of view It is
superfluous to say that the eventual success of a QoS-based Internet
routing architecture woul d depend on the ease of evol ution.

The aimof this docunent is to describe the QoS -based routing issues,
identify basic requirenents on intra and i nterdomain routing, and
descri be an extension of the current interdomain routing nodel to
support QoS. It is not an objective of this docunent to specify the
details of intradomain QoS-based routing architectures. This is |eft
up to the various intradonmain routing efforts that mght follow  Nor
is it an objective to specify the details of the interface between
reservation protocols such as RSVP and QoS-based routing. The
specific interface functionality needed, however, would be clear from
the intra and i nterdomain routing solutions devised. 1In the

i ntradomain area, the goal is to develop the basic routing

requi rements while allow ng maxi mum freedom for the devel opnent of
solutions. In the interdomain area, the objectives are to identify
the QoS-based routing functions, and facilitate the devel opnent or
enhancenent of a routing protocol that allows relatively sinple

i nteracti on between domai ns.

In the next section, a glossary of relevant term nology is given. In
Section 3, the objectives of QoS-based routing are described and the
i ssues that mnmust be dealt with by QoS-based Internet routing efforts
are outlined. In Section 4, sone requirenments on intradomain routing
are defined. These requirements are purposely broad, putting few
constraints on solution approaches. The interdomain routing nodel and
i ssues are described in Section 5 and QoS-based nulticast routing is
di scussed in Section 6. The interaction between QoS-based routing
and resource reservation protocols is briefly considered in Section
7. Security considerations are listed in Section 8 and rel ated work
is described in Section 9. Finally, summary and concl usions are
presented in Section 10.
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2. CGLOSSARY

The followi ng glossary lists the term nology used in this docunent
and an expl anation of what is neant. Sone of these terns may have

di fferent connotations, but when used in this docunent, their neaning
is as given.

Alternate Path Routing : A routing technique where nultiple paths,
rather than just the shortest path, between a source and a
destination are utilized to route traffic. One of the objectives of
alternate path routing is to distribute |oad anong nultiple paths in
t he networKk.

Aut ononmous System (AS): A routing domai n which has a comon

adm ni strative authority and consistent internal routing policy. An
AS may enploy multiple intradomain routing protocols internally and
interfaces to other ASs via a common interdomain routing protocol

Source: A host or router that can be identified by a unique unicast
| P address.

Uni cast destination: A host or router that can be identified by a
uni que uni cast | P address.

Mul ticast destination: A nulticast |IP address indicating all hosts
and routers that are nmenbers of the correspondi ng group

IP flow (or sinply "flow'): An |IP packet streamfroma source to a
destination (unicast or nulticast) with an associated Quality of
Service (QS) (see below) and higher |evel demultiplexing
informati on. The associ ated QoS could be "best-effort".

Quality-of-Service (QS): A set of service requirenents to be net by
the network while transporting a flow

Service class: The definitions of the senmantics and paraneters of a
specific type of QoS.

Integrated services: The Integrated Services nodel for the Internet
defined in RFC 1633 allows for integration of QoS services with the
best effort services of the Internet. The Integrated Services
(I'ntServ) working group in the | ETF has defined two service cl asses,
Controll ed Load Service [W7] and CGuaranteed Service [SP&7].

RSVP: The ReSerVation Protocol [BZBH97]. A QoS signaling protoco
for the Internet.

Path: A unicast or nulticast path.
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3.

3.

Uni cast path: A sequence of links froman IP source to a unicast IP
destination, determned by the routing scheme for forwarding packets.

Mul ticast path (or Multicast Tree): A subtree of the network topol ogy
in which all the | eaves and zero or nore interior nodes are nenbers
of the same nulticast group. A nulticast path nmay be per-source, in
whi ch case the subtree is rooted at the source.

Fl ow set-up: The act of establishing state in routers along a path to
satisfy the QoS requirenment of a flow.

Crankback: A technique where a flow setup is recursively backtracked
along the partial flow path up to the first node that can determ ne
an alternative path to the destination

QS-based routing: A routing nechani smunder which paths for flows
are determ ned based on some know edge of resource availability in
the network as well as the QoS requirenment of flows.

Rout e pinning: A nmechanismto keep a flow path fixed for a duration
of tine.

FI ow Admi ssion Control (FAC): A process by which it is determ ned
whether a link or a node has sufficient resources to satisfy the QS
required for a flow FAC is typically applied by each node in the
path of a flow during flow set-up to check |ocal resource

avail ability.

Hi gher-1evel adnission control: A process by which it is deternined
whet her or not a flow set-up should proceed, based on estinmates and
policy requirenents of the overall resource usage by the flow.

Hi gher-1evel adm ssion control may result in the failure of a flow
set-up even when FAC at each node along the flow path indicates
resource availability.

QOS- BASED ROUTI NG BACKGROUND AND | SSUES
1 Best-Effort and QoS-Based Routing

Routing deployed in today’s Internet is focused on connectivity and
typically supports only one type of datagram service called "best
effort” [WC96]. Current Internet routing protocols, e.g. OSPF, RIP,
use "shortest path routing", i.e. routing that is optimzed for a
single arbitrary metric, admnistrative weight or hop count. These
routing protocols are also "opportunistic," using the current
shortest path or route to a destination. Alternate paths with

accept abl e but non-optimal cost can not be used to route traffic
(shortest path routing protocols do allow a router to alternate anong
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several equal cost paths to a destination).

QoS- based routing nmust extend the current routing paradigmin three
basic ways. First, to support traffic using integrated-services
class of services, multiple paths between node pairs will have to be
cal cul ated. Sonme of these new classes of service will require the
distribution of additional routing nmetrics, e.g. delay, and avail able
bandwi dth. If any of these netrics change frequently, routing updates
can becone nmore frequent thereby consumni ng network bandw dth and
router CPU cycl es.

Second, today’'s opportunistic routing will shift traffic from one
path to another as soon as a "better" path is found. The traffic
will be shifted even if the existing path can neet the service
requirements of the existing traffic. |If routing calculation is tied
to frequently changi ng consunabl e resources (e.g. avail able

bandwi dth) this change will happen nore often and can introduce
routing oscillations as traffic shifts back and forth between
alternate paths. Furthernore, frequently changi ng routes can increase
the variation in the delay and jitter experienced by the end users.

Third, as mentioned earlier, today’s optinal path routing algorithns
do not support alternate routing. If the best existing path cannot
admt a new flow, the associated traffic cannot be forwarded even if
an adequate alternate path exists.

3.2 Q©S-Based Routing and Resource Reservation

It is inportant to understand the difference between QS-based
routing and resource reservation. Wile resource reservation
protocols such as RSVP [ BZBH97] provide a nethod for requesting and
reserving network resources, they do not provide a mechani sm for
determ ning a network path that has adequate resources to accomobdat e
the requested Q@S. Conversely, QoS-based routing allows the

determ nation of a path that has a good chance of accommpdating the
requested QoS, but it does not include a mechanismto reserve the
requi red resources.

Consequent |y, QoS-based routing is usually used in conjunction with
some form of resource reservation or resource allocation mechani sm
Sinple fornms of QoS-based routing have been used in the past for Type
of Service (TOS) routing [M8]. In the case of OSPF, a different
shortest-path tree can be conputed for each of the 8 TOS values in
the I P header [ISI81]. Such mechani sns can be used to sel ect

speci ally provisioned paths but do not conpletely assure that
resources are not overbooked along the path. As long as strict
resource managenent and control are not needed, nechani snms such as
TOS-based routing are useful for separating whole classes of traffic
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over nultiple routes. Such nechanisnms mght work well with the
enmerging Differential Services efforts [BBCD98].

Conbi ni ng a resource reservation protocol with QS-based routing
allows fine control over the route and resources at the cost of
additional state and setup tine. For exanple, a protocol such as RSVP
may be used to trigger QoS-based routing calculations to neet the
needs of a specific flow

3.3 QS-Based Routing: Objectives

Under QoS-based routing, paths for flows would be deternined based
on sone know edge of resource availability in the network, as well as
the QoS requirenent of flows. The main objectives of QS-based
routing are:

1. Dynamic deternination of feasible paths: QS-based routing can
determ ne a path, from anong possibly many choices, that has a
good chance of accommodating the QoS of the given flow Feasible
path sel ection may be subject to policy constraints, such as path
cost, provider selection, etc.

2. Optinization of resource usage: A network state-dependent QS
based routing scheme can aid in the efficient utilization of
network resources by inmproving the total network throughput. Such
a routing schene can be the basis for efficient network
engi neeri ng.

3. Gaceful performance degradation: State-dependent routing can
conpensate for transient inadequacies in network engineering
(e.g., during focused overload conditions), giving better
t hroughput and a nore graceful performance degradation as
conpared to a state-insensitive routing schenme [A84].

QoS- based routing in the Internet, however, raises many issues:

- How do routers determ ne the QoS capability of each outgoing |ink
and reserve link resources? Note that some of these |inks may be
virtual, over ATM networks and others may be broadcast nulti-
access |inks.

- What is the granularity of routing decision (i.e., destination-
based, source and destination-based, or flow based)?

- Wiat routing netrics are used and how are QoS-accommodati ng paths
comput ed for unicast flows?
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- How are QoS-accommodati ng paths conputed for nulticast flows with
different reservation styles and receiver heterogeneity?

- \What are the performance objectives while conmputing QS-based
pat hs?

- \What are the adninistrative control issues?
- What factors affect the routing overheads?, and
- Howis scalability achi eved?

Sone of these issues are discussed briefly next. Interdomain routing
is discussed in Section 5.

3.4 QS Determ nation and Resource Reservation

To determ ne whether the QoS requirenments of a flow can be
acconmpdated on a link, a router nust be able to deternine the QS
available on the link. It is still an open issue as to how the QS
availability is determned for broadcast nultiple access links (e.qg.,
Et hernet). A related problemis the reservation of resources over
such links. Solutions to these problens are just energing [ GPSS98] .

Simlar problens arise when a router is connected to a | arge non-
broadcast nultiple access network, such as ATM In this case, if the
destination of a flowis outside the ATM network, the router may have
mul ti pl e egress choices. Furthernore, the QS availability on the ATM
paths to each egress point nmay be different. The issues then are,

0 how does a router determine all the egress choices across the
ATM net wor k?

0 how does it determ ne what QoS is avail able over the path to
each egress point?, and

o] what QoS val ue does the router advertise for the ATM i nk

Typically, 1P routing over ATM (e.g., NHRP) allows the selection of a
single egress point in the ATM network, and the procedure does not

i ncorporate any know edge of the QoS required over the path. An
approach like I-PNNI [IPNNI] would be hel pful here, although it

i ntroduces sone conpl exity.

An additional problemw th resource reservation is how to determ ne
what resources have already been allocated to a rmulticast flow The
availability of this information during path conputation inproves the
chances of finding a path to add a new receiver to a nmulticast flow
QCSPF [ ZSSC97] handles this problemby letting routers broadcast
reserved resource information to other routers in their area.
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Alternate path routing [ZES97] deals with this issue by using probe
nmessages to find a path with sufficient resources. Path QS
Conput ati on (PQC) nethod, proposed in [ GOA97], propagates bandw dth
al location information in RSVP PATH nessages. A router receiving the
PATH nmessage gets an indication of the resource allocation only on
those links in the path to itself fromthe source. Allocation for
the sanme flow on other renpte branches of the nulticast tree is not
avai l abl e. Thus, the PQC nethod rmay not be sufficient to find
feasi bl e QoS-accommodating paths to all receivers.

3.5 Ganularity of Routing Decision

Routing in the Internet is currently based only on the destination
address of a packet. Many nulticast routing protocols require
routi ng based on the source AND destination of a packet. The
Integrated Services architecture and RSVP al |l ow QoS determ nation for
an individual flow between a source and a destination. This set of
routing granularities presents a problemfor QoS routing solutions.

If routing based only on destination address is considered, then an
internediate router will route all flows between different sources
and a given destination along the sanme path. This is acceptable if
the path has adequate capacity but a problemarises if there are
multiple flows to a destination that exceed the capacity of the |ink

One version of QOSPF [ ZSSC97] determ nes QoS routes based on source
and destination address. This inplies that all traffic between a

gi ven source and destination, regardless of the flow, wll trave

down the sanme route. Again, the route nust have capacity for all the
QS traffic for the source/destination pair. The anount of routing
state al so increases since the routing tables nust include
source/destination pairs instead of just the destination

The best granularity is found when routing is based on individua
flows but this incurs a trenendous cost in ternms of the routing
state. Each QoS flow can be routed separately between any source and
destination. PQC [ GOA97] and alternate path routing [ZES97], are
exanpl es of solutions which operate at the flow | evel.

Bot h source/destination and fl ow based routing nmay be susceptible to
packet | oopi ng under hop-by-hop forwardi ng. Suppose a node al ong a

fl ow or source/destination-based path |oses the state information for
the flow Al so suppose that the flow based route is different from
the regul ar destination-based route. The potential then exists for a
routing loop to formwhen the node forwards a packet belonging to the
flow using its destination-based routing table to a node that occurs
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earlier on the flow based path. This is because the latter node may
use its flow based routing table to forward the packet again to the
former and this can go on indefinitely.

3.6 Metrics and Path Conputation
3.6.1 Metric Selection and Representation

There are sonme considerations in defining suitable |Iink and node
metrics [WC96]. First, the netrics nust represent the basic network
properties of interest. Such nmetrics include residual bandw dth,
delay and jitter. Since the flow QS requirenents have to be mapped
onto path netrics, the nmetrics define the types of QoS guarantees the
network can support. Alternatively, QoS-based routing cannot support
QoS requirenments that cannot be neani ngfully mapped onto a reasonabl e
conbi nati on of path netrics. Second, path conputation based on a
metric or a conbination of netrics nmust not be too conplex as to
render theminpractical. In this regard, it is worthwhile to note
that path conputati on based on certain conbinations of netrics (e.g.
delay and jitter) is theoretically hard. Thus, the allowable

conbi nati ons of netrics nust be determ ned while taking into account
the conplexity of conputing paths based on these netrics and the QS
needs of flows. A comon strategy to allow flexible conbinations of
nmetrics while at the sane tinme reduce the path conmputation conplexity
is to utilize "sequential filtering". Under this approach, a

conbi nation of netrics is ordered in sone fashion, reflecting the

i nportance of different nmetrics (e.g., cost followed by delay, etc.).
Pat hs based on the primary metric are conputed first (using a sinple
algorithm e.g., shortest path) and a subset of themare elimnated
based on the secondary netric and so forth until a single path is
found. This is an approximation technique and it trades off gl obal
optimality for path conputation sinplicity (The filtering technique
may be sinpler, depending on the set of netrics used. For exanpl e,

wi th bandwi dth and cost as netrics, it is possible to first elimnate
the set of |links that do not have the requested bandw dth and then
conpute the | east cost path using the remaining |inks.)

Now, once suitable link and node nmetrics are defined, a uniform
representation of themis required across independent domains -

enpl oyi ng possibly different routing schenes - in order to derive
path nmetrics consistently (path netrics are obtained by the
conposition of link and node netrics). Encoding of the maxi num

m ni mum range, and granularity of the netrics are needed. Al so, the
definitions of conparison and accumul ati on operators are required. In
addition, suitable triggers nust be defined for indicating a
significant change froma mnor change. The forner will cause a
routing update to be generated. The stability of the QS routes woul d
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depend on the ability to control the generation of updates. Wth
interdormain routing, it is essential to obtain a fairly stable view
of the interconnection anmong the ASs.

3.6.2 Metric Hierarchy

A hierarchy can be defined anong various classes of service based on
the degree to which traffic fromone class can potentially degrade
service of traffic fromlower classes that traverse the sanme link. In
this hierarchy, guaranteed constant bit rate traffic is at the top
and "best-effort" datagramtraffic at the bottom C asses providing
service higher in the hierarchy inpact classes providing service in

| ower | evels. The sane situation is not true in the other direction
For example, a datagram flow cannot affect a real-tine service. Thus,
it may be necessary to distribute and update different nmetrics for
each type of service in the worst case. But, several advantages
result by identifying a single default nmetric. For exanple, one
could derive a single netric conbining the availability of datagram
and real -time service over a conmon substrate.

3.6.3 Datagram Fl ows

A del ay-sensitive netric is probably the npbst obvious type of netric
suitable for datagramfl ows. However, it requires careful analysis to
avoid instabilities and to reduce storage and bandw dth requirenents.
For exanmple, a recursive filtering techni que based on a sinple and

ef ficient weighted averagi ng al gorithm[NC94] could be used. This
filter is used to stabilize the netric. Wiile it is adequate for
snoot hi ng nost | oading patterns, it will not distinguish between
patterns consisting of regular bursts of traffic and random | oadi ng.
Anong ot her stabilizing tools, is a mnimumtinme between updates that
can help filter out high-frequency oscillations.

3.6.4 Real -tine Fl ows

In real-time quality-of-service, delay variation is generally nore
critical than delay as long as the delay is not too high. dearly,
voi ce-based applications cannot tolerate nore than a certain |evel of
del ay. The condition of varying delays may be expected to a greater
degree in a shared nedium environnent with datagrans, than in a
network inmplenmented over a switched substrate. Routing a real-tine
flow therefore reduces to an exercise in allocating the required
network resources while mnimzing fragmentati on of bandw dth. The
resulting situation is a bandwidth-limted m nimum hop path froma
source to the destination. In other words, the router perfornms an
ordered search through paths of increasing hop count until it finds
one that neets all the bandw dth needs of the flow. To reduce
contention and the probability of false probes (due to inaccuracy in
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route tables), the router could select a path randomy froma

"wi ndow' of paths which neet the needs of the flow and satisfy one of
three additional criteria: best-fit, first-fit or worst-fit. Note
that there is a sinmlarity between the allocation of bandw dth and
the allocation of nenory in a nmultiprocessing system First-fit seens
to be appropriate for a systemwith a high real-tinme flow arriva
rates; and worst-fit is ideal for real-time flows with high holding
times. This rather nonintuitive result was shown in [ NC94].

3.6.5 Path Properties

Pat h computation by itself is nerely a search technique, e.g.,
Shortest Path First (SPF) is a search techni que based on dynanic
progranm ng. The useful ness of the paths conputed depends to a | arge
extent on the netrics used in evaluating the cost of a path with
respect to a flow

Each link considered by the path conputation engi ne nust be eval uat ed
agai nst the requirenents of the flow, i.e., the cost of providing the
services required by the flow nust be estinmated with respect to the
capabilities of the link. This requires a uniformnethod of conbining
features such as delay, bandwidth, priority and other service
features. Furthernore, the costs nmust reflect the |ost opportunity
of using each link after routing the flow

3.6.6 Performance Objectives

One common objective during path conputation is to inprove the tota
network throughput. |In this regard, nerely routing a flow on any
path that acconmpdates its QoS requirenment is not a good strategy. In
fact, this corresponds to uncontrolled alternate routing [SD95] and
may adversely inpact perfornance at higher traffic loads. It is
therefore necessary to consider the total resource allocation for a
flow along a path, in relation to avail able resources, to determ ne
whet her or not the flow should be routed on the path. Such a
mechanismis referred to in this docunment as "higher |evel adm ssion
control”. The goal of this is to ensure that the "cost" incurred by
the network in routing a flowwith a given QoS is never nore than the
revenue gained. The routing cost in this regard may be the | ost
revenue in potentially blocking other flows that contend for the same
resources. The formul ation of the higher |evel adnission control
strategy, with suitable adm nistrative hooks and with fairness to al
flows desiring entry to the network, is an issue. The fairness
probl em ari ses because flows with smaller reservations tend to be
nore successfully routed than flows with large reservations, for a

gi ven engi neered capacity. To guarantee a certain |evel of
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acceptance rate for "larger"” flows, w thout over-engineering the
network, requires a fair higher |evel adm ssion control mechani sm
The application of higher |evel adm ssion control to nulticast
routing is discussed | ater.

3.7 Adm nistrative Contro

There are several adnministrative control issues. First, within an AS
enpl oyi ng st ate-dependent routing, adm nistrative control of routing
behavi or may be necessary. One exanpl e discussed earlier was higher

| evel adnission control. Sone others are described in this section.
Second, the control of interdomain routing based on policy is an

i ssue. The discussion of interdomain routing is defered to Section
5.

Two areas that need adninistrative control, in addition to
appropriate routing nechani sms, are handling flow priority with
preenption, and resource allocation for nultiple service classes.

3.7.1 FlowPriorities and Preenption

If there are critical flows that must be accorded higher priority
than other types of flows, a mechani smnust be inplenented in the
network to recognize flow priorities. There are two aspects to
prioritizing flows. First, there nust be a policy to decide how
different users are allowed to set priorities for flows they
originate. The network nust be able to verify that a given flowis
allowed to claima priority level signaled for it. Second, the
routi ng schene must ensure that a path with the requested QS will be
found for a flowwith a probability that increases with the priority
of the flow In other words, for a given network | oad, a high
priority flow should be nore likely to get a certain QoS fromthe
network than a lower priority flow requesting the same QoS. Routing
procedures for flow prioritization can be conplex. Identification
and eval uation of different procedures are areas that require

i nvesti gati on.

3.7.2 Resource Control

If there are nultiple service classes, it is necessary to engineer a
network to carry the forecasted traffic demands of each class. To do
this, router and link resources may be logically partitioned anong
various service classes. It is desirable to have dynam c partitioning
wher eby unused resources in various partitions are dynamcally
shifted to other partitions on demand [ ACFH92]. Dynam c shari ng,
however, must be done in a controlled fashion in order to prevent
traffic under sonme service class fromtaking up nore resources than
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what was engineered for it for prolonged periods of time. The design
of such a resource sharing schene, and its incorporation into the
QoS- based routing schene are significant issues.

3.8 QS-Based Routing for Milticast Flows

QoS- based nulticast routing is an inportant problem especially if
the notion of higher |evel adm ssion control is included. The
dynamismin the receiver set allowed by IP nulticast, and receiver
het erogeneity add to the problem Wth straightforward inplenmentation
of distributed heuristic algorithns for multicast path conmputation
[WB8, (C91], the difficulty is essentially one of scalability. To
accommpdate QoS, mnulticast path conmputation at a router nust have
know edge of not only the id of subnets where group nenbers are
present, but also the identity of branches in the existing tree. In
ot her words, routers nmust keep flowspecific state infornation. Al so,
computing optinal shared trees based on the shared reservation style
[ BZBHI7], may require new algorithms. Milticast routing is discussed
in sone detail in Section 6.

3.9 Routi ng Over heads

The overheads incurred by a routing schenme depend on the type of the
routi ng schene, as well as the inplenentation. There are three types
of overheads to be considered: conputation, storage and

conmuni cation. It is necessary to understand the inplications of
choosing a routing nechanismin terns of these overheads.

For example, considering link state routing, the choice of the update
propagati on nmechanismis inportant since network state is dynam c and
changes relatively frequently. Specifically, a flooding nechani sm
woul d result in many unnecessary message transm ssions and
processing. Alternative techniques, such as tree-based forwarding

[ R96], have to be considered. Arelated issue is the quantization of
state information to prevent frequent updating of dynam c state.
Whi |l e coarse quanti zati on reduces updating overheads, it may affect

t he performance of the routing scheme. The tradeoff has to be
carefully evaluated. QoS-based routing incurs certain overheads
during fl ow establishment, for exanple, conputing a source route.

Whet her this overhead is disproportionate conpared to the | ength of
the sessions is an issue. In general, techniques for the mnimzation
of routing-related overheads during flow establishnment nust be

i nvestigated. Approaches that are useful include pre-conputation of
routes, caching recently used routes, and TOS routing based on hints
in packets (e.g., the TGS field).
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3.10 Scal ing by Hi erarchical Aggregation

QoS- based routing should be scal abl e, and hi erarchi cal aggregation is
a common technique for scaling (e.g., [PNNI96]). But this introduces
problens with regard to the accuracy of the aggregated state
information [L95]. Also, the aggregation of paths under multiple
constraints is difficult. One of the difficulties is the risk of
accepting a flow based on inaccurate information, but not being able
to support the QoS requirenents of flow because the capabilities of
the actual paths that are aggregated are not known during route
conputation. Performance inpacts of aggregating path netric

i nformati on nust therefore be understood. A way to conpensate for

i naccuracies is to use crankback, i.e., dynanic search for alternate
paths as a flow is being routed. But crankback increases the tine to
set up a flow, and nmay adversely affect the perfornance of the
routi ng scheme under sone circunstances. Thus, crankback nust be used
judiciously, if at all, along with a higher |evel adm ssion control
mechani sm

4. | NTRADOVAI N ROUTI NG REQUI REMENTS

At the intradomain level, the objective is to allow as nuch | atitude
as possible in addressing the QoS-based routing issues. Indeed, there
are many i deas about how QoS- based routing services can be

provi sioned within ASs. These range from on-denand path conputation
based on current state information, to statically provisioned paths
supporting a few service cl asses.

Anot her aspect that nmight invite differing solutions is perfornmance
optimi zation. Based on the technique used for this, intradomain
routing could be very sophisticated or rather sinple. Finally, the
service classes supported, as well as the specific QS engineered for
a service class, could differ fromAS to AS. For instance, sone ASs
may not support guaranteed service, while others may. Al so, sonme ASs
supporting the service may be engineered for a better delay bound
than others. Thus, it requires considerable thought to deternine the
hi gh level requirenments for intradomain routing that both supports
the overall view of QoS-based routing in the Internet and all ows
maxi num aut onony i n devel opi ng sol uti ons.

Qur viewis that certain mninmumrequirenments nust be satisfied by
intradomain routing in order to be qualified as "QS-based" routing.
These are:

- The routing schene nmust route a flow along a path that can

accommpdate its QoS requirenents, or indicate that the fl ow cannot
be admtted with the QoS currently being requested.
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- The routing schenme nust indicate disruptions to the current route
of a flow due to topol ogi cal changes.

- The routing schene nmust accommobdate best-effort flows wthout any
resource reservation requirenments. That is, present best effort
applications and protocol stacks need not have to change to run in
a domai n enpl oyi ng QoS- based routing.

- The routing schene may optionally support QoS-based nulticasting
with receiver heterogeneity and shared reservation styl es.

In addition, the following capabilities are al so recomended:
- Capabilities to optim ze resource usage.

- Inmplenentation of higher |evel adm ssion control procedures to
limt the overall resource utilization by individual flows.

Further requirenents along these lines nmay be specified. The

requi rements shoul d capture the consensus view of QoS-based routi ng,
but shoul d not preclude particul ar approaches (e.g., TOS-based
routing) from being inplenmented. Thus, the intradomain requirenments
are expected to be rather broad.

5. | NTERDOVAI N ROUTI NG

The fundanental requirenment on interdomain QoS-based routing is
scalability. This inplies that interdonmain routing cannot be based
on highly dynanic network state information. Rather, such routing
nmust be ai ded by sound network engineering and relatively sparse

i nformati on exchange between i ndependent routing domains. This
approach has the advantage that it can be realized by straightforward
extensions of the present Internet interdomain routing nodel. A
nunber of issues, however, need to be addressed to achieve this, as
di scussed bel ow.
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5.1 Interdomai n QoS- Based Routing Model

The interdomai n QoS-based routing nodel is depicted bel ow

AS1 AS2 AS3
I I I I I I
| B------ B B----B |
I I I I I I
----- B----- Broi - B
\ / /
\ / /
B B B
I I I I
I B------- B I
I I I I
I B------- B I
AS4 AS5

Here, ASs exchange standardi zed routing information via border nodes
B. Under this nodel, each AS can itself consist of a set of

i nterconnected ASs, with standardi zed routing interaction. Thus, the
interdormain routing nodel is hierarchical. Al so, each | owest |evel
AS enpl oys an intradomai n QoS-based routing schenme (proprietary or
standardi zed by intradomain routing efforts such as QOSPF). G ven
this structure, sone questions that arise are:

- What information is exchanged between ASs?

- What routing capabilities does the informati on exchange |ead to?
(E.g., source routing, on-demand path conputation, etc.)

- How is the external routing information represented within an AS?
- How are interdomai n paths computed?

- What sort of policy controls nay be exerted on interdonain path
conputation and fl ow routing?, and

- How is interdonmain QS-based nulticast routing acconplished?

At a high level, the answers to these questi ons depend on the routing
paradi gm Specifically, considering link state routing, the

i nformati on exchanged between domai ns woul d consi st of an abstract
representation of the domains in the formof |ogical nodes and |inks,
along with nmetrics that quantify their properties and resource
availability. The hierarchical structure of the ASs may be handl ed
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by a hierarchical link state representation, with appropriate netric
aggr egati on.

Link state routing nmay not necessarily be advantageous for
interdomain routing for the foll ow ng reasons:

- One advantage of intradomain link state routing is that it would
allow fairly detailed link state informati on be used to conpute
pat hs on dermand for flows requiring QS. The state and netric
aggregation used in interdomain routing, on the other hand, erodes
this property to a great degree.

- The useful ness of keeping track of the abstract topol ogy and
nmetrics of a renpte domain, or the interconnection between renote
domai ns is not obvious. This is especially the case when the renote
topol ogy and netric encoding are | ossy.

- ASs may not want to advertise any details of their internal
t opol ogy or resource availability.

- Scalability in interdomain routing can be achieved only if
i nformati on exchange between donmains is relatively infrequent.
Thus, it seens practical to limt information flow between domai ns
as nmuch as possi bl e.

Conpact information flow allows the inplenmentati on QoS-enhanced
versions of existing interdomain protocols such as BGP-4. W | ook at
the interdomain routing issues in this context.

5.2 Interdomain Information Fl ow

The information fl ow between routing donai ns nust enable certain
basi ¢ functions:

1. Determination of reachability to various destinations
2. Loop-free flow routes
3. Address aggregati on whenever possible

4. Determination of the QS that will be supported on the path to a
destination. The QS information should be relatively static,
determ ned fromthe engi neered topol ogy and capacity of an AS
rat her than epheneral fluctuations in traffic |oad through the
AS. ldeally, the QoS supported in a transit AS should be all owed
to vary significantly only under exceptional circunstances, such
as failures or focused overl oad.
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5. Determination, optionally, of nultiple paths for a given
destination, based on service cl asses.

6. Expression of routing policies, including nonetary cost, as a
function of flow paraneters, usage and adninistrative factors.

Items 1-3 are already part of existing interdomain routing. Item5 is
al so a straightfoward extension of the current nodel. The main
problem areas are therefore itens 4 and 6.

The QoS of an end-to-end path is obtained by conposing the QS

avail able in each transit AS. Thus, border routers nust first
determ ne what the locally available QoS is in order to advertise
routes to both internal and external destinations. The determ nation
of local "AS netrics" (corresponding to link nmetrics in the

i ntradormai n case) should not be subject to too much dynam sm Thus,
the issue is how to define such netrics and what triggers an

occasi onal change that results in re-adverti senents of routes.

The approach suggested in this docunent is not to conpute paths based
on residual or instantaneous values of AS netics (which can be
dynamic), but utilize only the QoS capabilities engineered for
aggregate transit flows. Such engineering my be based on the

know edge of traffic to be expected from each nei ghboring ASs and the
correspondi ng QOS needs. This information may be obtai ned based on
contracts agreed upon prior to the provisioning of services. The AS
nmetric then corresponds to the QoS capabilities of the "virtual path"
engi neered through the AS (for transit traffic) and a different
metric may be used for different neighbors. This is illustrated in
the followi ng figure

AS1 AS2 AS3
I I I I I I
| B------ B1 B2----B |
I I I I I I
----- B----- B3----m - B
\ /
\ /
B B
I I
I I
I I
I I
AS4
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Here, Bl may utilize an AS metric specific for AS1 when conputing
path nmetrics to be advertised to ASL. This netric is based on the
resources engineered in AS2 for transit traffic fromASlL. Sinmilarly,
B3 may utilize a different netric when conmputing path nmetrics to be
advertised to AS4. Now, it is assunmed that as long as traffic flow
into AS2 from AS1 or AS4 does not exceed the engi neered val ues, these
path nmetrics would hold. Excess traffic due to transient
fluctuations, however, may be handl ed as best effort or narked with a
di scard bit.

Thus, this nodel is different fromthe intradomai n nodel, where end
nodes pick a path dynam cally based on the QS needs of the flowto
be routed. Here, paths within ASs are engi neered based on presuned,
nmeasured or declared traffic and QoS requirenents. Under this nodel,
an AS can contract for routes via multiple transit ASs with different
QS requirenments. For instance, AS4 above can use both AS1 and AS2 as
transits for sane or different destinations. Also, a QoS contract

bet ween one AS and anot her nay generate another contract between the
second and a third AS and so forth.

An issue is what triggers the reconputation of path netrics within an
AS. Failures or other events that prevent engi neered resource

al l ocation should certainly trigger reconputation. Reconputation
shoul d not be triggered in response to arrival of flows within the
engineered limt.

5.3 Pat h Conputati on

Pat h computation for an external destination at a border node is
based on reachability, path metrics and | ocal policies of selection.
If there are nultiple selection criteria (e.g., delay, bandw dth,
cost, etc.), mutiple alternaives nay have to be nmintained as well as
propagat ed by border nodes. Sel ection of a path from anong nany
alternatives woul d depend on the QoS requests of flows, as well as
policies. Path conmputation nay also utilze any heuristics for
optim zi ng resource usage.

5.4 Fl ow Aggregation

An inportant issue in interdomain routing is the anount of flow state
to be processed by transit ASs. Reducing the flow state by
aggregation techni ques nmust therefore be seriously considered. Flow
aggregation nmeans that transit traffic through an ASis classified
into a few aggregated streans rather than being routed at the

i ndi vidual flow | evel. For exanple, an entry border router nay
classify various transit flows entering an AS into a few coarse
categories, based on the egress node and QoS requirenents of the
flows. Then, the aggregated streamfor a given traffic class may be
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routed as a single flowinside the ASto the exit border router. This
router may then present individual flows to different neighboring ASs
and the process repeats at each entry border router. Under this
scenario, it is essential that entry border routers keep track of the
resource requirenents for each transit flow and apply adm ssion
control to deternine whether the aggregate requirenent from any

nei ghbor exceeds the engineered linmt. If so, sone policy nust be

i nvoked to deal with the excess traffic. herwise, it nmay be assuned
that aggregated flows are routed over paths that have adequate
resources to guarantee QoS for the menber flows. Finally, it is

possi ble that entry border routers at a transit AS may prefer not to
aggregate flows if finer grain routing within the AS may be nore
efficient (e.g., to aid |load balancing within the AS).

5.5 Pat h Cost Determ nation

It is hoped that the integrated services Internet architecture would
all ow providers to charge for IP flows based on their QS

requi rements. A QoS-based routing architecture can aid in
distributing infornmati on on expected costs of routing flows to
various destinations via different domains. Clearly, froma
provider’s point of view, there is a cost incurred in guaranteeing
Q@S to flows. This cost could be a function of several paraneters,
sone related to fl ow paraneters, others based on policy. Froma
user’s point of view, the consequence of requesting a particular QS
for a flowis the cost incurred, and hence the selection of providers
may be based on cost. A routing schenme can aid a provider in
distributing the costs in routing to various destinations, as a
function of several paraneters, to other providers or to end users.
In the interdomain routing nodel described earlier, the costs to a
destination will change as routing updates are passed through a
transit domain. One of the goals of the routing schene should be to
mai ntain a uni form senmantics for cost values (or functions) as they
are handl ed by internedi ate domai ns. As an exanple, consider the cost
function generated by border node Bl in domain A and passed to node
B2 in domain B below. The routing update may be injected into domain
B by B2 and finally passed to B4 in domain C by router B3. Dormain B
may interpret the cost value received fromdomain Ain any way it
wants, for instance, adding a locally significant conmponent to it.
But when this cost value is passed to domain C, the neaning of it
must be what domain A intended, plus the increnental cost of
transiting domain B, but not what domain B uses internally.
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Domain A Domain B Domain C

A problemw th charging for a flowis the determ nation of the cost
when the QoS promised for the flow was not actually delivered.
Clearly, when a flowis routed via multiple domains, it nust be

det ermi ned whet her each domain delivers the QoS it declares possible
for traffic through it.

QOS- BASED MULTI CAST ROUTI NG

The goal s of QoS-based nulticast routing are as foll ows:

- Scalability to large groups with dynam ¢ nenbership

- Robustness in the presence of topol ogi cal changes

- Support for receiver-initiated, heterogeneous reservations
- Support for shared reservation styles, and

- Support for "global" adm ssion control, i.e., adninistrative
control of resource consunption by the nmulticast flow

The RSVP nulticast flow nodel is as follows. The sender of a

mul ticast flow advertises the traffic characteristics periodically to
the receivers. On receipt of an advertisenent, a receiver may
generate a nessage to reserve resources along the flow path fromthe
sender. Receiver reservations may be heterogeneous. OQther nulticast
nodel s may be consi der ed.

The multicast routing schene attenpts to deternmine a path fromthe
sender to each receiver that can acconmobdate the requested
reservation. The routing schenme may attenpt to maxim ze network
resource utilization by mnimzing the total bandwidth allocated to
the multicast flow, or by optimnm zing sone other measure.

.1 Scal ability, Robustness and Heterogeneity
When addressing scalability, tw aspects nust be consi dered:
1. The overheads associated with receiver discovery. This overhead

is incurred when determining the nulticast tree for forwarding
best-effort sender traffic characterization to receivers.

Crawm ey, et. al. | nf or mat i onal [ Page 21]



RFC 2386 A Franmework for QoS-based Routing August 1998

2. The overheads associated with QoS-based nulticast path
conputation. This overhead is incurred when fl ow specific
state information has to be collected by a router to determ ne
QS-accommmodati ng paths to a receiver.

Dependi ng on the nulticast routing scheme, one or both of these
aspects becone inportant. For instance, under the present RSVP nodel,
reservations are established on the same path over which sender
traffic characterizations are sent, and hence there is no path
comput ati on overhead. On the other hand, under the proposed QOSPF
nodel [ZSSC97] of multicast source routing, receiver discovery

over heads are incurred by MOSPF [ MB4] receiver |ocation broadcasts,
and additional path conputation overheads are incurred due to the
need to keep track of existing flow paths. Scaling of QS-based
mul ti cast depends on both these scaling issues. However, scal able
best-effort nulticasting is really not in the domain of QS-based
routing work (solutions for this are being devised by the | DVR WG
[ BCF94, DEFV94]). QoS-based mnulticast routing may build on these
solutions to achieve overall scalability.

There are several options for QoS-based multicast routing. Milticast
source routing is one under which multicast trees are conputed by the
first-hop router fromthe source, based on sender traffic
advertisenents. The advantage of this is that it blends nicely with
the present RSVP signaling nodel. Also, this scheme works well when
receiver reservations are honogeneous and the sane as the maxi mum
reservation derived fromsender advertisenent. The di sadvantages of
this schene are the extra effort needed to acconmpdat e het er ogeneous
reservations and the difficulties in optim zing resource allocation
based on shared reservations.

In these regards, a receiver-oriented nulticast routing nodel seens
to have sone advantage over multicast source routing. Under this
nodel :

1. Sender traffic advertisenents are mnmulticast over a best-effort
tree which can be different fromthe QS-accomodating tree for
sender dat a.

2. Receiver discovery overheads are mnimzed by utilizing a
scal abl e schene (e.g., PIM CBT), to nulticast sender traffic
characterization.

3. Each receiver-side router independently conputes a QS
accommodati ng path fromthe source, based on the receiver
reservation. This path can be conputed based on uni cast routing
information only, or with additional nulticast flow specific
state information. In any case, multicast path conputation is
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broken up into multiple, concurrent nunicast path conputations.

4. Routers processing unicast reserve nessages fromreceivers
aggregate resource reservations fromnultiple receivers.

Fl owspecific state information nay be linmited in Step 3 to achieve
scalability [RN98]. In general, limting flowspecific information in
maki ng nmulticast routing decisions is inportant in any routing nodel.
The advantages of this nodel are the ease wi th which heterogeneous
reservations can be accomvpdated, and the ability to handl e shared
reservations. The di sadvantages are the inconpatibility with the
present RSVP signaling nodel, and the need to rely on reverse paths
when link state routing is not used. Both nulticast source routing
and the receiver-oriented routing nodel described above utilize per-
source trees to route nulticast flows. Another possibility is the
utilization of shared, per-group trees for routing flows. The
comput ati on and usage of such trees require further work.

Finally, scalability at the interdomain |evel may be achieved if
QS-based nulticast paths are conmputed i ndependently in each donain.
This principle is illustrated by the QOSPF nulticast source routing
schenme which all ows independent path conputation in different OSPF
areas. It is easy to incorporate this idea in the receiver-oriented
nodel al so. An evaluation of multicast routing strategies nust take
into account the relative advantages and di sadvant ages of vari ous
approaches, in terns of scalability features and functionality
support ed.

6.2 Mul ti cast Adm ssi on Control

H gher | evel admi ssion control, as defined for unicast, prevents
excessi ve resource consunption by flows when traffic load is high
Such an adnission control strategy nmust be applied to nmulticast flows
when the flow path conputation is receiver-oriented or sender-
oriented. In essence, a router conputing a path for a receiver mnust
determ ne whether the increnmental resource allocation for the
receiver is excessive under some adm nistratively determn ned

admi ssion control policy. OQther admission control criteria, based on
the total resource consunption of a tree nmay be defi ned.

7. QOS- BASED ROUTI NG AND RESOURCE RESERVATI ON PROTOCOLS

There nust clearly be a well-defined interface between routing and
resource reservation protocols. The nature of this interface, and the
i nteraction between routing and resource reservation has to be
determ ned carefully to avoid inconpatibilities. The inportance of
this can be readily illustrated in the case of RSVP
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RSVP has been designed to operate independent of the underlying
routing schenme. Under this nodel, RSVP PATH nessages establish the
reverse path for RESV nessages. |n essence, this nodel is not
conpati bl e with QoS-based routing schenmes that conpute paths after
receiver reservations are received. Wile this inconpatibility can be
resolved in a sinple manner for unicast flows, nulticast with

het er ogeneous receiver requirenments is a nore difficult case. For
this, reconciliation between RSVP and QoS-based routing nodels is
necessary. Such a reconciliation, however, may require sone changes
to the RSVP nodel depending on the QoS-based routing nodel [ZES97
ZSSC97, GOA97]. On the other hand, QoS-based routing schenes nay be
designed with RSVP conpatibility as a necessary goal. How this
affects scalability and ot her performance neasures must be
consi der ed.

8. SECURI TY CONSI DERATI ONS

Security issues that arise with routing in general are about

mai ntaining the integrity of the routing protocol in the presence of
uni ntentional or malicious introduction of information that may | ead
to protocol failure [P88]. QS-based routing requires additional
security nmeasures both to validate QoS requests for flows and to
prevent resource-depletion type of threats that can arise when fl ows
are allowed to nmake arbitratry resource requests al ong various paths
in the network. Excessive resource consunption by an errant fl ow
results in denial of resources to legitinate flows. While these
situations may be prevented by setting up proper policy constraints,
chargi ng nodel s and policing at various points in the network, the
formalization of such protection requires work [BCCHI4].

9. RELATED WORK

"Adaptive" routing, based on network state, has a long history,
especially in circuit-sw tched networks. Such routing has al so been
i npl emrented in early datagramand virtual circuit packet networks.
More recently, this type of routing has been the subject of study in
the context of ATM networks, where the traffic characteristics and
topol ogy are substantially different fromthose of circuit-swtched
networks [MVRO6]. It is instructive to review the adaptive routing
nmet hodol ogi es, both to understand the probl ens encountered and
possi bl e sol uti ons.

Fundanmental ly, there are two aspects to adaptive, network state-
dependent routing:

1. Measuring and gathering network state information, and
2. Conputing routes based on the available information
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Dependi ng on how these two steps are inplenented, a variety of
routing techni ques are possible. These differ in the follow ng
respects:

- what state information is used

- whether local or global state is used

- what triggers the propagation of state information

- whether routes are conputed in a distributed or centralized nmanner

- whether routes are conputed on-demand, pre-conputed, or in a
hybri d manner

- what optinization criteria, if any, are used in conputing routes

- whether source routing or hop by hop routing is used, and

- how alternate route choices are expl ored

It should be noted that nost of the adaptive routing work has focused
on unicast routing. Multicast routing is one of the areas that would
be promi nent with Internet QoS-based routing. We treat this
separately, and the foll owi ng review considers only unicast routing.
This review is not exhaustive, but gives a brief overview of sonme of
t he approaches.

9.1 Optimzation Criteria

The nost common optimzation criteria used in adaptive routing is

t hroughput maxi m zation or delay mnininization. A general fornulation
of the optim zation problemis the one in which the network revenue
is maximzed, given that there is a cost associated with routing a
fl ow over a given path [MVRI6, K88]. In general, global optimzation
solutions are difficult to inplenment, and they rely on a nunber of
assunptions on the characteristics of the traffic being routed

[ MVRO6] . Thus, the practical approach has been to treat the routing
of each flow (VC, circuit or packet streamto a given destination)

i ndependently of the routing of other flows. Many such routing
schenmes have been i npl enent ed.

9.2 Circuit Switched Networks

Many adaptive routing concepts have been proposed for circuit-
swi t ched networks. An exanple of a sinple adaptive routing scheme is
sequential alternate routing [T88]. This is a hop-by-hop
desti nati on-based routing schene where only local state information
is utilized. Under this schene, a routing table is conputed for each
node, which lists nmultiple output |ink choices for each destination
When a call set-up request is received by a node, it tries each
output link choice in sequence, until it finds one that can
accommodate the call. Resources are reserved on this link, and the
call set-up is forwarded to the next node. The set-up either reaches
the destination, or is blocked at sone node. In the latter case, the
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set-up can be cranked back to the previous node or a failure

decl ared. Crankback allows the previous node to try an alternate
path. The routing table under this schene can be conmputed in a
centralized or distributed manner, based only on the topol ogy of the
network. For instance, a k-shortest-path algorithmcan be used to
determ ne k alternate paths froma node with distinct initial I|inks
[ T88]. Some nmechani sm rmust be inplenmented during path conputation or
call set-up to prevent | ooping.

Performance studies of this schene illustrate some of the pitfalls of
alternate routing in general, and crankback in particular [A84, M6
YS87]. Specifically, alternate routing inproves the throughput when
traffic load is relatively light, but adversely affects the
performance when traffic [oad is heavy. Crankback coul d further
degrade the perfornance under these conditions. In general
uncontrolled alternate routing (with or w thout crankback) can be
harnful in a heavily utilized network, since circuits tend to be
routed al ong | onger paths thereby utilizing nore capacity. This is an
obvi ous, but inportant result that applies to QoS-based Internet
routing al so.

The problemwith alternate routing is that both direct routed (i.e.,
over shortest paths) and alternate routed calls conpete for the same
resource. At higher loads, allocating these resources to alternate
routed calls result in the displacenment of direct routed calls and
hence the alternate routing of these calls. Therefore, many

appr oaches have been proposed to linmt the flow of alternate routed
calls under high traffic |oads. These schenes are designed for the
fully-connected | ogical topology of |ong distance tel ephone networks
(i.e., there is a logical link between every pair of nodes). In this
topol ogy, direct routed calls always traverse a 1-hop path to the
destination and alternate routed calls traverse at npbst a 2-hop path.

"Trunk reservation" is a schene whereby on each link a certain
bandwi dth is reserved for direct routed calls [MS91]. Alternate
routed calls are allowed on a trunk as long as the renaining trunk
bandwi dth is greater than the reserved capacity. Thus, alternate
routed calls cannot totally displace direct routed calls on a trunk
This strategy has been shown to be very effective in preventing the
adverse effects of alternate routing.

"Dynami c alternate routing" (DAR) is a strategy whereby alternate
routing is controlled by limting the nunber of choices, in addition
to trunk reservation [MS91]. Under DAR, the source first attenpts to
use the direct link to the destination. Wen bl ocked, the source
attenpts to alternate route the call via a pre-selected neighbor. If
the call is still blocked, a different neighbor is selected for
alternate routing to this destination in the future. The present cal
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is dropped. DAR thus requires only local state information. Al so, it
"l earns” of good alternate paths by random sanpling and sticks to
them as | ong as possible.

More recent circuit-switched routing schenmes utilize global state to
select routes for calls. An exanple is AT&T s Real - Ti me Networ k
Routing (RTNR) schene [ACFHI92]. Unlike schenes |ike DAR, RTNR handl es
mul tiple classes of service, including voice and data at fixed rates.
RTNR utilizes a sophisticated per-class trunk reservati on nechani sm
wi th dynam c bandw dth sharing between cl asses. Al so, when alternate
routing a call, RTNR utilizes the loading on all trunks in the
network to select a path. Because of the fully-connected topol ogy,

di ssem nating status information is sinple under RTNR each node
sinmply exchanges status infornmation directly with all others.

From the point of view of designing QoS-based Internet routing
schenes, there is nmuch to be learned fromcircuit-sw tched routing.
For exanmple, alternate routing and its control, and dynamnic resource
sharing anong different classes of traffic. It is, however, not
sinple to apply sone of the results to a general topol ogy network

wi th heterogeneous nultirate traffic. Wirk in the area of ATM network
routing described next illustrates this.

9.3 ATM Net wor ks

The VC routing problemin ATM networks presents issues simlar to
that encountered in circuit-sw tched networks. Not surprisingly, sone
extensions of circuit-sw tched routing have been proposed. The goal

of these routing schenmes is to achi eve hi gher throughput as conpared
to traditional shortest-path routing. The flows considered usually
have a single QoS requirenent, i.e., bandw dth.

The first idea is to extend alternate routing with trunk reservation
to general topologies [SD95]. Under this scheme, a distance vector
routing protocol is used to build routing tables at each node with
mul ti pl e choices of increasing hop count to each destination. A VC
set-up is first routed along the primary ("direct") path. If
sufficient resources are not available along this path, alternate
paths are tried in the order of increasing hop count. Aflag in the
VC set-up nmessage indicates primary or alternate routing, and

bandwi dth on links along an alternate path is allocated subject to
trunk reservation. The trunk reservation values are determ ned based
on sone assunptions on traffic characteristics. Because the schene
works only for a single data rate, the practical utility of it is
[imted.

The next idea is to inport the notion of controlled alternate routing
into traditional link state QoS -based routing [ GKR96]. To do this,
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first each VC is associated with a maxi num permi ssible routing cost.
This cost can be set based on expected revenues in carrying the VC or
sinply based on the length of the shortest path to the destination
Each link is associated with a nmetric that increases exponentially
with its utilization. A switch computing a path for a VC sinply
determ nes a | east-cost feasible path based on the link netric and
the VCs QoS requirement. The VCis admitted if the cost of the path
is less than or equal to the maxi mum pernissible routing cost. This
routing scheme thus limts the extent of "detour" a VC experiences,

t hus preventing excessive resource consunption. This is a practi cal
schene and the basic idea can be extended to hierarchical routing.
But the performance of this schene has not been anal yzed thoroughly.
A simlar notion of adm ssion control based on the connection route
was al so incorporated in a routing schenme presented in [ ACE2].

Consi dering the ATM Forum PNNI protocol [PNNI96], a partial |ist of
its stated characteristics are as foll ows:

Scales to very | arge networks

Supports hierarchical routing

Supports QoS

Uses source routed connection setup
Supports rmultiple netrics and attributes
Provi des dynam c routing

O O0OO0O0OO0Oo

The PNNI specification is sub-divided into two protocols: a signaling
and a routing protocol. The PNNI signaling protocol is used to
establ i sh point-to-point and point to multipoint connections and
supports source routing, crankback and alternate routing. PNNl source
routing allows |oop free paths. Also, it allows each inplenentation
to use its own path conputation algorithm Furthernore, source
routing is expected to support increnental deploynment of future
enhancenents such as policy routing.

The PNNI routing protocol is a dynamic, hierarchical link state
protocol that propagates topology information by flooding it through
the network. The topology information is the set of resources (e.g.,
nodes, |inks and addresses) which define the network. Resources are
qualified by defined sets of nmetrics and attributes (delay, avail able
bandwi dth, jitter, etc.) which are grouped by supported traffic
class. Since sone of the nmetrics used will change frequently, e.g.,
avai l abl e bandwi dth, threshold algorithns are used to deternine if
the change in a netric or attribute is significant enough to require
propagati on of updated information. Qher features include, auto
configuration of the routing hierarchy, connection admni ssion contro
(as part of path cal culation) and aggregation and sumrari zati on of

t opol ogy and reachability information
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Despite its functionality, the PNNI routing protocol does not address
the issues of multicast routing, policy routing and control of
alternate routing. A problemin general with Iink state QoS-based
routing is that of efficient broadcasting of state information. Wile
flooding is a reasonable choice with static link netrics it may

i npact the performance adversely with dynanmic netrics.

Finally, Integrated PNNI [I-PNNI] has been designed fromthe start to
t ake advantage of the QoS Routing capabilities that are available in
PNNI and integrate themw th routing for layer 3. This would provide
an integrated layer 2 and layer 3 routing protocol for networks that
include PNNI in the ATMcore. The I-PNNI specification has been
under devel oprment in the ATM Forum and, at this time, has not yet

i ncor porated QoS routing nechanisns for |ayer 3.

9.4 Packet Networ ks

Early attenpts at adaptive routing in packet networks had the

obj ective of delay mininization by dynam cally adapting to network
congestion. Alternate routing based on k-shortest path tables, with
route selection based on sone | ocal neasure (e.g., shortest output
gqueue) has been described [R76, YS81]. The original ARPAnet routing
schenme was a distance vector protocol with del ay-based cost netric

[ MIP7]. Such a schene was shown to be prone to route oscillations
[B82]. For this and other reasons, a link state del ay-based routing
schene was | ater devel oped for the ARPAnet [MRR80]. This schene
denonstrated a nunmber of techniques such as triggered updates,
flooding, etc., which are being used in OSPF and PNNI routing today.
Al t hough none of these schenes can be call ed QoS-based routing
schenes, they had features that are relevant to QoS-based routing.

IBMs System Network Architecture (SNA) introduced the concept of
Class of Service (COS)-based routing [A79, GW9]. There were several
cl asses of service: interactive, batch, and network control. In
addi tion, users could define other classes. Wen starting a data
session an application or device would request a COS. Routing would
then map the COS into a statically configured route which narked a
pat h across the physical network. Since SNA is connection oriented,
a session was set up along this path and the application’ s or
device's data would traverse this path for the life of the session
Initially, the service delivered to a session was based on the
networ k engi neering and current state of network congestion. Later,
transnission priority was added to subarea SNA. Transni ssion
priority allowed nore inportant traffic (e.g. interactive) to proceed
before less tine-critical traffic (e.g. batch) and inproved |ink and
network utilization. Transmission priority of a session was based on
its CCS.
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SNA | ater evolved to support nultiple or alternate paths between
nodes. But, although assisted by network design tools, the network
admnistrator still had to statically configure routes. IBM I ater

i ntroduced SNA's Advanced Peer to Peer Networking (APPN) [B85]. APPN
added new features to SNA including dynamic routing based on a |ink
state dat abase. An application would use COS to indicate it traffic
requi rements and APPN woul d cal cul ate a path capable of neeting these
requi rements. Each COS was mapped to a table of acceptable netrics
and paraneters that qualified the nodes and |inks contained in the
APPN t opol ogy Dat abase. Metrics and paraneters used as part of the
APPN route cal cul ation include, but are not linmted to: delay, cost
per ninute, node congestion and security. The dynanic nature of APPN
allowed it to route around failures and reduce network configuration

The service delivered by APPN was still based on the network

engi neering, transm ssion priority and network congestion. |IBMIater
i ntroduced an extension to APPN, Hi gh Perfornance Routing
(HPR)[ 1 BMP7]. HPR uses a congestion avoi dance al gorithmcalled
adaptive rate based (ARB) congestion control. Using predictive

f eedback nethods, the ARB al gorithm prevents congestion and i nproves
network utilization. Mbst recently, an extension to the COS table
has been defined so that HPR routing could recognize and take

advant age of ATM QoS capabilities.

Considering IP routing, both IDRP [ R92] and OSPF support type of
service (TOS)-based routing. Wiile the I P header has a TGOS fi el d,
there is no standardi zed way of utilizing it for TOS specification
and routing. It seens possible to make use of the IP TGOS feature,

al ong with TOS-based routing and proper network engineering, to do
QS-based routing. The energing differentiated services nodel is
generating renewed interest in TOS support. Among the newer schenes,
Source Demand Routing (SDR) [ELRV96] allows on-denand path
computati on by routers and the inplenmentation of strict and | oose
source routing. The Ninrod architecture [ CCMB6] has a nunber of
concepts built in to handle scalability and specialized path
comput ati on. Recently, some work has been done on QoS-based routing
schenes for the integrated services Internet. For exanple, in [ M8],
heuristic schenes for efficient routing of flows w th bandw dth
and/or delay constraints is described and eval uat ed.

9. SUMMARY AND CONCLUSI ONS

In this docunment, a framework for QoS-based |Internet routing was
defined. This franework adopts the traditional separation between
intra and interdomain routing. This approach is especially neaningful
in the case of QS-based routing, since there are many views on how
QS-based routing should be acconplished and many different needs.
The objective of this docunent was to encourage the devel opnent of
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di fferent solution approaches for intradonmain routing, subject to
sone broad requirenents, while consensus on interdomain routing is
achieved. To this end, the QoS-based routing i ssues were descri bed,
and sonme broad intradomain routing requirenents and an interdomin
routing nodel were defined. In addition, QS-based nulticast routing
was di scussed and a detailed review of related work was presented.

The depl oynment of QoS-based routing across nultiple adninistrative
domai ns requires both the devel opnent of intradonain routing schenes
and a standard way for themto interact via a well-defined

i nterdormai n routing mechanism This docunent, while outlining the

i ssues that nust be addressed, did not engage in the specification of
the actual features of the interdomain routing scheme. This would be
the next step in the evolution of w de-area, mnultidomain QS-based
routing.
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