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Status of this Meno

This RFC provides information for the Internet community. It does
not specify an Internet standard. Distribution of this nmeno is
unlimted.

Abstract

This nenp describes the experiences of a project teamat Cray
Research, Inc., in inplenmenting support for circuit-swi tched T3
services. Wile the issues discussed may not be directly relevant to
the research problens of the Internet, they may be interesting to a
nunber of researchers and inplenenters.

Devel opers at Cray Research, Inc. were presented with an opportunity
to use a circuit-switched T3 network for wi de area networking. They
devi sed an architectural nodel for using this new resource. This

i nvol ves activating the circuit-sw tched connection when an
application program engages in a bulk data transfer, and rel easing

t he connection when the transfer is conplete.

Three software inplenmentations for this feature have been tested, and
the results docunented here. A variety of issues are involved, and
further research is necessary. Network users are beginning to
recogni ze the value of this service, and are planning to nake use of
by-request circuit-swi tched networks. A standard met hod of access
will be needed to ensure interoperability anmong vendors of circuit-
swi t ched network support products.
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Overvi ew

Users of wi de-area networks often nust make a conpromni se between | ow
cost and hi gh speed when accessing | ong haul connections. The high
nmoney cost of dedi cated high speed connections nmakes them
uneconomi cal for scientists and engineers with Iinmted budgets. For
many traditional applications this has not been a problem Datasets
can be maintained on the renpte conputer and results were presented
in atext-only formwhere a | ow speed connection would suffice.
However, for visualization and other data transfer intensive
applications, this limtation can severely inpact the usability of
hi gh performance conputing tools which are avail able only through

| ong- haul networ k connecti ons.

Super conmput ers are one such high performance tool. Mny users who
can benefit from access to superconputers are linited by slow network
connections to a centrally | ocated superconputer. A solution to this
problemis to use a circuit-switched network to provide high speed
network connectivity at a reduced cost by allocating the network only
when it is needed.

Consi der how a researcher using a visualization application m ght
efficiently use a dedicated | ow speed link and a circuit sw tched

hi gh speed link. The researcher logs in to the renote superconputer
over the |l ow speed link. After running whatever prograns are
necessary to prepare the visualization, the high speed connection is
activated and used to transfer the graphics data to the researcher’s
wor kst ati on

We built and denonstrated this capability in Septenber, 1990, at the
Tel ecomuni cati ons Associ ati on show in San Di ego, using this type of
visualization application. Further, it will be available in a
forthconmi ng rel ease of our system software

Architectural Mbdel

We devel oped our support for circuit switched services around a
sinpl e nodel of a switched network. At sone point in the path
between two hosts, there is a switched network connection. This
connection is likely to connect two enterprise networks operated by
the sanme organi zation. Administrative overlap between the two
networks is useful for accounting and configuration purposes. W
believe that with further investigation circuit sw tched network
support could be extended to nmultiple switched links in an internet
envi ronnent .

The switch which makes the network connection operates on a "by-
request"” basis (also called "on-demand”). Wen it receives a request
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to make a network connection it will do so (if possible), and breaks
the connection when requested. The switch will not activate
automatically if there is an attenpt to transfer data over an

i nconpl ete connecti on.

We al so made the assunption that the circuit would be switched on a
connection basis rather than a packet basis. Wen an application
begi ns sending data utilizing the switched connection, it will send

all the data it has, without stopping, until it is finished. At this
time it will release the connection. It is assunmed that the quantity
of data will be large enough that the circuit setup tine is

negligible relative to the period of the transfer. Oherwise, it is
not worth the effort to support the circuit switched network for
smal| data transfers.

This nodel requires that just before the application begins a |arge
bul k transfer of data, a request nessage is sent to the switch asking
that the sw tched network connection be activated. Once the link is
up, the application begins sending data, and the network routes al
the data fromthe application through the switched network. As soon
as all the data has been sent, a nessage is sent to the switch to
turn off the switched Iink, and the network returns to routing data

t hrough the slower 1ink

The prototype systemwe built for the TCA show was desi gned around
this nmodel of circuit switched services. W connected a FDD
backbone at Cray Research in Eagan, M nnesota to the TCA show s FDD
network through 2 NSC 703 FDDI/T1/ T3 routers. MCl provided a
dedicated Tl line and a switched T3 line, using a DSC DS3 T3 swi tch
|ocated in Dallas, Texas. These networks provided connectivity
between a Cray Research conputer in Eagan to a Sun workstation on the
show fl oor in San Di ego.

Al ternative Solution Strategies

The first aspect of using the switched services involved the circuit
switch. The DS3 switch available to us was accessed via a dial up
nmodem and it comruni cated using a subset of the CCTT Q 295
protocol. Activating the switch required a 4 nessage exchange and
deactivation required a 3 nessage exchange. W felt the protocol was
awkward and night be different for other sw tch hardware.

Furthernmore, we believed that the dial up aspect of communicating
with the switch suffered fromthe sane drawbacks. A good sol ution
woul d require a cl eaner nmethod of controlling the switch fromthe
source host requesting the switched line.

The next aspect of using switched services involves the source host
sof tware whi ch requests and rel eases the switched network. Ideally,
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the switched network is activated just before data transfer takes
place and it is released as soon as all data has been sent. W
consi dered using special utility prograns which a user could execute
to control the link, special systemlibraries which application
prograns could call, or building the capability into the kernel. W
al so considered the possibility that these nethods could send
nmessages to a daenon running on the source host which would then
conmuni cate with another entity actually controlling the switch

The | ast aspect of using switched services we considered is selection
of the switch controlled network. This involves both policy issues
and routing issues. Policy issues include which users running which
applications will be able to use higher cost switched |inks. And
packets nust be routed anongst nultiple connections offering varying
| evel s of service after they | eave their source.

I mpl enrent ati ons

W have devel oped a nodel for switch control through the internetwork
whi ch we believe to be reasonable. However, we have experinmented
with three different source host inplenentations. These different

i npl ementations are detail ed here.

Switch control

Qur sinpl est design decisions involved the switch itself. W decided
that the conplex protocol and dial up line nust be hidden fromthe
source host requesting the switched link. W decided that the source
host woul d use a sinple request/rel ease protocol with nmessages sent
through the regul ar network (as opposed to dial up lines or other
connections). Some host accessible through the [ ocal network woul d
run a programtranslating the sinple request and rel ease nessages
into the nore conplicated switch protocol and al so have the nodemto
handl e the dial up connecti on.

This has a variety of advantages. First, it isolates differences in
switch hardware. Second, multiple hosts may access the switch
without requiring multiple nodens for the dial up line. And it
provides a central point of control for switch access. W did not
consider any alternatives to this nodel of switch control

Qur initial inplenmentation used a sinple translator daenon running on
a Sun workstation. Listening on a raw IP port, this program woul d
wait for switch control nmessages. Upon receipt of such a nmessage, it
woul d dial up the switch and attenpt to handle the request. It would
then send back a success or failure response. This host, in
conjunction with the translator daenon software, is referred to as
the switch controller. The switch controller we used was |local to
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our enterprise network; however, it could reside anywhere in the
I nt ernet.

Later we designed a sinple protocol for switch control, which was
i nplemented in the translator daenon. This protocol is docunmented in
RFC 1307, "Dynanically Switched Link Control Protocol".

Source Control of the Swi tched Link

This probleminvol ves a decision regarding what entity on the source
host will issue the switch request and rel ease nessages to the swtch
controller, and when those nessages will be issued. Because we do
not have very nuch field experience with this service, we do not feel
that it is appropriate to recomend one nethod over the others. They
al | have advant ages and di sadvant ages.

What we did do is make 3 different inplenmentations of the request
software and can report our experiences with each. These are one set
of special utility progranms which communi cate with the switch
controller, and 2 kernel inplenentations. W did not experinment with
special libraries, nor did we inplenent a daenon for switch contro
nmessages on the source host.

Switch control user prograns

Thi s inplenentation of source host control of the switch is the
sinplest. Two progranms were witten which woul d conmuni cate requests
to the switch controller; one for activating the connection, and
another to deactivate the connection. The applications using this
feature were then put into shell scripts with the switch contro
prograns for sinple execution

Thi s approach has the significant advantage of not requiring any
kernel nodifications to any machi ne. Furthernore, application
prograns do not need to be nodified to access this feature. And
access to the circuit-switched Iinks can be controlled using the
access perm ssions for the switch-control prograns.

However, there are di sadvantages as well. First, there is
significant potential for the switch to be active (and billing the
user) for the dead tinme while the application programis doing tasks
ot her than transferring bulk data. The granularity of turning the
switch on and off is limted to a per-application basis.

Anot her di sadvantage is that nost applications use only the
destination host’s address for transfer, and this is the only
information available to the transport and network | ayers for routing
data packets. Some other nethod nust be used to distinguish between
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traffic which should use the circuit-sw tched connection and | ower -
priority traffic. This problemcan be addressed using route aliases,
descri bed bel ow.

Kernel switch contro

We have made two different inplenentations of switch contro
facilities within the operating systemkernel. Both rely upon the
routing | ookup code in the kernel to send switch connect and tear
down nessages. The difference is in how the tine delay between
request of the switch and a response is handl ed.

For starters, routing table entries were expanded to include the

i nternet address of the switch controller and state infornation for
the switched connection. |If there is a switch controller address
speci fied, then the connection nust be set up before packets nay be
sent on this route. W also added a separate nodul e to handl e the
sendi ng and receiving of the switch control nessages.

When a routing |l ookup is satisfied, the routing code woul d check
whether the routing table entry specified a switch controller. |If
so, then the routine requesting switch setup would be called. This
woul d send a nessage on the Internet to the switch controller to
setup the connection

In our first inplenmentation, the routing | ookup call would return

i medi ately after sending the switch connection request nmessage. It
woul d be the responsibility of the transport protocol to deal with
the tinme delay while the connection is setup, and to tear down if the
swi t ched connection could not be made. This has significant

ram fications. |In the case of UDP and | P, packets must be buffered
for later transm ssion or face al nbst certain exterm nation as they
will probably start arriving at the switched connection before it is

ready to carry traffic. Because of this problem we decided that
this feature would not be available for UDP or IP traffic.

W did nake this work for TCP. Since TCP is already designed to work
so that it buffers all data for possible later retransnission, this
was not a problem Qur first cut was to change TCP to check that the
route it was using was up if it is a switch controlled route. TCP
woul d not send any data until the route was conplete, and it would

cl ose the connection if the switch did not cone up

This did not work well at first because every tinme TCP tried to send
data before the switch canme up, the retransmt tinme would be reset
and backed off. The rtt estinmate, retransnit tineouts and the
congestion control mechani smwere seriously skewed before any data
was ever sent. The retransmit timer would expire as many as 3 tinmes
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before data could be transmtted. W solved this problem by addi ng
another tinmer for handling the delay while the route came up, and not
allowing the delay to affect any of the normal rtt timers.

Qur experiences with this approach were not particularly positive,

and we decided to try another. W also felt that unreliable datagram
protocols should be able to use the service w thout excessive
reworking. Qur alternative still sends the switch control nessage
when a routing |ookup finds a controlled route. However, we now
suspend execution of the thread of control until a response cones
back fromthe switch controller.

This proved to be easier to inplenent in nany ways. However, there
were two mmj or areas requiring changes outside the routing code.
First, we decided that if the switch refused to activate the
connection, it was pointless to try again. So we changed the routing
| ookup interface so that it could return an error specifying a
permanent error condition. The transport |ayer could then return an
appropriate error such as a host unreachabl e condition.

The other, nore conplex issue deals with the suspension of the thread
of execution. CQur operating system UNCOS, is an ATT SystemV
derivative, and our networking subsystemis based on the BSD tahoe
and reno releases. The only way to suspend execution is to sl eep.
This is fine, as long as there is a user context to put to sleep.
However, it is not a good idea to go to sl eep when processi ng network
interrupts, as when forwardi ng a packet.

We solved this problemby using a global flag regardi ng whether it
was ok for the switch control nessage code to sleep. If it is
necessary to send a nmessage and sleep, then the flag nust be set and
an error is returned if sleeping is not allowed. User systemcalls
whi ch m ght cause a switch control nessage to be sent set and clear
the flag upon entrance and exit. W also nmade it inpossible to
forward packets on a switch controlled route. W feel that this is
reasonabl e since the overhead of switch control should be incurred
only when an application programhas nmade an explicit request to
begin transfer of data.

The one ot her change we nade was to rmake sure that TCP freed the
route it is using upon entering TIME WAIT state. There is no point
in holding the circuit open for two mnutes in case we need to
retransmit the final ack. O course, this assunes that an alternate
path exists for the the peer to retransmit its fin.

The advantage of building this facility into the kernel is that i
allows a fine degree of control over when the switch will and wil
not need to be activated. Many applications which open a data

t
|
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connection, transnmit their bulk data, and then close the connection
will not require nodifications and will make efficient use of the
resource. It also opens the possibility that applications witten to
use type-of-service can use the sanme network connection for |ow
bandwi dth interactive traffic, change the type-of-service (thus
activating the switched connection) for bulk transfers, and then

rel ease the switch upon returning to interactive traffic.

Putting this feature into the kernel also allows strong control over
when and how the switched |link can be used, keeping accounting
information, and limting multiple use access to the switched |ink.

The di sadvantage is that significant kernel nodifications are
required, and sone inplenmentation details can be very difficult to
handl e.

Switch control libraries

The switch control programs we used were built on a library of sinple
switch control routines; however, we did not alter any standard
applications to use this library. W did consider sonme advant ages
and di sadvantages. On the plus side, it is possible to achieve a
satisfactory degree of switch control w thout requiring any kerne
nodi fi cati ons.

The prinmary di sadvantage of this approach is that all applications
nmust be altered and reconpiled. This is particularly inconvenient
when source is not avail abl e.

Li nk Sel ecti on

When an application wi shes to send data over a circuit-swtched
connection, it will be necessary to select the switched |ink over
other links. This selection process may need to take place many

ti mes, depending on the |ocal network between the source host and the
bridge to the circuit sw tched connection

For example, if the kernel routing code is controlling the link, then
there nmust be a way to choose a controlled route over another route.
Further downstream there nust be a way to route packets to the
switched link rather than other I|inks.

This issue has the potential for great conplexity, and we avoi ded as
much of the conplexity as possible. Policy routing and |ocal routing
across nultiple connections are fertile areas for work and it is
outside the scope of this work to address those issues. Instead we
opted for sinple answers to difficult questions.

Ni chol son & Young [ Page 8]



RFC 1306 Experiences with Circuit-Switched T3 March 1992

First of all, we added no special policies to link accessibility
beyond that already found in UNICOS. And we handl ed | ocal routing
issues to the NSC FDDI/T1/ T3 routers with routing table mani pul ati on
and | P Type- of - Servi ce.

We came up with three solutions for selecting a routing table entry.
The first possibility is to use the type-of-service bits, which
seemed natural to us. W changed the routing table to include type-
of -servi ce val ues associated with routing entries, and the routing

| ookups woul d sel ect using the type-of-service. UN COS al ready
supports a facility to mark connections with a type-of-service val ue.
A controlled route could be marked with high throughput type-of-
service and an application wishing to transfer bul k data coul d set
the socket for high throughput before making the connection. It
coul d al so be possible to change the type-of-service on an existing
connection and start using the switched link if one is avail able.

Using the type-of-service bits have the advantage that downstream
routers can also use this information. In our denobnstration system
the NSC FDDI/ T1/ T3 routers were configured to transfer packets with
hi gh throughput type-of-service over the T3 connection and all others
over the T1 connecti on.

Anot her possibility is to take advantage of the nultiple addresses of
a multi-homed host. Routing tables could be set up so that packets
for one of the addresses get special treatnment by traveling over the
switched link. The routing table in the source host would have an
entry for accessing the switch controller when sending to the high

t hroughput destinati on address.

W al so derived a nethod we call route aliasing. Route aliasing

i nvol ves associ ating extra addresses to a single host. However,
rather than the destination being an actual nulti-honmed host, the
alias is known only to the source host and is used as an alternative
| ookup key. \When an application tries to connect to the alias
address the routing |ookup returns an aliased route. The route alias
contains the actual address of the host, but because of | ooking up
the special address, the switch is activated. The alias could al so
specify a type-of-service value to send in the packets so that
downstreamrouters could properly route the packets to the swi tched
link. W realize that sone nmay benpan the waste of the linmted

I nternet address space for aliases; however, only the source host is
aware of the alias, and the prinmary shortage is with Internet network
addresses rat her than host addresses. In fact, we argue that this is
a nore efficient use of the already sparse allocation of host
addresses avail able with each network address.
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Fut ure consi derati ons

W believe that by-request services will become increasingly
inportant to certain classes of users. Many data centers make high
performance resources avail able over a wide area, and these will be

the first users to take advantage of wi de-area circuit-swtched
networks. Some users, such as CICNet ([2]), are already interested
in deploying this capability and tel ecom vendors are working to
satisfy this need. However, there are a lot of issues involved in
providing this functionality. W are working to involve others in
this process.
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Security Considerations

Security issues are not discussed in this neno.
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