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PPP in X 25

Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

The Point-to-Point Protocol (PPP) [1] provides a standard nethod for
transporting nulti-protocol datagrans over point-to-point |inks.
Thi s docunent describes the use of X 25 for fram ng PPP encapsul at ed
packet s.

Thi s docunment is the product of the Point-to-Point Protocol Wrking
Group of the Internet Engineering Task Force (I ETF). Coments should
be subnitted to the ietf-ppp@erit.edu mailing list.

Applicability

This specification is intended for those inplenmentati ons which desire
to use facilities which are defined for PPP, such as the Link Control
Protocol, Network-layer Control Protocols, authentication, and
conpression. These capabilities require a point-to-point

rel ati onship between peers, and are not designed for nulti-point or
mul ti-access environnents.
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| nt roducti on

CCI TT recomendation X. 25 [2] describes a network |ayer protocol
providing error-free, sequenced, flow controlled, virtual circuits.

X. 25 includes a data link layer, X 25 LAPB, which uses |SO 3309, 4335
and 6256.

PPP al so uses | SO 3309 HDLC as a basis for its framng [3].

When X. 25 is configured as a point-to-point circuit, PPP can use X 25
as a fram ng mechanism ignoring its other features. This is
equi val ent to the technique used to carry SNAP headers over X 25 [4].

At one tine, it had been hoped that PPP HDLC frames and X 25 franes
woul d co-exist on the sanme |inks. Equipnment could gradually be
converted to PPP. Subsequently, it has been |l earned that sone

swi tches actually renove the X 25 header, transport packets to

anot her switch using a different protocol such as Franme Relay, and
reconstruct the X 25 header at the final hop. Co-existance and
gradual migration are precluded.
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2.

3.

Physi cal Layer Requirements

PPP treats X. 25 framing as a bit synchronous link. The link MJST be
full -dupl ex, but MAY be either dedicated (pernanent) or switched.

| nterface Formt

PPP presents an octet interface to the physical layer. There is
no provision for sub-octets to be supplied or accepted.

Transm ssi on Rate

PPP does not inpose any restrictions regarding transmni ssion rate,
other than that of the particular X 25 interface.

Control Signals

I mpl emrentation of X 25 requires the provision of control signals,
whi ch indicate when the Iink has becone connected or disconnected.
These in turn provide the Up and Down events to the LCP state
nmachi ne.

Because PPP does not normally require the use of control signals,
the failure of such signals MJST NOT affect correct operation of
PPP. Inplications are discussed in [2].

Encodi ng

The definition of various encodings is the responsibility of the
DTE/ DCE equi pnent in use, and is outside the scope of this
speci ficati on.

While PPP will operate without regard to the underlying
representation of the bit stream X 25 requires NRZ encodi ng.

The Data Link Layer

This specification uses the principles, terninology, and frane
structure described in "Miltiprotocol Interconnect on X 25 and | SDN
in the Packet Mbde" [4].

The purpose of this specification is not to docunent what is already
standardi zed in [4]. |Instead, this docunent attenpts to give a
conci se summary and point out specific options and features used by
PPP.
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3. 1. Frame For mat

Since both "PPP in HDLC Frami ng" [3] and X 25 use |SO 3309 as a basis
for fram ng, the X 25 header is easily substituted for the smaller
HDLC header. The fields are transnitted fromleft to right.

0 1 2 3
01234567890123456789012345678901
i sTI U S S S
| Flag (0x7e) |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| Addr ess | Contr ol | D] Q@ SVC# (hi) | SVC# (1 0) |
il s T T S S S S S i N T i ST S S S S S e e L T 2
| p(r) [Mp(s) |0 PPP Pr ot ocol |
s s T S il s i T S

The PPP Protocol field and the follow ng Informati on and Paddi ng
fields are described in the Point-to-Point Protocol Encapsul ation

[1].

3.2. WModification of the Basic Frane

The Link Control Protocol can negotiate nodifications to the basic
frame structure. However, nodified frames will always be clearly
di sti ngui shabl e from standard franes.

Addr ess- and- Cont rol - Fi el d- Conpr essi on

Because the Address and Control field values are not constant, and
are nodified as the frame is transported by the network sw tching
fabric, Address-and-Control-Field-Conpression MJST NOT be
negoti at ed.

Pr ot ocol - Fi el d- Conpr essi on

Note that unlike the HDLC fram ng, the X 25 fram ng does not align
the Information field on a 32-bit boundary. Alignnment to a 16-bit
boundary occurs when the Protocol field is conpressed to a single

octet. Wen this inproves throughput, Protocol-Field-Conpression

SHOULD be negoti at ed.
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4.

Call Setup

When the link is configured as a Permanent Virtual G rcuit (PVQ),
support for Switched Virtual Crcuit (SVC) call setup and clearing is
not required. Calls are Established and Term nated using PPP LCP
packet s.

When the link is configured as a Switched Virtual Crcuit (SVC, the
first octet in the Call User Data (CUD) Field (the first data octet
in the Call Request packet) is used for protocol demultiplexing, in
accordance with the Subsequent Protocol Ildentifier (SPI) in ISQOIEC
TR 9577 [5]. This field contains a one octet Network Layer Protocol
Identifier (NLPID), which identifies the encapsul ation in use over
the X 25 virtual circuit. The CUD field MAY contain nore than one
octet of information.

The PPP encapsul ati on MJUST be indicated by the PPP NLPID val ue (CF
hex). Any subsequent octet in this CUD is extraneous and MJST be
i gnor ed.

Mul ti poi nt networks (or multicast groups) MJST refuse calls which
indicate the PPP NLPID in the CUD

The accidental connection of a link to feed a nmultipoint network (or
mul ticast group) SHOULD result in a nisconfiguration indication

This can be detected by nultiple responses to the LCP Confi gure-
Request with the sanme ldentifier, comng fromdifferent fram ng
addresses. Sone inplenentations night be physically unable to either
log or report such information.

Conformance with this specification requires that the PPP NLPID (CF)
be supported. |In addition, conformance with [4] requires that the IP
NLPI D (CC) be supported, and does not require that other NLPID val ues
be supported, such as Zero (00), SNAP (80), CLNP (81) or ES-1S (82).

When | P address negotiation and/ or VJ header conpression are desired,
the PPP call setup SHOULD be attenpted first. |[If the PPP call setup
fails, the normal IP call setup MJST be used.

The PPP NLPI D val ue SHOULD NOT be used to denultiplex circuits which
use the Zero NLPID in call setup, as described in [4]. Wen such a
circuit exists concurrently with PPP encapsulated circuits, only
network | ayer traffic which has not been negotiated by the associ ated
NCP is sent over the Zero NLPID circuit.

Rat i onal e:

Using call setup to determine if PPP is supported should be
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5.

Si mpson

i nexpensi ve, when users aren’t charged for failed calls.

Using the Zero NLPID call together with PPP coul d be expensive,
when users are charged per packet or for connect tine, due to the
probi ng of PPP configuration packets at each call

PPP configuration provides a direct indication of the availability

of service, and on that basis is preferred over the Zero NLPID
techni que, which can result in "black-hol es"

Configuration Details
The followi ng Configuration Options are reconmended:

Magi ¢ Nunber
Protocol Field Conpression

The standard LCP configuration defaults apply to X 25 |inks, except
VRU.

To ensure interoperability with existing X 25 inplenentations, the
initial Mximm Receive-Unit (MRU) is 1600 octets [4]. This only
affects the mninumrequired buffer space avail able for receiving
packets, not the size of packets sent.

The typical network feeding the link is likely to have a MRU of

ei ther 1500, or 2048 or greater. To avoid fragnmentation, the
Maxi mum Transni ssion-Unit (MIU) at the network | ayer SHOULD NOT
exceed 1500, unless a peer MRU of 2048 or greater is specifically
negoti at ed.

The X 25 packet size is not directly related to the MRU. |Instead,
Protocol Data Units (PDUs) are sent as X. 25 "conpl ete packet
sequences”". That is, PDUs begin on X 25 data packet boundaries and

the Mbit ("nore data") is used to fragnent PDUs that are |arger than

one X. 25 data packet in |ength.
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Security Considerations

| npl ement ati ons MUST NOT consi der PPP authentication on call setup
for one circuit between two systens to apply to concurrent call setup
for other circuits between those sane two systens. This results in
possi bl e security | apses due to over-reliance on the integrity and
security of switching systens and administrations. An insertion
attack m ght be undetected. An attacker which is able to spoof the
same calling identity mght be able to avoid link authentication
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