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Using ARP to | npl ement Transparent Subnet Gateways

Status of this Meno

This RFC describes the use of the Ethernet Address Resol ution
Protocol (ARP) by subnet gateways to permit hosts on the connected
subnets to comruni cate w thout being aware of the existence of
subnets, using the technique of "Proxy ARP" [6]. It is based on
RFC-950 [1], RFC-922 [2], and RFC-826 [3] and is a restricted subset
of the mechanismof RFC-925 [4]. Distribution of this nmeno is
unlimted.
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| nt roducti on

The purpose of this nenp is to describe in detail the inplenentation
of transparent subnet ARP gateways using the techni que of Proxy ARP.
The intent is to docunment this w dely used technique.

1. NMbtivation

The Ethernet at the University of Texas at Austin is a large
installation connecting over ten buildings. It currently has nore
than one hundred hosts connected to it [5]. The size of the

Et hernet and the anobunt of traffic it handles prohibit tying it
toget her by use of repeaters. The use of subnets provided an
attractive alternative for separating the network into smaller

di stinct units.

This is exactly the situation for which Internet subnets as
described in RFC-950 are intended. Unfortunately, many vendors had
not yet inplenmented subnets, and it was not practical to nodify the
nore than half a dozen different operating systens running on hosts
on the | ocal networks.
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Therefore a nmethod for hiding the existence of subnets from hosts
was highly desirable. Since all the |ocal area networks supported
ARP, an ARP-based nethod (conmonly known as "Proxy ARP" or the "ARP
hack"”) was chosen. In this neno, whenever the term "subnet" occurs
the "RFC-950 subnet nethod" is assuned.

Desi gn
Basi ¢ net hod

On a network that supports ARP, when host A (the source) broadcasts
an ARP request for the network address corresponding to the IP
address of host B (the target), host B will recognize the |IP address
as its own and will send a point-to-point ARP reply. Host A keeps
the | P-to-network-address napping found in the reply in a I ocal
cache and uses it for later comuni cati on with host B.

If hosts A and B are on different physical networks, host B will not
receive the ARP broadcast request from host A and cannot respond to
it. However, if the physical network of host A is connected by a
gateway to the physical network of host B, the gateway will see the
ARP request fromhost A Assum ng that subnet nunbers are nade to
correspond to physical networks, the gateway can also tell that the
request is for a host that is on a different physical network from
the requesting host. The gateway can then respond for host B,
sayi ng that the network address for host B is that of the gateway
itself. Host Awill see this reply, cache it, and send future IP
packets for host B to the gateway. The gateway will forward such
packets to host B by the usual [P routing nechani snms. The gateway
is acting as an agent for host B, which is why this technique is
called "Proxy ARP"; we will refer to this as a transparent subnet
gateway or ARP subnet gateway.

When host B replies to traffic fromhost A the sane al gorithm
happens in reverse: the gateway connected to the network of host B
answers the request for the network address of host A and host B
then sends | P packets for host A to gateway. The physical networks
of host A and B need not be connected to the sanme gateway. Al that
is necessary is that the networks be reachable fromthe gateway.

Wth this approach, all ARP subnet handling is done in the ARP
subnet gateways. No changes to the nornmal ARP protocol or routing
need to be made to the source and target hosts. Fromthe host point
of view, there are no subnets, and their physical networks are
sinmply one big IP network. [|f a host has an inplenentation of
subnets, its network masks nust be set to cover only the I P network
nunmber, excluding the subnet bits, for the systemto work properly.
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2.2 Routing

As part of the inplenentation of subnets, it is expected that the

el ements of routing tables will include network nunmbers including
both the I P network nunmber and the subnet bits, as specified by the
subnet nask, where appropriate. Wen an ARP request is seen, the
ARP subnet gateway can deternine whether it knows a route to the
target host by looking in the ordinary routing table. |[If attenpts
to reach foreign IP networks are elimnated early (see Sanity Checks
below), only a request for an address on the local IP network wll
reach this point. W wll assune that the same network mask applies
to every subnet of the same IP network. The network mask of the
network interface on which the ARP request arrived can then be
applied to the target | P address to produce the network part to be

| ooked up in the routing table.

In 4.3BSD (and probably in other operating systens), a default route
is possible. This default route specifies an address to forward a
packet to when no other route is found. The default route nust not
be used when checking for a route to the target host of an ARP
request. |If the default route were used, the check woul d al ways
succeed. But the host specified by the default route is unlikely to
know about subnet routing (since it is usually an Internet gateway),
and thus packets sent to it will probably be lost. This special
case in the routing | ookup nmethod is the only inplenentation change
needed to the routing mechani sm

If the network interfaces on which the request was received and
through which the route to the target passes are the sanme, the
gateway nust not reply. 1In this case, either the target host is on
the sanme physical network as the gateway (and thus the host should
reply for itself), or this gateway is not on the nost direct path to
the desired network, i.e., there is another gateway on the same
physical network that is on a nore direct path and the other gateway
shoul d respond.

RFC- 925 [4] describes a general nechani smfor dynanmi c subnet routing
usi ng Proxy ARP and routing caches in the gateways. Qur technique
is restricted subset of RFC-925, in which we use static subnet
routes which are determined adnministratively. As a result, our
transparent subnet gateways require no new network routing table
entries nor ARP cache entries; the only tables which are affected
are the ARP caches in the host.

In our inplenmentation, routing | oops are prevented by proper
adm ni stration of the subnet routing tables in the gateways.
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2.3

Mul ti pl e gat eways

The sinpl est subnet organization to administer is a tree structure,
whi ch cannot have | oops. However, it nmay be desirable for
reliability or traffic accommdati on to have nore than one gat eway
(or path) between two physical networks. ARP subnet gateways may be
used in such a situation: a requesting host will use the first ARP
response it receives, even if nore than one gateway supplies one.
This nmay even provide a rudinentary |oad bal ancing service, since if
two gateways are otherwise simlar, the one nost lightly |oaded is
the nore likely to reply first.

More conpl ex mechani sns could be built in the formof gateway-to-
gat eway protocols, and will no doubt become necessary in networks
with [arge nunbers of subnets and gateways, in the same way that
gat eway-t o- gat eway protocols are generally necessary anong | P

gat eways

Sanity checks

Care nust be taken by the network and gateway adm nistrators to keep
the network masks the sane on all the subnet gateway machi nes. The
nost common error is to set the network mask on a host without a
subnet inplenmentation to include the subnet nunber. This causes the
host to fail to attenpt to send packets to hosts not on its |ocal
subnet. Adjusting its routing tables will not help, since it wll
not know how to route to subnets.

If the I P networks of the source and target hosts of an ARP request
are different, an ARP subnet gateway inplenentation should not

reply. This is to prevent the ARP subnet gateway from being used to
reach foreign I P networks and thus possibly bypass security checks
provi ded by | P gateways.

An ARP subnet gateway inplenmentation nust not reply if the physica
net wor ks of the source and target of an ARP request are the sane.
In this case, either the target host is presunably either on the
same physical network as the source host and can answer for itself,
or the target host lies in the sane direction fromthe gateway as
does the source host, and an ARP reply fromthe would cause a | oop.

An ARP request for a broadcast address must elicit no reply,
regardl ess of the source address or physical networks involved. |If
the gateway were to respond with an ARP reply in this situation, it
woul d be inviting the original source to send actual traffic to a
broadcast address. This could result in the "Chernobyl effect”
wherein every host on the network replies to such traffic, causing
networ k "nmel t down".
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2.5 Miltiple |ogical subnets per physical network

2.

6

The nost straightforward way to assign subnet nunbers is one to one
wi th physical networks. There are, however, circunstances in which

nmul tiple | ogical subnets per physical network are quite useful. One
of the nore conmon is when it is planned that a group of
workstations will be put on their own physical network but the
gateway to the new physical network needs to be tested first. (A
repeater might be used when the gateway was not usable). |If a rule
of one subnet per physical network is enforced, the addresses of the
wor kst ati ons nust be changed every tine the gateway is tested. |If
they may be assi gned addresses using a new subnet nunber while they
are still on the old physical network, no further address changes

are needed.

To pernmit multiple subnets per physical network, an ARP subnet

gat eway nust use the physical network interface, not the subnet
nunber to deternine when to reply to an ARP request. That is, it
shoul d send a proxy ARP reply only when the source network interface
differs fromthe target network interface. In addition, appropriate
routing table entries for these "phanton subnets nmust be added to
the subnet gateway routing tables.

Br oadcast addresses

There are two kinds of |IP broadcast addresses: mmin |IP directed
net wor k broadcast and subnet broadcast. An |IP network broadcast
address consists of the network nunber plus a well-known val ue in
the rest (local part) of the address. An |IP subnet broadcast is
simlar, except both the I P network nunber and the subnet nunber
bits are included. RFC 922 standardized the use of all ones in the
| ocal part, but there were two conventions in use before that: al
ones and all zeros. For exanple, 4.2BSD used all zeros, and 4. 3BSD
uses all ones. Thus there are four kinds of IP directed broadcast
addresses still currently in use on many networks.

Wth transparent subnetting a subnet gateway nust not issue an |IP
broadcast using the subnet broadcast address, e.g., 128.83.138.255.

Hosts on the physical network that receive the broadcast will not
understand such an address as a broadcast address, since they wll
not have subnets enabled (or will not have subnet inplenentations).

In fact, 4.2BSD hosts (with or w thout subnet inplenentations) wll
instead treat an address with all ones in the local part as a
specific host address and try to forward the packet. Since there is
no such target host, there will be no entry in the forwardi ng host’s
ARP tables and it will generate an ARP request for the target host.
This presents the scenario (actually observed) of a 4.3BSD gat eway
runni ng the rwho program which broadcasts a packet once a m nute,
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causi ng every 4.2BSD host on the |ocal physical network to generate
an ARP request at the sanme tine. The sanme problem occurs with any

subnet broadcast address, whether the local part is all zeros or al
ones.

Thus a subnet gateway in a network with hosts that do not understand
subnets nmust take care not to use subnet broadcast addresses:
instead it nust use the |P network directed broadcast address

i nst ead.

Finally, since many hosts running out-of-date software will still be
using (and expecting) old-style all-zeros |IP network broadcast
addresses, the gateway nust send its broadcast addresses out in that
form e.g., 128.83.0.0. It night be safe to also send a duplicate
packet with all ones in the |local part, e.g., 128.83.255.255. It is
not cl ear whether the |ocal network broadcast address of all ones,

255. 255. 255. 255, will cause ill effects, but it is very likely that
it will not be recognized by many hosts that are running ol der
sof twar e

| mpl erentation in 4.3BSD

Subnet gat eways using ARP have been inplenmented by a nunber of
different people. The particular nethod described in this nmeno was
first inplemented in 4.2BSD on top of retrofitted beta-test 4.3BSD
subnet code, and has since been reinplenented as an add-on to the
di stributed 4.3BSD sources. The latter inplenmentation is described
her e.

Most of the new kernel code for the subnet ARP gatewaying function
is in the generic Ethernet interface nodule, netinet/if_ether.c. It
consists of eight lines in in_arpinput that performa couple of
qui ck checks (to ensure that the facility is enabled on the source
interface and that the source and target addresses are on different
subnets), call a new routine, if_subarp, for further checks, and
then build the ARP response if all checks succeed. This code is
only reached when an ARP request is received, and does nothing if
the facility is not enabled on the source interface. Thus
perfornmance of the gateway should be very little degraded by this
addition. (Performance of the requesting host should al so be
simlar to the latter case, as the only difference there is between
ef ficiency of the ARP cache and of the routing tables).

The routine if_subarp (about sixty lines) ensures that the source
and target addresses are on the sane |IP network and that the target
address is none of the four kinds of directed broadcast address. It
then attenpts to find a path to the target either by finding a
network interface with the desired subnet or by looking in the
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routing tables. Even if a network interface is found that |eads to
the target, for areply to be sent the ARP gateway nust be enabl ed
on that interface and the target and source interfaces nust be

di fferent.

The file netinet/route.c has a static routing entry structure
definition added, and nodifications of about eight lines are nade to
the main routing table | ookup routine, rtalloc, to recogni ze a
pointer to that structure (when passed by if_subarp) as a direction
to not use the default route in this routing check. The processor
priority level (critical section protection) around the inner
routing | ookup check is changed to a higher value, as the routine
may now be called fromnetwork interface interrupts as well as from
the internal software interrupts that drive processing of IP and

ot her high level protocols. This raised processor priority could
concei vably sl ow t he whol e kernel somewhat if there are many routing
checks, but since the critical section is fast, the effect should be
smal |

A key kernel nodification is about fifteen lines added to the
routine ip_output in netinet/ip_ output.c. It changes subnet
broadcast addresses in packets originating at the gateway to IP

net wor k broadcast addresses so that hosts w thout subnet code (or
with their network masks set to ignore subnets) will recognize them
as broadcast addresses. This section of code is only used if the
ARP gateway is turned on for the outgoing interface, and only
affects subnet broadcast addresses.

A new routine, in_mainnetof, of about fifteen lines, is added to
netinet/in.c to return the IP network nunber (w thout subnet nunber)
froman IP address. It is called fromif_subarp and ip_output.

Two kernel paranmeter files have one line added to each: net/if.h
has a definition of a bit in the network interface structure to

i ndi cat e whet her subnet ARP gat eways are enabl ed, and netinet/in.h
refers to in_mainnetof.

In addition to these approxinmately 110 |ines of kernel source
additions, there is one user-level nodification. The source to the
command ifconfig, which is used to set addresses and network nasks
of network interfaces, has four lines added to allow it to turn the
subnet ARP gateway facility on or off, for each interface. This is
docunmented in eleven new lines in the manual entry for that conmand.
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4. Availability

The 4.3BSD i npl enentation is currently avail abl e by anonynous FTP
(1 ogi n anonynous, password guest) from sally. utexas.edu as

pub/ subarp, which is a 4.3BSD "diff -c¢" listing fromthe 4.3BSD
sources that were distributed in Septenber 1986.

Thi s inplenentation was not included in the 4.3BSD distribution
proper because U.C. Berkel ey CSRG t hought that that would reduce the
i ncentive for vendors to inplenent subnets per RFC-950. The authors
concur. Nonethel ess, there are circunstances in which the use of
transparent subnet ARP gateways is indi spensable.
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