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Speci fication of the Controlled-Load Network El enent Service

Status of this Meno

Thi s docunment specifies an Internet standards track protocol for the
Internet conmunity, and requests di scussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this meno is unlimnited.

Abstract

This meno specifies the network el ement behavior required to deliver
Controll ed-Load service in the Internet. Controlled-Ioad service
provides the client data flowwith a quality of service closely
approxi mati ng the QoS that sanme flow woul d receive froman unl oaded
network el enment, but uses capacity (adni ssion) control to assure that
this service is received even when the network el enent is overl oaded.

1. Introduction

Thi s docunent defines the requirements for network el ements that
support the Controlled-Load service. This nmeno is one of a series of
docunents that specify the network el ement behavior required to
support various qualities of service in IP internetworks. Services
described in these docunents are useful both in the global Internet
and private |IP networks.

Thi s docunent is based on the service specification tenplate given in
[1]. Please refer to that docunment for definitions and additional

i nformati on about the specification of qualities of service within
the I P protocol famly.
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2. End-to-End Behavi or

The end-to-end behavior provided to an application by a series of

network el enents providing controlled-1oad service tightly

approxi mates the behavior visible to applications receiving best-

effort service *under unl oaded conditions* fromthe sane series of
network el enents. Assuming the network is functioning correctly,

these applications may assune that:

- A very high percentage of transmtted packets will be
successfully delivered by the network to the receiving end-nodes.
(The percentage of packets not successfully delivered nmust closely
approxi mate the basi c packet error rate of the transm ssion

medi unj .

- The transit delay experienced by a very high percentage of the
delivered packets will not greatly exceed the nmininumtransmnit
del ay experienced by any successfully delivered packet. (This
mninmumtransit delay includes speed-of-light delay plus the fixed
processing time in routers and ot her comunicati ons devices al ong
t he path.)

To ensure that these conditions are net, clients requesting

controll ed-1o0ad service provide the internediate network el enents
with a estimation of the data traffic they will generate; the TSpec.
In return, the service ensures that network el enent resources
adequate to process traffic falling within this descriptive envel ope
will be available to the client. Should the client’s traffic
generation properties fall outside of the region described by the
TSpec parameters, the QoS provided to the client may exhibit
characteristics indicative of overload, including |arge nunbers of
del ayed or dropped packets. The service definition does not require
that the precise characteristics of this overl oad behavi or match

t hose whi ch woul d be received by a best-effort data flow traversing
the same path under overl oaded conditi ons.

NOTE: In this nenmp, the term "unl oaded"” is used in the sense of
"not heavily | oaded or congested" rather than in the sense of "
other network traffic whatsoever".

no

3. Motivation

The controlled |oad service is intended to support a broad cl ass of
appl i cati ons whi ch have been devel oped for use in today' s Internet,
but are highly sensitive to overl oaded conditions. [|nportant menbers
of this class are the "adaptive real-tine applications" currently
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of fered by a nunber of vendors and researchers. These applications
have been shown to work well on unl oaded nets, but to degrade quickly
under overl oaded conditions. A service which mmcs unloaded nets
serves these applications well.

The controlled-l1oad service is intentionally mninmal, in that there
are no optional functions or capabilities in the specification. The
service offers only a single function, and system and application
desi gners can assune that all inplenentations will be identical in
this respect.

Internally, the controlled-load service is suited to a wi de range of
i mpl enent ati on techni ques, including evolving scheduling and

adm ssion control algorithnms that allow inplenentations to be highly
efficient in the use of network resources. It is equally anmenable to
extrenely sinple inplenentation in circunstances where maxi num
utilization of network resources is not the only concern

4. Network El enment Data Handli ng Requirenents

Each network el ement accepting a request for controlled-1oad service
must ensure that adequate bandw dth and packet processing resources
are available to handle the requested level of traffic, as given by
the requestor’s TSpec. This nust be acconplished through active

admi ssion control. Al resources inportant to the operation of the
network el ement nust be consi dered when adnitting a request. Conmon
exanpl es of such resources include |ink bandw dth, router or switch
port buffer space, and conputational capacity of the packet

f orwar di ng engi ne.

The controll ed-1oad service does not accept or nake use of specific
target values for control paraneters such as delay or |oss. Instead,
acceptance of a request for controlled-load service is defined to
inply a comm tnent by the network el enent to provide the requestor
with service closely equivalent to that provided to uncontrolled
(best-effort) traffic under lightly |oaded conditions.

The definition of "closely equival ent to unl oaded best-effort
service" is necessarily inprecise. It is easiest to define this
quality of service by describing the events which are expected to
*not* occur with any frequency. A flow receiving controll ed-I| oad
service at a network el enment may expect to experience:
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- Little or no average packet queueing delay over all tinescales
significantly larger than the "burst tine". The burst tine is
defined as the time required for the flow s maxi num si ze data burst
to be transmtted at the flow s requested transm ssion rate, where
the burst size and rate are given by the flow s TSpec, as described
bel ow.

- Little or no congestion |l oss over all tinescales significantly
| arger than the "burst tine" defined above. 1In this context,
congestion |l oss includes packet |osses due to shortage of any
requi red processing resource, such as buffer space or link
bandwi dt h. Al though occasi onal congestion |osses may occur, any
substantial sustained |oss represents a failure of the admi ssion
control algorithm

The basic effect of this language is to establish an expectation on
the *duration* of a disruption in delivery service. Events of shorter
duration are viewed as statistical effects which may occur in nornma
operation. Events of longer duration are indicative of failure to

al | ocate adequate capacity to the controlled-1oad flow.

A network el enent may enpl oy statistical approaches to deci de whet her
adequate capacity is available to accept a service request. For
exanmpl e, a network el enent processing a nunber of flows with |ong-
term characteristics predicted through neasurenment of past behavior
may be able to overallocate its resources to sonme extent w thout
reducing the | evel of service delivered to the fl ows.

A network el enent nmay enpl oy any appropriate scheduling neans to
ensure that admtted flows receive appropriate service.

NOTE: The flexibility inplied by the above paragraph exists within
definite limts. Readers should observe that the specification's
requi rement that the delay and | oss behavi or descri bed above

i nposes concrete requirenments on inplenentations.

Per haps the nost inportant requirenent is that the inplenmentation
has to nmake bandwi dth greater than the Tspec token rate avail able
to the flowin certain situations. The requirenment for the
availability of extra bandwi dth may be derived fromthe fluid
nodel of traffic scheduling (e.g. [7]). If a flow receives exactly
its promised token rate at all times, queueing caused by an over-
rate burst arriving at the network el enent may never clear,
causing the traffic queueing delay to permanantly increase. This
will happen if the flow continues to generate traffic at exactly
the token rate after emtting the burst.
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To control the long-termeffects of traffic bursts, a Controlled
Load i npl ementation has several options. At mninmm a nechani sm
nmust be present to "borrow' bandw dth needed to clear bursts from
the network. There are a nunber of ways to inplenment such a
mechani sm ranging fromexplicit borrowing schemes within the
traffic scheduler to inplicit schenes based on statistical

mul ti pl exi ng and neasurenent - based adm ssion control. The
specification does not prefer any nmethod over any other, but does
requi re that some such nechani sm nust exi st.

Simlarly, the requirenent for |ow congestion |oss for in-Tspec
traffic inplies that buffer nanagenent nust have sone flexibility.
Because the controll ed-1oad service does not reshape traffic to
its token-bucket parameters at every node, traffic flow ng through
the network will be distorted as it traverses queuei ng points.
This distortion is particularly likely to occur during traffic
bursts, precisely when buffering is nost heavily used. In these
circunmstances, rigidly restricting the buffering capacity to a
size equal to the flow s TSpec burst size may | ead to congestion

| oss. An inplenmentaton should be prepared to nake additional
buffering available to bursting flows. Again, this nmay be
acconplished in a nunber of ways. One obvious choice is
statistical multiplexing of a shared buffer pool.

Links are not pernmitted to fragnment packets which receive the
controll ed-1o0ad service. Packets |arger than the MU of the |ink nust
be treated as nonconformant to the TSpec. This inplies that they wll
be forwarded according to the rules described in the Policing section
bel ow.

| npl ement ations of controlled-load service are not required to
provi de any control of short-term packet delay jitter beyond that
descri bed above. However, the use of packet scheduling al gorithns
that provide additional jitter control is not prohibited by this
speci ficati on.

Packet | osses due to non-congestion-rel ated causes, such as |ink
errors, are not bounded by this service.

5. Invocation Information

The controll ed-1oad service is invoked by specifying the data flow s
desired traffic paraneters (TSpec) to the network el ement. Requests
placed for a new flow will be accepted if the network el enent has the
capacity to forward the fl ow s packets as descri bed above. Requests
to change the TSpec for an existing flow should be treated as a new

i nvocation, in the sense that admission control nust be reapplied to
the fl ow. Requests that reduce the TSpec for an existing flow (in the
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sense that the new TSpec is strictly smaller than the ol d TSpec
according to the ordering rules given bel ow) should never be denied
servi ce.

The Control | ed-Load service uses the TOKEN _BUCKET_TSPEC defined in
Ref erence [5] to describe a data flow s traffic paranmeters. This
TSpec takes the form of a token bucket specification plus a peak rate
(p), a minimumpoliced unit (n) and a nmaxi num packet size (M.

The token bucket specification includes a bucket rate r and a bucket
depth, b. Both r and b nust be positive. The rate, r, is measured
in bytes of |IP datagrams per second. Values of this paraneter may
range from1l byte per second to 40 terabytes per second. Network

el enments MUST return an error for requests containing val ues outside
this range. Network el ements MJST return an error for any request
containing a value within this range which cannot be supported by the
element. In practice, only the first fewdigits of the r paraneter
are significant, so the use of floating point representations,
accurate to at least 0.1%is encouraged.

The bucket depth, b, is neasured in bytes. Values of this paraneter
may range from 1l byte to 250 gi gabytes. Network el ements MJST return
an error for requests containing val ues outside this range. Network
el ements MJUST return an error for any request containing a value
within this range which cannot be supported by the elenent. In
practice, only the first fewdigits of the b paraneter are
significant, so the use of floating point representations, accurate
to at least 0.1%is encouraged.

The range of values allowed for these paranmeters is intentionally
large to allow for future network technol ogi es. Any given network
el enent is not expected to support the full range of val ues.

The peak rate, p, is nmeasured in bytes of |IP datagrans per second and
has the sane range and suggested representation as the bucket rate.
The peak rate paraneter exists in this version of the specification
primarily for TSpec conpatability with other QoS control services and
the shared TOKEN BUCKET _TSPEC paraneter. Wil e sone adni ssion contro
and buffer allocation algorithms nay find the peak rate val ue usef ul
the field my al ways be ignored by a Controll ed-Load service
conformng to this version of the specification. That is, the service
nmodul e at a network el enent may al ways assume that the peak data rate
arriving at that element is the line rate of the incom ng interface,
and the service's evaluation criteria do not require a network

el ement to consider the peak rate value. Mre explicit use of the
peak-rate paraneter by a Controll ed-Load service nodul e may be added
to the specification in the future
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The m ninmum policed unit, m is an integer neasured in bytes. Al IP
datagrans | ess than size mw Il be counted agai nst the token bucket
as being of size m The maxi num packet size, M is the biggest packet
that will conformto the traffic specification; it is also nmeasured
in bytes. Network elements MJST reject a service request if the
request ed nmaxi mum packet size is larger than the MU of the |ink

Both mand M nust be positive, and mnust be | ess then or equal to M

The preferred concrete representation for the TSpec is three floating
poi nt nunbers in single-precision | EEE floating point format foll owed
by two 32-bit integers in network byte order. The first value is the
rate (r), the second value is the bucket size (b), the third is the
peak rate (p), the fourth is the mnimmpoliced unit (n), and the
fifth is the maxi mum packet size (M. For the paraneters (r) and (b),
only bit-patterns which represent valid non-negative floating point
nunbers are all owed. Negative nunmbers (including "negative zero),
infinities, and NAN s are not allowed. For the paranmeter (p) only
bit-patterns which represent valid non-negative floating point
nunbers or positive infinity are allowed. Positive infinity is
represented with an exponent of all ones (255) and a sign bit and
manti ssa of all zeroes. Negative nunmbers (including "negative zero"),
negative infinity, and NAN s are not all owed.

NOTE: An inplenmentation which utilizes general -purpose hardware or
software | EEE fl oating-poi nt support nay wi sh to verify that
arriving paraneters nmeet this requirenment before using the
parameters in floating-point conputations, in order to avoid
unexpect ed exceptions or traps.

The controll ed-1oad service is assigned service_nanme 5.

The TOKEN _BUCKET_TSPEC par aneter used by the Controll ed-Load service
is general paranmeter nunmber 127, as indicated in [5].

6. Exported Information

The controll ed-1oad service has no required characterization
paraneters. Individual inplenmentations may export appropriate
i npl ement ati on-specific measurenent and nonitoring information.

7. Policing

The controll ed-1oad service is provided to a fl ow on the basis that
the flows traffic conforns to a TSpec given at flow setup tinme. This
section defines the neaning of confornmance to the controll ed-I oad
TSpec, describes the circunstances under which a controll ed-I oad
flows traffic mght *not* conformto the TSpec, and specifies the
network elenment’s action in those circunstances.
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Control |l ed-1o0ad service nodul es provi de QS control for traffic
conforming to the TSpec given at setup tine. The TSpec’'s token
bucket parameters require that traffic nust obey the rule that over
all time periods, the amobunt of data sent does not exceed rT+b, where
r and b are the token bucket paraneters and T is the length of the
time period. For the purposes of this accounting, |inks nmust count
packets that are smaller than the mnimal policing unit mto be of
size m Packets that arrive at an el enment and cause a violation of
the the rT+b bound are consi dered nonconfor mant.

Addi tional ly, packets bigger than the outgoing |ink MIU are

consi dered nonconformant. It is expected that this situation will
not arise with any frequency, because flow setup nmechani sns are
expected to notify the sending application of the appropriate path
MTU.

In the presence of nonconfornant packets arriving for one or nore
controll ed-1oad flows, each network el enent nmust ensure |ocally that
the followi ng requirenments are net:

1) The network el ement MUST continue to provide the contracted
quality of service to those controlled-load fl ows not experiencing
excess traffic.

2) The network el ement SHOULD prevent excess controll ed-1| oad
traffic fromunfairly inpacting the handling of arriving best-
effort traffic. This requirement is discussed further in Section 9
of this docunment (Cuidelines for Inplenmentors).

3) Consistent with points 1 and 2, the network el enent MJST attenpt
to forward the excess traffic on a best-effort basis if sufficient
resources are avail abl e.

Net wor k el ements nust not assume that that arrival of nonconformant
traffic for a specific controlled-load floww |l be unusual, or
indicative of error. |In certain circunstances (particularly, routers
acting as the "split points" of a nmulticast distribution tree
supporting a shared reservation) |arge nunbers of packets will fai
the conformance test *as a matter of normal operation*.

Net wor k el enments nust not assune that data sources or upstream

el enents have taken action to "police" controlled-load fl ows by
[imting their traffic to conformto the flow s TSpec. Each network
el ement providing controll ed-1oad service MIST i ndependently ensure
that the requirenments given above are nmet in the presence of
nonconformant arriving traffic for one or nore controlled-load fl ows.
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Network el enments nay use any appropriate inplenmentati on mechanismto
nmeet the requirenents given above. Exanples of such mechani sns

i ncl ude token-bucket policing filters and per-fl ow schedul i ng

al gorithms. However, it is insufficient to sinply place al
controlled-load flows into the sane shared resource pool, without
first ensuring that non-conformant flows are prevented from starving
conformant flows of the necessary processing resources.

Further discussion of this issue may be found in Section 11 of this
not e.

Beyond requirenents 2 and 3 above, the controll ed-1oad service does
not define the QS behavior delivered to flows with non-conformnt
arriving traffic. Specifically, it is permssible either to degrade
the service delivered to all of the flow s packets equally, or to
sort the flow s packets into a conformant set and a nonconformant set
and deliver different levels of service to the two sets. This point
is discussed further in Section 9 of this note.

When resources are avail able, network elenents at points within the
interior of the network SHOULD be prepared to accommbdat e packet
bursts somewhat |arger than the actual TSpec. This requirenent
derives fromthe traffic distortion effect described in Section 4. As
described there, it may be net either through explicit means or
statistical nultiplexing of shared buffering resources.

When handling such traffic, it is permssible to all ow sonme del ayi ng
of a packet if that delay would allow it to pass the policing
function. (In other words, to reshape the traffic). However, the
overall requirenment for limting the duration of any such traffic
distortion nmust be considered. The challenge is to define a viable
reshapi ng functi on.

Intuitively, a plausible approach is to allow a delay of (roughly) up
to the nmaxi mum queuei ng del ay experienced by conpl etely conforning
packets before declaring that a packet has failed to pass the
policing function. The nerit of this approach, and the precise
wor di ng of the specification that describes it, require further

st udy.

8. Ordering and Merging
The controll ed-1oad service TSpec is ordered according to the

following rule: TSpec Ais a substitute for ("as good or better than"
or "greater than or equal to") TSpec B if and only if:
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(1) the token bucket rate r for TSpec Ais greater than or equal to
t hat of TSpec B,

(2) the token bucket depth b for TSpec A is greater than or equal
to that of TSpec B,

(3) the peak rate p for TSpec A is greater than or equal to that of
TSpec B,

(4) the m nimum policed unit mfor TSpec Ais less than or equal to
that of TSpec B,

(5) the nmaxi num packet size Mof TSpec A is greater than or equal
to that of TSpec B.

Note that not all TSpecs can be ordered with respect to each other.
If two TSpecs differ but not all five of the points above are true,
then the TSpecs are unordered.

A nmerged TSpec is the TSpec used by the RSVP protocol when nerging a
set of TSpecs to create a "nmerged" reservation. TSpec nerging is
described further in [4] and [3]. The TSpec nerge operation addresses
two requirenents:

- The "nmerged" TSpec parameters are used as the traffic flow s
TSpec at the |ocal node.

- The merged paraneters are passed upstreamto traffic source(s) to
describe characteristics of the actually installed reservation
al ong the data path.

For the controlled-1oad service, a nmerged TSpec may be cal cul at ed
over a set of TSpecs by taking:

(1) the largest token bucket rate r;

(2) the largest token bucket size b;

(3) the largest peak rate p;

(4) the smallest nmininmal policed unit m
(5) the *snall est* nmaxi num packet size M

across all nenbers of the set.
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A Least Common TSpec is a TSpec adequate to describe the traffic from
any one of a nunber of traffic flows. The | east conmon TSpec nay be
useful when creating a shared reservation for a nunmber of flows using
SNMP or anot her managenent protocol. This differs fromthe nerged
TSpec described above in that the conmputed paraneters are not passed
upstreamto the sources of traffic.

For the controlled-|oad service, the Least Commobn TSpec may be
cal cul ated over a set of TSpecs by taking:

(1) the largest token bucket rate r;
(2) the largest token bucket size b
(3) the largest peak rate p;
(4) the smallest nmininal policed unit m
(5) the largest nmaxi mum packet size M
across all nenbers of the set.
The sum of n controlled-load service TSpecs is used when conputing
the TSpec for a shared reservation of n flows. It is conputed by
t aki ng:
- The sum across all TSpecs of the token bucket rate paranmeter r.
- The sum across all TSpecs of the token bucket size paraneter b.

- The sum across all TSpecs of the peak rate paranmeter p.

- The minimum across all TSpecs of the m ni mum policed unit
paraneter m

- The maxi mnum across all TSpecs of the maxi mum packet size
paraneter M

The m ni mum of two TSpecs differs according to whether the TSpecs can
be ordered according to the "greater than or equal to" rule above.

If one TSpec is less than the other TSpec, the smaller TSpec is the
m ni num  For unordered TSpecs, a different rule is used. The

m ni nrum of two unordered TSpecs is deternined by conparing the
respective values in the two TSpecs and choosi ng:
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(1) the smaller token bucket rate r;
(2) the *larger* token bucket size b;
(3) the smaller peak rate p
(4) the *smaller* mnimum policed unit m
(5) the smaller maxi num packet size M
9. Quidelines for Inplenentors

REQUI REMENTS PLACED ON ADM SSI ON CONTROL ALGORI THM The intention of
this service specification is that network el ements deliver a | evel

of service closely approximating best-effort service under unl oaded
conditions. As with best-effort service under these conditions, it is
not required that every single packet nust be successfully delivered
with zero queueing delay. Network el enments providing controlled-I|oad
service are permitted to oversubscribe the avail able resources to
sone extent, in the sense that the bandw dth and buffer requirements
i ndi cated by summ ng the TSpec token buckets of all controlled-Ioad
flows may exceed the maxi mum capabilities of the network el enent.
However, this oversubscription may only be done in cases where the
elenent is quite sure that actual utilization is less than the sum of
t he token buckets woul d suggest, so that the inplenmentor’s
performance goals will be nmet. This informati on may cone from
nmeasurenment of the aggregate traffic flow, specific know edge of
application traffic statistics, or other neans. The nbst conservative
approach, rejection of new fl ows whenever the addition of their
traffic woul d cause the strict sumof the token buckets to exceed the
capacity of the network el enment (including consideration of resources
needed to naintain the delay and | oss characteristics specified by
the service) may be appropriate in other circunstances.

Specific issues related to this subject are discussed in the
"Evaluation Criteria" and "Exanples of |nplenentation" sections
bel ow.

| NTERACTI ON W TH BEST- EFFORT TRAFFIC. | npl enentors of this service
shoul d clearly understand that in certain circunstances (routers
acting as the "split points" of a nmulticast distribution tree
supporting a shared reservation) |arge nunbers of a flow s packets
may fail the TSpec confornance test *as a natter of nornm
operation*. According to the requirenents of Section 7, these
packets should be forwarded on a best-effort basis if resources
permt.
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If the network el enment’s best-effort queueing al gorithm does not

di stingui sh between these packets and el astic best-effort traffic
such as TCP flows, THE EXCESS CONTROLLED-  LOAD PACKETS WLL "BACK OFF"
THE ELASTI C TRAFFI C AND DOM NATE THE BEST- EFFORT BANDW DTH USAGE. The
integrated services framework does not currently address this issue.
However, several possible solutions to the problem are known [ RED
xFQ . Network elenents supporting the controlled | oad service should
i npl erent sone mechanismin their best-effort queueing path to

di scrimnate between cl asses of best-effort traffic and provide
elastic traffic with protection frominelastic best-effort flows.

Two basi c approaches are available to neet this requirenment. The
network el ement can maintain separate resource allocations for
different classes of best-effort traffic, so that no one class wll
excessively dom nate the | oaded best-effort mx. Aternatively, an
el enent can process excess controlled-1oad traffic at sonewhat | ower
priority than elastic best-effort traffic, so as to conpletely avoid
t he back-off effect discussed above.

If nmost or all controlled-load traffic arises fromnon-rate-adaptive
real -time applications, the use of priority nechani snms ni ght be
desirable. If nost controlled-load traffic arises fromrate-adaptive
realtinme or elastic applications attenpting to establish a bounded
m ni nrum | evel of service, the use of separate resource classes m ght
be preferable. However, this is not a firmguideline. In practice,
the network el enent designer’s choice of nechanismw || depend
heavily on both the goals of the design and the inplenmentation
techni ques appropriate for the designer’s platform This version of
the service specification does not specify one or the other behavior
but | eaves the choice to the inplenentor.

FORWARDI NG BEHAVI OR | N PRESENCE OF NONCONFORMANT TRAFFI C. As
indicated in Section 7, the controlled-|oad service does not define
t he QoS behavior delivered to flows w th non-conformant arriving
traffic. 1t is permssible either to degrade the service delivered
to all of the flow s packets equally, or to sort the flow s packets
into a confornant set and a nonconformant set and deliver different
|l evel s of service to the two sets.

In the first case, expected queuei ng delay and packet | oss
probability will rise for all packets in the flow, but packet
delivery reordering will, in general, remain at |ow |levels. This
behavior is preferable for those applications or transport protocols
which are sensitive to excessive packet reordering. A possible
exanpl e is an unnodified TCP connection, which would see reordering
as | ost packets, triggering duplicate acks and hence excessive
retransm ssi ons.
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10.

In the second case, sone subset of the flow s packets will be
delivered with low |l oss and del ay, while sone other subset will be
delivered with higher |oss and potentially higher delay. The del ayed
packets will appear to the receiver to have been reordered in the
network, while the non-del ayed packets will, on average, arrive in a
nore tinely fashion than if all packets were treated equally. This

m ght be preferable for applications which are highly tinme-sensitive,
such as interactive conferencing tools.

Evaluation Criteria

The basic requirenent placed on an inplenmentation of controll ed-|oad
service is that, under all conditions, it provide accepted data fl ows
with service closely simlar to the service that sane flow woul d
receive using best-effort service under unl oaded conditions.

This suggests a sinple two-step evaluation strategy. Step one is to
conpare the service given best-effort traffic and controll ed-I oad
traffic under underl oaded conditi ons.

- Measure the packet | oss rate and del ay characteristics of a test
flow using best-effort service and with no | oad on the network
el ement .

- Conpare those neasurements with nmeasurenents of the sane fl ow
receiving control | ed-1oad service with no | oad on the network
el ement .

Cl oser neasurenents indicate higher evaluation ratings. A
substantial difference in the delay characteristics, such as the
smoot hi ng whi ch woul d be seen in an inplenentati on which schedul ed
the controlled-load flow using a fixed, constant-bitrate al gorithm
should result in a somewhat |ower rating.

Step two is to observe the change in service received by a
controlled-load flow as the | oad increases.

- Increase the background traffic |oad on the network el enent,
whil e continuing to nmeasuring the |oss and delay characteristics of
the controlled-load flow Characteristics which remain essentially
constant as the elenent is driven into overload indicate a high
eval uation rating. Mnor changes in the delay distribution indicate
a somewhat |lower rating. Significant increases in delay or |oss

i ndi cate a poor evaluation rating.
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This sinple nodel is not adequate to fully eval uate the perfornance
of controlled-Ioad service. Three additional variables affect the
eval uation. The first is the short-termburstiness of the traffic
streamused to performthe tests outlined above. The second is the
degree of long-termchange in the controlled-load traffic within the
bounds of its TSpec. (Changes in this characteristic will have great
effect on the effectiveness of certain adm ssion control algorithns.)
The third is the ratio of controlled-load traffic to other traffic at
the network elenent (either best effort or other controlled
services).

The third variabl e should be specifically eval uated using the
foll ow ng procedure.

Wth no controlled-load flows in place, overload the network
el enment with best-effort traffic (as indicated by substanti al
packet |oss and queuei ng del ay).

Execute requests for controlled-load service giving TSpecs with
increasingly large rate and burst paranmeters. If the request is
accepted, verify that traffic matching the TSpec is in fact handl ed
with characteristics closely approxi mati ng the unl oaded

nmeasur ements taken above.

Repeat these experinents to determine the range of traffic
paraneter (rate, burst size) values successfully handled by the
network el ement. The useful range of each paraneter nust be

determ ned for several settings of the other paraneter, to map out
a two-di mensional "region" of successfully handl ed TSpecs. Wen
conpared with network el enents providing simlar capabilities, this
region indicates the relative ability of the elenents to provide
control |l ed-1o0ad service under high |load. A larger region indicates
a hi gher evaluation rating.

11. Exanples of |nplenentation

One possible inplenentation of controlled-Ioad service is to provide
a queuei ng mechanismwith two priority levels; a high priority one
for controlled-load and a lower priority one for best effort service.
An adni ssion control algorithmis used to linmt the anmount of traffic
placed into the high-priority queue. This algorithmnmy be based
either on the specified characteristics of the high-priority flows
(using information provided by the TSpecs), or on the neasured
characteristics of the existing high-priority flows and the TSpec of
t he new request.

Anot her possi bl e inplenmentation of controll ed-1oad service is based
on the existing capabilities of network el ements which support
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"traffic classes" based on nmechani sms such as wei ghted fair queueing
or class-based queueing [6]. In this case, it is sufficient to map
data flows accepted for controlled-1oad service into an existing
traffic class with adequate capacity to avoid overload. This

requirement is enforced by an admni ssion control al gorithm which
considers the characteristics of the traffic class, the
characteristics of the traffic already admtted to the class, and the
TSpec of the new fl ow requesting service. Again, the adm ssion
control algorithmmmay be based either on the TSpec-specified or the
nmeasured characteristics of the existing traffic.

A specific case of the above approach is to enploy a schedul er which
i npl emrents wei ghted fair queueing or simlar |oad-mnagenent schene,
all ocating a separate scheduling queue with correctly chosen wei ght
to each individual controlled-load flow. In this circunstance, the
traffic schedul er also plays the role of the policing function, by
ensuring that nonconformant traffic arriving for one controll ed-1| oad
fl ow does not affect either other controlled-load flows or the best-
effort traffic. This elimnation of mechanismis bal anced by the
drawback that the approach does not benefit from any performance or
resource usage gain arising fromstatistical aggregation of severa
flows into a single queueing class.

Admi ssion control algorithns based on specified characteristics are
likely be appropriate when the nunber of flows in the high-priority
class is small, or the traffic characteristics of the flows appear
highly variable. In these situations the measured behavior of the
aggregate controlled-load traffic stream nmay not serve as an
effective predictor of future traffic, |eading a measurenent-based
admi ssion control algorithmto produce incorrect results. Conversely,
in situations where the past behavior of the aggregate controll ed-
load traffic *is* a good predictor of future behavior, a neasurenent-
based adni ssion control algorithmmay allow nore traffic to be
admtted to the controlled-1oad service class with no degradation in
performance. An inplenentation may choose to switch between these two
appr oaches depending on the nature of the traffic streamat a given
tinme.

A variety of techniques may be used to provide the desired isolation
bet ween excess (nonconfornmant) controlled-load traffic and ot her
best-effort traffic. Use of a low priority queue for nonconformant
controlled-load traffic is sinple, but other approaches may provide
superior service or fit better into existing architectures. Variants
of fair queueing or weighted fair queueing may be used to allocate a
percentage of the available resources to different best-effort
traffic classes. One approach would be to allocate each controll ed-
load flow a a 1/N "fair share" percentage of the avail abl e best-
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effort bandwidth for its excess traffic. An alternate approach would
be to provide a single WFQ resource class for all excess controlled-
load traffic. Finally, alternate nechanisns such as RED [ xxx] may be
used to provide the same overall function

12. Exanpl es of Use

The controll ed-1oad service may be used by any application which can
make use of best-effort service, but is best suited to those
applications which can usefully characterize their traffic

requi rements. Applications based on the transport of "continuous
nmedi a" data, such as digitized audio or video, are an inportant
exanpl e of this class.

The controll ed-1oad service is not isochronous and does not provide
any explicit information about transm ssion delay. For this reason,
applications with end-to-end tining requirenents, including the
conti nuous-nedi a cl ass menti oned above, provide an application-
specific timng recovery mechanism simlar or identical to the
nmechani sns requi red when these applications use best-effort service.
A protocol useful to applications requiring this capability is the

| ETF Real -Time Transport Protocol [2].

Load-sensitive applications nay choose to request controlled-1oad
servi ce whenever they are run. Alternatively, these applications nmay
nmoni tor their own performance and request controlled-1oad service
fromthe network only when best-effort service is not providing
accept abl e performance. The first strategy provides higher assurance
that the level of quality delivered to the user will not change over
the lifetime of an application session. The second strategy provides
greated flexibility and offers cost savings in environnents where

| evel s of service above best-effort incur a charge.

13. Security Considerations

A network el enent inplenmenting the service described here is
intentionally and explicitly expected to give preferential treatnent
to selected packet traffic. This nmeno does not describe the nechani sm
used to indicate which traffic is to receive the preferenti al
treatnent - rather, the controll ed-Ioad service described here may be
i nvoked by a nunber of nechani sns, including RSVP, SNWP network
managenent software, or proprietary control software. However, any
nmechani smused to invoke the controlled | oad service must provide
security sufficient to guard against use of this preferential
treatment capability by undesired or unauthorized traffic. A correct
i npl enentation of the controlled-1oad service is *not* susceptable to
a deni al -of -service attack based on maliciously requesting a very
smal| resource allocation for the attacked traffic flow This is
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because the service specification requires that traffic in excess of
the requested | evel be carried on a best-effort basis, rather than
bei ng dropped. This requirenent is discussed further in Section 7 of
this nmeno.

O necessity, giving preferential service to certain traffic flows
inplies giving |less service to other traffic flows. Thus, it is
possi bl e to conduct a denial of service attack by maliciously
reconfiguring the controlled-load "adm ssion control algorithnm to
al I ow overal | ocation of avail abl e bandw dth or other forwarding
resources, starving non-controlled-load flows. In general, this is
unlikely to increase the network’s vulnerability to attack, because
many ot her reconfigurations of a router or host can cause denial of
service. It is reasonable to assune that whatever neans is used to
protect against other reconfiguration attacks will be adequate to
protect against this one as well.

Appendi x 1. Use of the Controll ed-Load service with RSVP

The use of Controll ed-Load service in conjunction with the RSVP
resource reservation setup protocol is specified in reference [4].
Thi s docunent gives the format of RSVP FLOASPEC, SENDER TSPEC, and
ADSPEC obj ects needed to support applications desiring Controll ed-
Load service and gives information about how RSVP processes those
obj ects. The RSVP protocol itself is specified in Reference [3].
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