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Abstract

Thi s docunent describes the Router-port G oup Managenent Protocol
(RGW). This protocol was devel oped by Cisco Systens and is used
between nulticast routers and switches to restrict nulticast packet
forwarding in switches to those routers where the packets nay be
needed.

RGW is designed for backbone sw tched networks where multiple, high
speed routers are interconnect ed.

1. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [2].

2. Introduction

| GWP Snooping is a popul ar, but not well documented nmechanismto
restrict multicast traffic, in switched networks, to those ports that
want to receive the multicast traffic. It dynanmically establishes
and term nates nulticast group specific forwarding in swtches that
support this feature.
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The main limtation of 1GW Snooping is that it can only restrict
multicast traffic onto switch ports where receiving hosts are

connected directly or indirectly via other switches. |GV Snooping
can not restrict nmulticast traffic to ports where at |east one
mul ticast router is connected. It must instead flood nulticast

traffic to these ports. Snhooping on | GVW nessages alone is an
intrinsic limtation. Through it, a switch can only |earn which

mul ticast flows are being requested by hosts. A switch can not |earn
through 1GWP which traffic flows need to be received by router ports
to be routed because routers do not report these flows via | GW.

In situations where nmultiple nmulticast routers are connected to a
swi t ched backbone, |1 GWP Snooping will not reduce multicast traffic
load. Nor will it assist in increasing internal bandw dth through
the use of switches in the network.

In switched backbone networks or exchange points, where predoninantly
routers are connected with each other, a large anount of nulticast
traffic may | ead to unexpected congestion. It also leads to nore
resource consunption in the routers because they nust discard the
unwanted nulticast traffic.

The RGWP protocol described in this docunment restricts multicast
traffic to router ports. To effectively restrict traffic, it nust be
supported by both the switches and the routers in the network.

The RGW nessage format resenbles the | GWv2 nessage format so that
exi sting switches, capable of | GW Snooping, can easily be enhanced
with this feature. |Its nmessages are encapsul ated in | Pv4 dat agrans,
with a protocol nunber of 2, the same as that of 1GwW. Al RGW
nmessages are sent with TTL 1, to destination address 224.0.0.25. This
address has been assigned by I1ANA to carry nessages fromrouters to
switches [3].

RGWP is designed to work in conjunction with multicast routing
protocols where explicit join/prune to the distribution tree is
performed. PIMSM[4] is an exanple of such a protocol

The RGWP protocol specifies operations only for IP version 4
mul ticast routing. |P version 6 is not considered.

To keep RGW sinple, efficient and easy to inplenent, it is designed
for switches to expect RGW nmessages fromonly one source per port.
For this reason, RGW only supports a single RGW enabled router to
be connected directly to a port of an RGW enabled switch. Such a

t opol ogy shoul d be custonary when connecting routers to backbone
switches and thus not pose a limtation on the depl oynent of RGW.
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Al RGW nessages have the follow ng format:

0 1 2 3
012345678901 23456789012345678901
Fo e e e e Fe e Fe e e e Fe e e e e Fe e e e e e Fe e Fe e e e e e e e+
| Type | Reser ved | Checksum |
Fo e e e e Fe e e e e e Fe e e e e e e e e e e Fe e e e e e e e e e+
| Group Address |
Fo e e e e Fe e e e e e Fe e e e e Fe e e e e e Fe e e e e Ao e e e e+

The reserved field in the nessage MJST be transnitted as zeros and
i gnored on receipt.

2.1 Type

There are four types of RGVWP nessages of concern to the
router-switch interaction. The type codes are defined to be the
hi ghest values in an octet to avoid the re-use of already assignhed
| GWP type codes.

OxFF = Hello

OxXFE = Bye

OxFD = Join a group
OXFC = Leave a group

Unrecogni zed nessage types should be silently ignored.
Not e:

RGW and the | ANA assignnment of address 224.0.0.25 for it predates
RFC 3228 [9]. RGW defines Type values which in RFC 3228 are
assigned to protocol testing and experinentation. This is not an
operational issue for RGW itself because only RGW packets use the

| Pv4 destination address 224.0.0.25. The Type val ues defined above
are thus ONLY valid in conjunction with the RGW destination address.

2.2. Checksum
Checksum covers the RGW nessage (the entire |Pv4 payload). The

al gorithm and handling of checksum are the sane as those for | GW
nmessages as described in RFC 3376 [5].
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2.3. Group Address

In an RGW Hell o or Bye nessage, the group address field is set to
zero.

In an RGW Join or Leave nessage, the group address field holds the
| Pv4 nulticast group address of the group being joined or left.

2.4 | Pv4 header

RGVP nessages are sent by routers to switches. The source |Pv4
address of an RGAWP packet is the sending interface | Pv4 address of
the originating router. The destination |Pv4 address of an RGW
packet is 224.0.0.25. Switches supporting RGW need to listen to
packets to this group

3. RGWP Protocol Description
3.1 RGW Router side Protocol Description

Backbone switches use RGW to | earn which groups are desired at each
of their ports. Milticast routers use RGW to pass such information
to the switches. Only routers send RGW nessages. They ignore
recei ved RGW nessages.

A Router enabled for RGW on an interface periodically [Hello
Interval] sends an RGW Hell o nessage to the attached network to
indicate that it is RGW enabled. Wen RGW is disabled on a routers
interface, it will send out an RGW Bye nessage on that interface,
indicating that it again wishes to receive IPv4 nulticast traffic
prom scuously fromthat interface.

When an interface is RGW enabled, a router sends an RGW Join
nmessage out through this interface to each group that it wants to
receive traffic for fromthe interface. The router needs to
periodically [Join Interval] re-send an RGW Join for a group to
indicate its continued desire to receive nmulticast traffic.

Rout ers supporting RGW MJST NOT send RGW Join or Leave nessages for
groups 224.0.0.x (x=0...255), 224.0.1.39 and 224.0.1.40. The latter
two are known as ci sco-rp-announce and ci sco-rp-discovery [3].

When a router no longer needs to receive traffic for a particular

group, it sends an RGW Leave nmessage for the group. For robustness,
the router MAY send nore than one such nessage.
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If 1Pv4 multicast packets for an undesired group are received at a
router froma switch, the router MAY send a RGW Leave nessage for
that group to the switch. These nessages are called data-triggered
RGVWP Leave nessages and the router SHOULD rate-linit them The
router MAY suppress sending a data triggered RGW Leave nessage if it
has a desired group that has the sanme MAC destination address as the
undesired group. (See RFC 1112 [6] for MAC ambiguity.) Such
suppression of data triggered RGW Leave nessages SHOULD be
configurable if supported.

3.2 RGW Switch side Protocol Description

A switch enabled for RGW on a network consunmes RGW nessages
received fromports of the network and processes them as descri bed
below. If enabled for RGW, the switch nust NOT forward/fl ood
recei ved RGW nessages out to other ports of the network.

RGVWP on a switch operates on a per port basis, establishing per-group
forwardi ng state on RGW enabl ed ports. A port reverts into an RGW
enabl ed port upon receipt of an RGW Hell o nessage on the port, and a
timer [5 * Hello Interval] is started. This tiner is restarted by
each RGW Hell o nessage arriving on the port. |If this timer expires
or if it is renobved by the arrival of an RGW Bye nessage, then the
port reverts to its prior state of nmulticast traffic forwarding.

Correct deploynent of RGW is one RGW enabled router directly
connected to a port on a switch that supports RGW. The port on the
switch MAY want to keep track of the IPv4 originator address of the
RGWP Hell o and Bye nessages it receives on that port. In the event
it receives nultiple IPv4 originating addresses in RGW nmessages on
one port, the switch MAY generate an alert to notify the

adm ni strator. The switch MAY al so have a configuration option that
will allow for the operator to disable RGW and have the switch fal
back to flooding IPv4 nulticast on that port, although this is a
potential Il y dangerous opti on.

By default, connecting two or nore RGW enabled routers to a switch

port will cause intermttent black holing of IPv4 nulticast traffic
towards these routers. Black holing occurs when a RGW Leave is
received fromone router while the other router is still joined.

This mal function is not only easily recognized by the actual users
connected through the routers, but it also adheres to the principle
that a failure situation causes less traffic than nore. Reverting to
flooding easily maintains the illusion that everything is working
perfectly. The exception is that the traffic constraining benefits
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of RGW are not realized. This suggests that congestion happens at a
much later time than the nisconfiguration and can then not easily be
correlated with the cause anynore.

Because routers supporting RGW are not required to send RGW Join or
Leave nessages for groups 224.0.0.x (x=0...255), 224.0.1.39 and
224.0. 1. 40, RGW enabled ports always need to receive traffic for
these groups. Traffic for other groups is initially not forwarded to
an RGW enabl ed port.

RGWP Join and Leave nessages are accepted if they arrive on an RGW
enabl ed port, otherwi se they will be discarded. Upon acceptance of
an RGW Joi n nessage, the switch MIST start forwarding traffic for
the group to the port. Upon acceptance of an RGW Leave nessage, the
switch SHOULD stop forwarding traffic for the group to that port.

The switch's ability to stop forwarding traffic for a group may be
limted, for exanple, because of destination MAC based forwarding in
the switch. Therefore, it is necessary for the switch to always
forward traffic for all MAC anmbi guous | Pv4 nulticast groups (see [6]
for MAC anbiguity).

To stop forwarding of traffic to a group in the event of |ost RGW
Leave nessage(s), a switch MAY time out RGW forwarding state on a
port for a group [5 * Join Interval] after the I ast RGW Join for
that group has been received on the port.

Wthout any layer 2 IPv4 nmulticast filtering nethods running, a
switch needs to flood nulticast traffic to all ports. |If a switch
does actually run one or nore mechani snms beside RGW to filter |1Pv4
mul ticast traffic, such as | GW snooping [10], then by default it
will not flood IPv4 multicast traffic to all ports anynore. |nstead,
the switch will try to determ ne which ports still needs to receive
all 1Pv4 multicast traffic by default, and which ports do not.

Conpliance with this specification requires that a switch MJST be
able to elect a port for flooding through the presence of PIMHello
nmessages [4] arriving fromthe port and al so through a nanual
configuration option. 1In addition, the switch SHOULD recogni ze a
port connected to a router by other appropriate protocol packets or
dedi cated I Pv4 nmulticast router discovery nechanisns such as MRDI SC
[11]. The manual configuration is required to support routers not
supporting PIMor other nethods recogni zed by the switch

Further nmechanisnms for IPv4 nmulticast traffic restriction may al so be
used on RGW enabled ports. 1In this case, forwarding for a group on
the port nmust be established if either nechanismrequires it, and it
must only be rempved if no nmechanismrequires it anynore.
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4. Oper ati onal Not es
4.1. Support for networks with nmultiple swtches

To be sinple to inplenment on switches and resilient in face of
potential |ayer 2 network topol ogy changes, RGVWP does not specify how
to restrict nulticast traffic on |inks connecting sw tches anongst
each other. Wth just RGW being used, multicast traffic will thus
be flooded on inter-switch links within a network if at |east one
router is connected to each of the switches.

Thi s happens inplicitly because the switch will not flood/forward
recei ved RGW nessages out to the inter-switch Ilink and thus the
switch on the other end will only recognize the port as a router port

via the PIM Hell o nessages fl ooded by the switches. Mnual
configuration for inter-switch Iinks may be required if non-PlM
routers are being used, depending on the other capabilities of the
switch.

| f appropriate, a switch can send out RGW nessages on ports to nake
it look |ike an RGW enabled router to a potential switch at the
other end of the link. This would constrain IPv4 nulticast traffic
bet ween switches, but this type of "RAGW Spoofing" by the switch is
out side the scope of this specification

4.2. Interoperability with RGW-incapable routers

Si nce RGVWP nessages received at a switch only affect the state of
their ingress ports, the traffic restriction is applied there only.
RGVP-i ncapabl e routers will receive nulticast traffic for al
mul ti cast groups.

4.3. RGW and nulticast routing protocols

One result of the sinplicity of RGW are its restrictions in
supporting specific routing protocols. The follow ng paragraphs |ist
a few known restrictions.

A router running RGW on a switched network will not receive traffic
for a multicast group unless it explicitly requests it via RGW Join
nmessages (besi des those group ranges specified to be flooded in 3.1).

For this reason, it is not possible to run a protocol like PIM
Dense- Mbde or DVMRP across an RGWP enabl ed network with RGVP enabl ed
routers.
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In Bidir-PIM a router elected to be the DF nust not be enabled for
RGWP on the network, because it unconditionally needs to forward
traffic received fromthe network towards the RP. If a router is not
the DF for any group on the network, it can be enabled for RGW on

t hat networKk.

In PIMSM directly connected sources on the network can not be
supported if the elected DR is running RGW, because this DR needs to
unconditionally receive traffic fromdirectly connected sources to
trigger the PIM SMregistering process on the DR In Pl M SSM
directly connected sources can be supported with RGW enabl ed
routers.

Both in PIM SM and PI M SSM upstreamrouters forwarding traffic into
the switched network need to send RGW Joins for the group in support
of the PI M assert process.

5. List of tiners and default val ues
5.1. Hello Interval

The Hello Interval is the interval between RGW Hell o nessages sent
by an RGWP-enabl ed router to an RGW-enabl ed switch. Default: 60
seconds.

5.2. Join Interva

The Join Interval is the interval between periodic RGW Join nmessages
sent by an RGWP-enabl ed router to an RGW-enabled switch for a given
group address. Default: 60 seconds.

6. Security Considerations

The RGWP protocol assunes that physical port security can be
guaranteed for switch ports fromwhich RGW nessages are accepted.
Physi cal port security for RGW neans that physical measures will
ensure that such ports are dedicatedly connected to one system which
acts as an RGWP capable router. This is also the recomended
configuration to best |everage the benefits of the RGW protocol
(e.g., avoiding unwanted third-party IPv4 nulticast traffic arriving
on said ports).

RGWP specific DoS attacks arise fromforged RGW nessages. |If nore
than one systemis connected to a port of the RGW switch, then one
system may forge RGW nessages and affect the operations of the other
systen(s) on the sanme port. This is a potential security risk
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When physical security ensures that only one systemis connected to a
RGVP capabl e port on a switch, then forged nessages fromthis system
itself can take effect. Such forged nessages can al ways be avoi ded
by system | ocal neasures.

We consider the ram fications of a forged nessage of each type:
Hel | o Message:

A forged RGW Hell o nessage can restrict nulticast data towards a
non- RGW enabl ed router on the same port. This effectively
i ntroduces a bl ackholing DoS attack

Leave Message:

A forged RGW Leave nessage can restrict IPv4 nulticast traffic
for individual groups toward the port. The effect is a possible
bl ackholing DoS attack simlar to an RGW Hell o Message except
that it does not affect all IPv4 nulticast traffic but only that
of the groups indicated in the forged nmessages. It will also only
affect a port if there officially is only one RGW enabl ed router
connected to it (i.e., if the port is RGW enabl ed).

Bye Message:

A forged RGWP Bye nmessage can turn the port into being
RGWP- di sabl ed. This could, indirectly, cause a DoS attack based
on the port getting overloaded with IPv4 nmulticast traffic if the
net wor k bandwi dth of the port was provisioned with the expectation
that RGW will suppress unwanted |IPv4 nulticast messages.

This type of DoS attack sinply re-establishes a port behavior as
if RGW was not configured and invalidates the benefit of RGW.
This, however, does not introduce an issue that would not have
been there without RGW in the first place.

Joi n Message:

A forged RGW Join nessage could attract undesired nulticast
packets to the port where it is received from The effect is
simlar to an RGW Bye Message except that it does not affect all
I Pv4 multicast traffic only the groups indicated in the forged
nmessages. The nessage will affect a port only if there officially
is only one RGW enabled router connected to it (i.e., if the port
i s RGW enabl ed).
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Appendi x A. Intellectual Property Rights

The | ETF has been notified of intellectual property rights claimed in
regard to sone or all of the specification contained in this
docunment. For nore information consult the online list of clained
rights.

Appendi x B. Conparison with GARP/ GVRP

Thi s appendi x is not part of the RGW specification but is provided
for information only.

GARP/ GVRP (defined in | EEE 802.1D [7]) is the ANSI/ISQO | EC/ | EEE
protocol suite to constrain ethernet nulticast traffic in bridged

et hernet networks. As such it is also a possible alternative to RGW
for the purpose of constraining nmulticast traffic towards router
ports. This appendix will explain the notivation not to rely on
GARP/ GVRP and how GARP/ GVRP and RGWP differ.

The key factor in rolling out GARP/ GVRP woul d have been to conpletely
repl ace | GvWP Snooping. This was the design goal of GARP/ GWRP. For
efficient operations, |GW Snooping requires hardware filtering
support in the switch (to differentiate between hosts nenbership
reports and actual IPv4 nmulticast traffic). Especially in many ol der
switches this support does not exist. Vendors tried to find a way
around this issue to provide the benefit of constraining |IPv4d
multicast traffic in a switched LAN wi thout having to build nore
expensive switch hardware. GARP/GVRP is one protocol resulting from
this. CGAW from G sco is another one. Wile CGW solves the problem
wi t hout requiring changes to the host stack software, GARP/ GVRP
requires support for it by the host stack.

Up to date GARP/ GVRP has so far not made significant inroads into
depl oyed solutions. | GW Snooping (and CGW) are the normfor this
environnment. In result, GARP/ GVRP can not necessarily be expected to
be supported by layer 2 switches. |In addition, GARP/ GVRP does not
address clearly the issues RGW tries to solve. On one hand,

GARP/ GVRP provi des much nore functionality and as such conplexity as
i medi ately required. On the other hand, GARP/GVRP is |imted by
bei ng a standard predomi nantly for the Ethernet scope.
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Beyond the process and applicability reasons, the main differences
bet ween GARP/ GVRP and RGW are as foll ows:

0 GARP/GVRP switches/systens need to send and listen/react to
GARP/ GVRP nessages. |In RGW, routers only need to send RGW
nessages and switches only need to listen to them This protoco
approach is neant to sinplify inplenentation, operations and
t roubl eshooti ng.

o The same switch running RGW in a backbone network will likely see
nore states then running on the edge only doing | GW Snoopi ng,
making it preferable to keep the anpbunt of per group processing
and nmenory requirenents in RGVWP nore in bounds than possible in
| GW Snoopi ng and GARP/ GVRP: In GARP/GVRP, a (nultiple) tiner
based state-nmachi nes needs to be mmintai ned on a per ethernet
group address, in RGW tiner naintenance is conpletely optiona
and there are only two states per group (joined or not joined).

0 GARP/GVWRP is an ethernet level protocol fromthe IEEE. It
supports to constrain traffic for ethernet addresses (groups).
RGW does constrain traffic for IPv4 nmulticast groups. Today this
is even beyond the capabilities of typical switch platforns used
as layer2 switches. Extensions to support further entities are
likely easier to cone by through extensions to RGW than to
GARP/ GVRP.

0 RGQW shares the basic packet format with |GW (version 2) and is
as such easy to add to router and switch platforns that already
support |1 GWP and | GWP Snoopi ng respectively. This is especially
true for switches that in hardware can differentiate between | GW
protocol type packets and other IPv4 nmulticast traffic sent to the
same (or a MAC anbi guous) group. |In addition, due to the state
sinplicity of RGW it is easy to integrate | GW Snoopi nhg and RGW
operations in the IPv4 nulticast control and forwarding plane of a
swi tch.

0 GARP/ GVRP supports nore than one system (host/router) on a switch
port which is one reason for its conplexity. In RGW, this
configuration is explicitly not supported: More than one router
per switched port is not only not a common scenario in today’s
switches layer 2 networks, it is also an undesired configuration
when unwanted I Pv4 nulticast traffic is to be kept away from
routers.
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GARP/ GVRP defines how to constrain nulticast traffic between
swi tches, another reason for its conplexity. RGVW does not
explicitly support this as part of the protocol because of the
foll owi ng reasons:

o It is not necessary to include this function as part of the
RGVP protocol description because switch inplenmentations can
transparently decide to support this function (see 4.1 about
this "RGW Spoofing").

o Inportant deploynments through which | arge anounts of |Pv4
mul ti cast are noved today are typically single switch
M X - Milticast |Internet eXchange points.

0 Avoi ding congestion on inter-switch links in general is nore
conpl ex than sinply constraining IPv4 multicast traffic to
paths where it is needed. Wth or without IPv4 nulticast, the
aggregat e bandwi dth needed between switches can easily be the
aggregate required bandwidth to routers on either sides. For
this reason, inter-switch bandwi dth is nost often appropriately
over provisioned. In addition, the |ikelihood for receiving
routers to be only on the sources side of an inter-switch link
is in general deploynents rather low. The cases where traffic
constrai nment on inter-switch links is required and hel pful is
thus limted and can in nost cases be avoi ded or worked around.
Moving the network to a layer 3 routed network is often the
best sol ution, supporting RAW- Spoofing (see section 4.1) is
anot her one.

Appendi x C. Possible future extensions / conparison to Pl M Shooping

Thi s appendi x is not part of the RGW specification but is provided
for information only.

Thi s appendi x presents a di scussi on of possible extensions to RGW.
I ncl uded are points on why the extensions are not included and in
addition a notivation for RGW in conparison to (PIM snooping.

(0]

Support for nultiple swtches

As di scussed in "RGW Spoofing", chapter 4.1 and GARP/ GVRP
conparison in Appendi x B.

Support for SSM
While RGW works with PIMSSM it does not have explicit nessages

for the router to selectively join to (S, G channels individually.
Instead the router must RGW join to all (Si, G channels by
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joining to G Extending RGW to include (S,G Join/lLeaves is
feasible. However, currently the majority of switches do not

support actual traffic constraining on a per channel basis. In
addi tion, the likelihood for actual channel collision (two SSM
channel s using the same group) will only become an i ssue when SSM

is fully depl oyed.
0 Support for |Pv6

RGW coul d easily be extended to support |IPv6 by mappi ng the RGW
packet format into the MLD/ I Pv6 packet format. This was not done
for this specification because nost switches today do not even
support M.D snoopi ng.

0 Support for multiple routers per port

As di scussed in Appendix B. This is probably one extension that
shoul d be avoided. Miltiple RGW router per port are
i nappropriate for efficient nulticast traffic constrai nment.

0 Support for non-join based protocols / protocol elenents

For protocols like PIMdense-node, DVMRP or Bidir-PIMDF routers,
addi ti onal RGW nessages nay be added to allow routers to indicate
that certain group (ranges) traffic need to be flooded from
(dense-node) or to (Bidir-PIM them

0 Support for nulti-policy swtching

In Multicast Exchange Points (M Xes) environments situations exist
where different downstreamrouters for policy reasons need to
receive the sane traffic flow fromdifferent upstreamrouters.

This problem could be solved by actually providing an upstream

nei ghbor field in RGW Joi n/ Leave nessages. The RGW sw tch woul d
then forward traffic fromone upstreamrouter only to those
downstreamrouters who want to have the traffic fromexactly this
upstreamrouter. This extension would best go in hand with
changes to the layer 3 routing protocol run between the routers.

As previously mentioned, RGW was designed to be easy to inplenent
and to support sinple layer2 switches. |Inplenentations could also be
applied to switches beyond layer 2. |If all the above possible future
extensi ons were to be supported by an evolution of RGW, it would be
questi onabl e whet her such a protocol could be any | ess conpl ex than
actually snooping into the layer3 IPv4 routing protocol run between
routers in a switched LAN.
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From the perspective of protocol architecture it is certainly nore
appropriate to have a separate protocol |ike RGW or GARP/ GVRP for
this purpose. Then again, the nore conplex the requirenents are, the
nmore duplication of effort is involved and snooping seens to becone a
nore attractive option

Even though there exists one predoninant routing Protocol, PIM in

| Pv4 nmulticast, routing with PIMin itself is extrenely conplex for a
switch to snoop into. PIMhas two main versions, different

nodes - sparse, dense, bidir, ssm join / prune / graft nessages
(dependi ng on the node of the group), various PIMHello options,
different versions of asserts, two dynam c npde announcenent
protocols (BSR, AutoRP), and finally supports both IPv4 and | Pv6.

A switch snooping into PIMis very likely to inplenent just a subset
of this feature set, making it very hard for the user to determ ne
what | evel of actual traffic constrainnent is achieved unless a clear
specification exists for the inplenentation (or better the method per
se.). In addition, there is always the danger that such a snooping

i npl enentation may break newer features of the routing protocol that
it was not designed to handle (likely because they could not have
been predicted). For exanple, this can happen with sw tches using

| GWP (v2) snooping inplenentations that are being subjected to | GW
version 3 messages - they break | GWv3.

In sunmmary, with PIMstill evolving, the approach taken by RGW is
the safest one for the inmedi ate problens at hand, and extensions
like those |listed should be considered in time for actual demand.
(PIM snooping is a valid alternative once the total anmount of
features that need to be supported makes it an equally attractive
solution (wWith respect to conplexity) to a dedicated protocol and if
its functions are well defined to allow predicting its effects - but
al ways at the price of possible inconpatibilities with upconing PIM
protocol extensions unless support for layer 2 switches is explicitly
consi dered in noving PIMprotocols forward.
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