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DNS Encodi ng of Network Nanes and O her Types

1. STATUS OF TH S MEMO
This RFC proposes two extensions to the Domain Nane System

- A specific nmethod for entering and retrieving RRs which map
bet ween networ k nanes and nunbers.

- ldeas for a general nmethod for describing nappings between
arbitrary identifiers and nunbers.

The nethod for mappi ng between network nanmes and addresses is a
proposed standard, the ideas for a general method are experinental.

This RFC assunes that the reader is familiar with the DNS [ RFC 1034,
RFC 1035] and its use. The data shown is for pedagogi cal use and
does not necessarily reflect the real Internet.

Distribution of this nmeno is unlimted.
2. | NTRODUCTI ON

The DNS is extensible and can be used for a virtually unlinited
nunber of data types, nanme spaces, etc. New type definitions are
occasionally necessary as are revisions or deletions of old types
(e.g., MX replacenent of MD and M- [ RFC 974]), and changes descri bed
in [RFC 973]. This RFC describes changes due to the general need to
map between identifiers and values, and a specific need for network
name support.

Users wish to be able to use the DNS to map between network nanes and
nunbers. This need is the only capability found i n HOSTS. TXT whi ch
is not available fromthe DNS. 1In designing a method to do this,
there were two maj or areas of concern

- Several tradeoffs involving control of network names, the
syntax of network nanes, backward conpatibility, etc.

- Adesire to create a nmethod which would be sufficiently

general to set a good precedent for future mappings,
for exanple, between TCP-port nanmes and nunbers,
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aut ononous system nanes and nunbers, X 500 Rel ative
Di stingui shed Names (RDNs) and their servers, or whatever.

It was inmpossible to reconcile these two areas of concern for network
nanmes because of the desire to unify network nunber support within
existing I P address to host nane support. The existing support is
the | N- ADDR. ARPA section of the DNS name space. As a result this RFC
descri bes one structure for network nanmes which builds on the

exi sting support for host nanes, and another famly of structures for
future yell ow pages (YP) functions such as conversions between TCP-
port nunbers and mmenoni cs.

Both structures are described in followi ng sections. Each structure
has a di scussion of design issues and specific structure
reconmendat i ons.

We wish to avoid defining structures and nmethods which can work but
do not because of indifference or errors on the part of system

admi ni strators when naintai ning the database. The WKS RR is an
exanmple. Thus, while we favor distribution as a general nethod, we
al so recogni ze that centrally maintained tables (such as HOSTS. TXT)
are usually nore consistent though | ess naintainable and tinely.
Hence we reconmend both specific methods for nmappi ng network nanes,
addresses, and subnets, as well as an instance of the general nethod
for mappi ng between all ocated network nunmbers and network nanes.
(Al'location is centrally performed by the SRI Network | nfornmation
Center, aka the NIC).

3. NETWORK NAME | SSUES AND DI SCUSSI ON

The issues involved in the design were the definition of network name
syntax, the nmappings to be provided, and possible support for simlar
functions at the subnet |evel.

3.1. Network name syntax

The current syntax for network nanes, as defined by [RFC 952] is an
al phanuneric string of up to 24 characters, which begins with an

al pha, and may include "." and except as first and | ast
characters. This is the format which was al so used for host nanes
before the DNS. Upward conpatibility with existing names might be a
goal of any new schene.

However, the present syntax has been used to define a flat nane
space, and hence woul d prohibit the same distributed nanme allocation
nmet hod used for host names. There is sone sentinent for allow ng the
NIC to continue to allocate and regul ate network nanes, nuch as it

al l ocates nunbers, but the mgjority opinion favors |local control of
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network nanes. Although it would be possible to provide a flat space
or a nane space in which, for exanple, the last |abel of a domain
nane captured the ol d-style network nane, any such approach woul d add
conplexity to the nethod and create different rules for network names
and host nanes.

For these reasons, we assunme that the syntax of network names will be
the sanme as the expanded syntax for host nanes pernmitted in [HR].

The new syntax expands the set of nanes to allow |l eading digits, so
long as the resulting representations do not conflict with IP
addresses in decimal octet form For exanple, 3Com COM and 3M COM
are now | egal, although 26.0.0.73.COMis not. See [HR] for details.

The price is that network nanes will get as conplicated as host
nanmes. An administrator will be able to create network names in any
domai n under his control, and also create network nunber to nane
entries in | N-ADDR. ARPA domai ns under his control. Thus, the nane
for the ARPANET mi ght beconme NET. ARPA, ARPANET. ARPA or Arpa-
network. M L., depending on the preferences of the owner.

3.2. Mappi ngs

The desired mappi ngs, ranked by priority with nost inportant first,
are:

- Mapping a | P address or network nunmber to a network nane.
This mapping is for use in debugging tools and status displays
of various sorts. The conversion fromI|P address to network
nunber is well known for class A B, and C | P addresses, and
i nvol ves a sinple mask operation. The needs of other classes
are not yet defined and are ignored for the rest of this RFC

- Mapping a network nane to a network address.

This facility is of |ess obvious application, but a
symetri cal mappi ng seens desirable.

- Mappi ng an organi zation to its network names and nunbers.
This facility is useful because it nay not always be possible
to guess the local choice for network nanmes, but the
organi zation name is often well known.

- Simlar mappings for subnets, even when nested.

The primary application is to be able to identify all of the
subnets involved in a particular |IP address. A secondary
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requirement is to retrieve address mask information
3.3. Network address section of the nanme space

The network name syntax di scussed above can provi de donai n nanes
which will contain mappings fromnetwork nanmes to various quantities,
but we also need a section of the nane space, organized by network
and subnet nunber to hold the inverse mappi ngs.

The choi ces i ncl ude:

- The sane network nunber slots al ready assigned and del egat ed
in the I NADDR. ARPA section of the name space.

For exanple, 10.1N ADDR. ARPA for class A net 10,
2.128. 1 N ADDR. ARPA for class B net 128.2, etc.

- Host-zero addresses in the I N-ADDR ARPA tree. (A host field
of all zero in an I P address is prohibited because of
confusion related to broadcast addresses, et al.)

For exanple, 0.0.0.10.1 N ADDR ARPA for class A net 10,
0.0.2.128. I N-ADDR. arpa for class B net 128.2, etc. Like the
first schenme, it uses in-place nanme space del egations to

di stribute control

The main advantage of this schenme over the first is that it
al | ows conveni ent nanes for subnets as well as networks. A
secondary advantage is that it uses names which are not in use
al ready, and hence it is possible to test whether an

organi zation has entered this information in its domain

dat abase.

- Sonme new section of the nane space.

Wiile this option provides the nost opportunities, it creates
a need to del egate a whol e new nane space. Since the IP
address space is so closely related to the network nunber
space, nost believe that the overhead of creating such a new
space is overwhelmng and would |l ead to the WKS syndrone. (As
of February, 1989, approximtely 400 sections of the

I N- ADDR. ARPA tree are already del egated, usually at network
boundari es.)
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4. SPECI FI CS FOR NETWORK NAME MAPPI NGS
The proposed sol ution uses information stored at:

- Nanmes in the | N-ADDR. ARPA tree that correspond to host-zero IP
addresses. The sane nethod is used for subnets in a nested
fashion. For exanple, 0.0.0.10.1N ADDR ARPA. for net 10.

Two types of information are stored here: PTR RRs which point
to the network nane in their data sections, and A RRs, which
are present if the network (or subnet) is subnetted further

If a type ARRIis present, then it has the address mask as its
data. The general formis

<rever sed- host - zer o- nunber >. | N- ADDR. ARPA. PTR <net wor k- nane>
<rever sed- host - zer o- nunber >. | N- ADDR. ARPA. A <subnet - nask>

For exanpl e:

0.0.0.10. I N-ADDR. ARPA.  PTR ARPANET. ARPA.
or
0.0.2.128. | N ADDR. ARPA. PTR cru- net. cru. edu.
A 255, 255. 255. 0
In general, this information will be added to an existing

master file for sone | N-ADDR. ARPA domain for each network
involved. Simlar RRs can be used at host-zero subnet
entries.

- Nanmes which are network nanes.

The data stored here is PTR RRs pointing at the host-zero
entries. The general formis:

<net wor k- nanme> ptr <reversed- host-zer o- nunber >. | N- ADDR. ARPA

For exanpl e:

ARPANET. ARPA. PTR 0. 0. 0. 10. I N- ADDR. ARPA.

or

isi-net.isi.edu. PTR 0.0.9.128. 1 N- ADDR. ARPA.

In general, this information will be inserted in the master

file for the donain nanme of the organization; this is a
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different file fromthat which holds the information bel ow
I NADDR. ARPA. Simlar PTR RRs can be used at subnet nanes.
- Names correspondi ng to organi zati ons.
The data here is one or nore PTR RRs pointing at the
I N- ADDR. ARPA nanes corresponding to host-zero entries for

net wor ks.

For exanpl e:

| SI. EDU. PTR 0.0.9.128. 1 N- ADDR. ARPA.

MCC. COM PTR 0. 167.5. 192. | N- ADDR. ARPA.
PTR 0. 168. 5. 192. | N- ADDR. ARPA.
PTR 0. 169. 5. 192. | N- ADDR. ARPA.
PTR 0. 0.62.128. | N- ADDR. ARPA.

4.1. A sinple exanple

The ARPANET is a O ass A network wi thout subnets. The RRs which
woul d be added, assuming the ARPANET. ARPA was sel ected as a network
nanme, woul d be:

ARPA. PTR 0. 0. 0. 10. I N- ADDR. ARPA.
ARPANET. ARPA. PTR 0. 0. 0. 10. I N- ADDR. ARPA.
0. 0. 0. 10. I N-ADDR. ARPA.  PTR ARPANET. ARPA.

The first RR states that the organi zati on named ARPA owns net 10 (It
m ght al so own nore network nunbers, and these woul d be represented
with an additional RR per net.) The second states that the network
name ARPANET. ARPA. maps to net 10. The last states that net 10 is
named ARPANET. ARPA.

Note that all of the usual host and correspondi ng | N- ADDR ARPA
entries would still be required.

4.2. A conplicated, subnetted exanple
The I'SI network is 128.9, a class B nunber. Suppose the ISl network
was organized into two | evels of subnet, with the first |evel using
an additional 8 bits of address, and the second | evel using 4 bits,
for address masks of x’ FFFFFFOO' and X FFFFFFFO’ .

Then the following RRs would be entered in ISI's master file for the
| SI . EDU zone:
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; Define network entry
i si-net.isi.edu. PTR 0.0.9.128.1 N ADDR ARPA

- Define first | evel subnets
di v1-subnet.i si. edu. PTR 0.1.9.128.1 N-ADDR. ARPA.
di v2-subnet.i si . edu. PTR 0.2.9.128.1 N- ADDR. ARPA.

: Define second | evel subnets
i nc-subsubnet.i si. edu. PTR 16.2.9.128.1 N- ADDR ARPA.

in the 9.128.1 N-ADDR ARPA zone:

; Define network nunber and address mask
0.0.9.128. 1 N- ADDR. ARPA. PTR isi-net.isi.edu
A 255. 255. 255. 0 ; aka X FFFFFFOO’

: Define one of the first |evel subnet nunbers and nmasks
0.1.9.128.1 N- ADDR. ARPA. PTR di v1-subnet.isi.edu
A 255. 255. 255. 240 ; aka X FFFFFFFO’

. Define another first |evel subnet nunber and nask
0.2.9.128. 1 N- ADDR. ARPA. PTR di v2-subnet.isi.edu
A 255. 255. 255. 240 ; aka X FFFFFFFO’

: Define second | evel subnet nunber
16.2.9.128. | N- ADDR. ARPA. PTR i nc-subsubnet.isi.edu

This assunes that the ISl network is nanmed isi-net.isi.edu., first
| evel subnets are naned divl-subnet.isi.edu. and div2-
subnet.isi.edu., and a second |level subnet is called inc-
subsubnet.isi.edu. (lIn a real systemas conplicated as this there
woul d be nore first and second | evel subnets defined, but we have
shown enough to illustrate the ideas.)

4.3. Procedure for using an | P address to get network nane
Dependi ng on whether the IP address is class A, B, or C, nask off the
hi gh one, two, or three bytes, respectively. Reverse the octets,
suffix I N-ADDR ARPA, and do a PTR query.
For exampl e, suppose the IP address is 10.0.0.51.

1. Since this is a class A address, use a mask x' FFOO0000' and
get 10.0.0.0.

2. Construct the nane 0.0.0.10. | N- ADDR. ARPA.

3. Do a PTR query. GCet back
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0. 0.0.10. I N-ADDR. ARPA.  PTR ARPANET. ARPA.

Concl ude that the network nane i s "ARPANET. ARPA. "

Suppose that the I P address is 128.9.2.17.

1.

4.

Since this is a class B address, use a mask of x' FFFFO000’
and get 128.9.0.0.

Construct the name 0.0.9.128. | N- ADDR. ARPA.
Do a PTR query. Get back
0.0.9.128. 1 N- ADDR. ARPA. PTR isi-net.isi.edu

Concl ude that the network nane is "isi-net.isi.edu."

4. 4. Procedure for finding all subnets involved with an I P address

1989

This is a sinple extension of the | P address to network nanme nethod.
When the network entry is |located, do a | ookup for a possible A RR

If the ARRIis found, [ ook up the next |evel of subnet using the
original IP address and the mask in the A RR Repeat this procedure

unti |

no A RRis found.

For exampl e, repeating the use of 128.9.2.17.

1. As before construct a query for 0.0.9.128.1 N ADDR ARPA.
Retri eve:
0.0.9.128. 1 N- ADDR. ARPA.  PTR i si-net.isi.edu.
A 255. 255. 255. 0
2. Since an A RR was found, repeat using mask from RR
(255. 255. 255.0), constructing a query for
0.2.9.128. 1 N-ADDR. ARPA. Retrieve:
0.2.9.128. 1 N- ADDR. ARPA.  PTR di v2- subnet . i si.edu
A 255. 255. 255. 240
3. Since another A RR was found, repeat using mask
255. 255. 255. 240 (x’ FFFFFFFO’ ). constructing a query for
16.2.9.128. I N- ADDR ARPA. Retrieve:
16.2.9.128. | N- ADDR ARPA. PTR i nc- subsubnet . i si. edu.
4. Since no A RRis present at 16.2.9.128.1 N-ADDR. ARPA., there
are no nore subnet |evels.
Mockapetri s
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5. YP | SSUES AND DI SCUSSI ON

The term "Yel | ow Pages" is used in al nbst as nany ways as the term
"domain", so it is useful to define what is nmeant herein by YP. The
general problemto be solved is to create a nethod for creating
mappi ngs fromone kind of identifier to another, often with an
inverse capability. The traditional nethods are to search or use a
preconput ed i ndex of sone kind.

Searching is inpractical when the search is too |arge, and
preconput ed i ndexes are possible only when it is possible to specify
search criteria in advance, and pay for the resources necessary to
build the index. For exanple, it is inpractical to search the entire
domain tree to find a particular address RR, so we build the IN

ADDR. ARPA YP. Simlarly, we could never build an Internet-w de index
of "hosts with a load average of less than 2" in less tine than it
woul d take for the data to change, so indexes are a usel ess approach
for that problem

Such a preconputed index is what we nmean by YP, and we regard the

I N- ADDR. ARPA domain as the first instance of a YP in the DNS

Al though a single, centrally-managed YP for well-known val ues such as
TCP-port is desirable, we regard organi zation-specific YPs for, say,
locally defined TCP ports as a natural extension, as are conbinations
of YPs using search lists to nmerge the two.

In examning Internet Nunbers [ RFC 997] and Assi gned Nunbers [RFC
1010], it is clear that there are several mappings which m ght be of
val ue. For exanpl e:

<assi gned- net wor k- name> <==> <| P- addr ess>
<aut ononous-systemi d> <==> <nunber>

<pr ot ocol -i d> <==> <nunber >
<port-id> <==> <nunber >
<et hernet -t ype> <==> <nunber >
<publ i c- dat a- net > <==> <| P- addr ess>

Fol | owi ng the | N-ADDR exanple, the YP takes the formof a domain tree
organi zed to optimize retrieval by search key and distribution via
normal DNS rul es. The nane used as a key nust i ncl ude:

1. Awell known origin. For exanple, | N ADDR ARPA is the
current |P-address to host nane YP.

2. A'"from' data type. This identifies the input type of the
mappi ng. This is necessary because we may be nmappi ng
somet hi ng as anonynous as a nunber to any nunber of
menoni cs, etc.
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6.

3. A"to" data type. Since we assune several synmetrica
menoni ¢ <==> nunber nappings, this is al so necessary.

This ordering reflects the natural scoping of control, and hence the
order of the conponents in a domain nanme. Thus domai n nanes woul d be
of the form

<from val ue>. <t o- dat a-t ype>. <from dat a- t ype>. <YP-ori gi n>
To make this work, we need to define well-know strings for each of

t hese netavariables, as well as encoding rules for converting a
<fromvalue> into a domain nane. W m ght define:

<YP-ori gi n> . =YP

<fromdata-type>: =TCP-port | |IN-ADDR | Number
Assi gned- net wor k- nunber | Nane

<to-data-type> :=<fromdata-type>

Note that "YP" is NOT a valid country code under [ISO 3166] (although
we may want to worry about the future), and the existence of a
syntactically valid <to-data-type>. <fromdata-type> pair does not

i nply that a meani ngful mapping exists, or is even possible.

The encodi ng rul es m ght be:

TCP- port Si x character al phanuneric
| N- ADDR Reversed 4-octet decimal string
Nunber deci mal i nteger

Assi gned- net wor k- nunber
Reversed 4-octet decimal string

Nane Domai n name

SPECI FI CS FOR YP NMAPPI NGS

6. 1. TCP-PORT

$ori gin Nunber. TCP-port. YP

23 PTR TELNET. TCP- port . Nunber . YP
25 PTR SMIP. TCP- port. Nurber . YP

$ori gin TCP-port. Nunber. YP.

TELNET PTR 23. Nunber . TCP- port. YP
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SMIP PTR 25. Nunber . TCP- port. YP

Thus t he nmappi ng between 23 and TELNET is represented by a pair of
PTR RRs, one for each direction of the mapping.

6. 2. Assigned networks

Net wor k nunbers are assigned by the NIC and reported in "Internet
Nunbers" RFCs. To create a YP, the NIC woul d set up two donains:

Nare. Assi gned- net wor k- nunber . YP and Assi gned- net wor k- nunber. YP
The first would contain entries of the form
$ori gi n Nane. Assi gned- net wor k- nunber . YP

0.0.0.4 PTR SATNET. Assi gned- net wor k- nunber . Nane. YP
0.0.0.10 PTR ARPANET. Assi gned- net wor k- nunber . Name. YP.

The second woul d contain entries of the form
$ori gi n Assi gned- net wor k- nunber . Nane. YP.

SATNET. PTR 0. 0. 0. 4. Nane. Assi gned- net wor k- nunber . YP
ARPANET. PTR 0. 0. 0. 10. Nane. Assi gned- net wor k- nunber . YP

These YPs are not in conflict with the network nanme support descri bed
inthe first half of this RFC since they map between ASSI GNED net wor k
nanmes and nunbers, not those allocated by the organizations

thensel ves. That is, they docunent the NI C s decisions about

al l ocati ng network nunbers but do not automatically track any
renani ng performed by the new owners.

As a practical matter, we night want to create both of these domains
to enable users on the Internet to experinent with centrally

mai nt ai ned support as well as the distributed version, or mght want
to inplenment only the allocated nunber to name nappi ng and request
organi zations to convert their allocated network nanes to the network
nanmes described in the distributed nodel.

6. 3. Operational inprovenents
We could imagine that all conversion routines using these YPs m ght
be instructed to use "YP.<local -domain>" followed by "YP." as a
search list. Thus, if the organization |ISlI.EDU wi shed to define
| ocal Iy neaningful TCP-PORT, it would define the dommins:

<TCP- port. Nunber. YP. 1Sl . EDU> and <Number. TCP-port. YP.|SI. EDU>.

Mockapetri s [ Page 11]



RFC 1101 DNS Encodi ng of Network Nanes and O her Types April 1989

We coul d add another |evel of indirection in the YP | ookup, defining
the <to-data-type>. <fromdata-type>. <YP-origin> nodes to point to the
YP tree, rather than being the YP tree directly. This would enable
entries of the form

I N- ADDR. Net nane. YP. PTR I N- ADDR. ARPA.

to splice in YPs fromother origins or existing spaces.

Anot her possibility would be to shorten the RDATA section of the RRs
whi ch map back and forth by deleting the origin. This could be done
either by allowing the domain nanme in the RDATA portion to not
identify a real domain nane, or by defining a new RR which used a
sinple text string rather than a donai n nane.

Thus, we m ght repl ace

$ori gi n Assi gned- net wor k- nunber . Nane. YP.

SATNET. PTR 0. 0. 0. 4. Nane. Assi gned- net wor k- nunber . YP
ARPANET. PTR 0. 0. 0. 10. Nane. Assi gned- net wor k- nunber . YP
with

$ori gi n Assi gned- net wor k- nunber . Nane. YP.

SATNET. PTR 0.0.0. 4.
ARPANET. PTR 0. 0. 0. 10.
or

$ori gi n Assi gned- net wor k- nunber . Nane. YP.

SATNET. PTT "0.0.0.4"
ARPANET. PTT "0.0.0.10"

where PTT is a new type whose RDATA section is a text string.
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