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Abstract

The IETF is currently devel oping an integrated service nodel which is
desi gned to support real-tinme services on the Internet.

Concurrently, the ATM Forum is devel opi ng Asynchronous Transfer Mode
networking which simlarly provides real-tinme networking support. The
use of ATMin the Internet as a link |ayer protocol is already
occurring, and both the | ETF and the ATM Forum are produci ng
specifications for | P over ATM The purpose of this paper is to
provide a clear statenent of what issues need to be addressed in
interfacing the IP integrated services environment with an ATM
service environment so as to create a seanless interface between the
two in support of end users desiring real-tinme networking services.
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1.0 Introduction

The traditional network service on the Internet is best-effort
datagramtransnission. In this service, packets froma source are
sent to a destination, with no guarantee of delivery. For those
applications that require a guarantee of delivery, the TCP protocol
will trade packet delay for correct reception by retransmitting those
packets that fail to reach the destination. For traditional

comput er - comuni cati on applications such as FTP and Tel net in which
correct delivery is nore inportant than tinmeliness, this service is
satisfactory. However, a new class of application which uses nultiple
nmedi a (voice, video, and conputer data) has begun to appear on the
Internet. Exanples of this class of application are video

t el econf erenci ng, video-on-demand, and distributed sinmulation. Wile
these applications can operate to sone extent using best-effort
delivery, trading packet delay for correct reception is not an
acceptabl e trade-off. Operating in the traditional node for these
applications results in reduced quality of the received information
and, potentially, inefficient use of bandwi dth. To renmedy this
problemthe I ETF is developing a real-tine service environment in
which nultiple classes of service are offered [6]. This environment
will greatly extend the existing best-effort service nodel to neet
the needs of nultinedia applications with real-tinme constraints.

At the sanme tinme that this effort is underway in the |ETF,
Asynchronous Transfer Mdde (ATM is being devel oped, initially as a
repl acenent for the current tel ephone network protocols, but nore
recently as a link-layer protocol for conputer communications. As it
was devel oped fromthe beginning with tel ephone voice applications in
mnd, a real-time service environnment is an integral part of the
protocol. Wth the approval of UNI 3.1 by the ATM Forum the ATM

st andards now have several categories of service. Gven the wde
acceptance of ATM by the long-line carriers, the use of ATMin the
Internet is, if not guaranteed, highly likely. The question now
becones, how can we successfully interface between the real-tine
services offered by ATM and the new, i ntegrated service environnment
soon to be available in the I P protocol suite. The current |IP over
ATM st andards assune no real-time | P protocols. It is the purpose of
this RFC to clearly delineate what the issues are in integrating
real-time services in an | P-over-ATM network [ 10, 15, 19, 20, 21].
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In the | P-over-ATM environment, as in many others, multicast routing
adds an additional set of challenges. Wile the major focus of this
paper is quality of service (QS) issues, it is unwise at best to

i gnore nulticast when considering these issues, especially since so
many of the applications that notivate the provision of real tine QS
also require efficient multicast support. W will therefore try to
keep considerations of nulticast in the foreground in the follow ng
di scussi on.

One of the prinmary notivations for this docunent is a belief by the
authors that ATM should, if possible, be used as nore than a | eased
line replacenent. That is to say, while it is possible for the
Internet to be overlaid on constant bit rate (CBR), pernmanent virtual
circuits (PVCs), thus reducing IP over ATMto a previously sol ved
problem we believe that this is unlikely to be the nost efficient
way to use ATM services as they are offered by carriers or as they
appear in LANs. For example, a carrier offering a CBR service nust
assune that the peak bit rate can be used continuously with no
degradation in quality and so resources nmust be allocated to the
connection to provide that service, even if the peak rate is in fact
rarely used. This is likely to nake a CBR service nore expensive that
a variable bit rate service of the same peak capacity. Another way
to viewthis is that the new | P service nodel will allow us to
associate informati on about the bandw dth requirements of
applications with individual flows; surely it is not wise to discard
this informati on when we request a service froman ATM subnet.

Wiile we believe that there is a range of capabilities in ATM
networks that can be effectively used by a real-tine Internet, we do
not believe that just because ATM has a capability, the Internet nust
use it. Thus, our goal in this RFCis to begin to explore how an
Internet with real tinme service capability m ght make nost effective
use of ATM networks. Since there are a nunber of problems to be
resolved to achieve this effective use, our major goal at this point
is to describe the scope of the problens that need to be addressed.

2.0 Probl em Space Overview

In this section we aimto describe in high |evel terns the scope of
the problemthat will be explored in nore detail in |ater sections.

2.1 Initial Assunptions

We begin by assuming that an Integrated Services Internet, i.e., an
Internet with a range of qualities of service to support both real -
time and non-real -tinme applications, will eventually happen. A nunber

of working groups are trying to make this happen, notably
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* the Integrated Services group (int-serv), which is working to define
a new | P service nodel, including a set of services suited to a
range of real-tinme applications;

* the Resource reservation Setup Protocol group (rsvp), which is
defining a resource reservation protocol [7] by which the
appropriate service for an application can be requested fromthe
net wor k;

* the Internet Streans Protocol V2 group (ST-11), which is updating
[27], a streamoriented internet protocol that provides a range of
service qualities.

In addition, the IETF I P over ATM working group and the ATM Forum
Mul ti protocol over ATM group are working to define a nodel for
protocols to make use of the ATM | ayer

Si nce these groups have not yet generated standards, we will need to
do sone amount of extrapolation to predict the problens that may
arise for P over ATM W al so assune that the standards being

devel oped in the ATM Forumwi Il largely determ ne the service nodel
for ATM Again, sonme extrapol ati on may be needed. G ven these
assunptions, this paper ains to explore ways in which a future
Integrated Services Internet might nmake effective use of ATMas it
seens likely to be depl oyed.

2.2 Topol ogi es Under Consi deration

Figure 1 shows a generic internetwork that includes ATM and non- ATM
subnetworks. This paper ains to outline the problens that nust be
addressed to enable suitable quality of service to be provided end-
to-end across such a network. The problem space, therefore, includes

* comuni cati on across an ' ATMonly’ network between two hosts
directly connected to the ATM networKk;

* conmuni cati on between ATM connected hosts which involves traversing
sone non- ATM subnet s;

* conmuni cati on between a host on a non- ATM subnet and a host directly
connected to ATM

* communi cati on between two hosts, neither of which has a direct ATM

connection, but which my make use of one or nore ATM networks for
sone part of the path.
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Figure 1

In the [ast case, the entities connected to the ATM network are IP
routers, and it is their job to nmanage the QoS provided by the ATM
network(s) in such a way that the desired end-to-end QoS is provided
to the hosts. Wiile we wish to describe the problem space in a way
that covers all of these scenarios, the last is perhaps the npst
general, so we will use it for nost illustrative purposes. In
particular, we are explicitly not interested in ways of providing QS
that are applicable only to a subset of these situations. W claim
that addressing these four situations is sufficiently general to
cover other situations such as those in which several ATM and non- ATM
networks are traversed.

It is worth nentioning that the ATM networks in this case m ght be
| ocal or wide area, private or public. In sone cases, this

di stinction nmay be significant, e.g., because there nay be economc
inplications to a particular approach to providi ng QS.

2.3 Providing QS in IP over ATM - a wal k-t hrough

To notivate the followi ng discussion, this section wal ks through an
exanmpl e of what m ght happen when an application with a certain set
of QoS needs starts up. For this exanple, we will use the fourth case
menti oned above, i.e., two hosts connected to non- ATM net wor ks,

maki ng use of an ATM backbone.
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A generic discussion of this situation is made difficult by the fact
that the reservation of resources in the Internet nmay be sender or
receiver initiated, depending on the specifics of the setup protocol
W will attenpt to gloss over this distinction for now, although we
Will return to it in Section 4. W will assume a unicast application
and that the traffic characteristics and the QoS requirenents (such
as del ay, loss, throughput) of the application are known to at | east
one host. That host |aunches a request for the desired QoS and a
description of the expected traffic into the network; at some point
this request hits a router at the edge of the ATM network. The router
nmust exam ne the request and decide if it can use an existing
connection over the ATM network to honor the request or whether it
nmust establish a new connection. In the latter case, it nust use the
QS and traffic characterizations to deci de what sort of ATM
connection to open and to describe the desired service to the ATM
network. It nust al so decide where to open the connection to. Once
the connection is opened, the request is forwarded across the ATM
network to the exit router and then proceeds across the non- ATM part
of the network by the normal neans.

We can see fromthe above description that there are several sets of
i ssues to be discussed:

* How does the IP service nodel, with certain service classes and
associ ated styles of traffic and QoS characterization, map onto
the ATM servi ce npdel ?

* How does the I P reservation nodel (whatever it turns out to be) map
onto ATM signal ling?

* How does | P over ATM routing work when service quality is added to
the picture?

These issues will be discussed in the follow ng sections.
3.0 Service Mdel |ssues

There are several significant differences between the ways in which
P and ATMw Il provide QS. Wen IP commits to provide a certain
QS to an application according to the Internet service nodel, it
must be able to request an appropriate QS fromthe ATM network using
the ATM servi ce nodel. Since these service nodels are by no neans the
same, a potentially conplex mappi ng nmust be perforned for the IP
layer to neet its comrtnents. The details of the differences
between ATM and | P and the problenms presented by these differences
are described bel ow.
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W may think of a real-tinme service nodel as containing the follow ng
conponent s:

* a way to characterize traffic (sonmetines called the Tspec);
* a way to characterize the desired quality of service (the Rspec).

We | abel these conponents as traffic characterizati on and QS
characterization. Each of these conponents is discussed in turn in
the foll owi ng sections.

As well as these aspects of the service nodel, both ATMand IP wll
have a nunber of mechanisns by which the nodel is inplenented. The
nmechani sns i ncl ude adni ssion control, policing, and packet

scheduling. A particularly inportant nmechanismis the one by which
end- nodes conmmuni cate their QS needs and traffic characteristics to
the network, and the network conmmuni cates adni ssion control decisions
to the end-nodes. This is referred to as resource reservation or
signalling, and is the subject of Section 4. In fact, it seens to be
the only nechani smwhere significant issues of IP/ATMintegration

ari se. The details of adm ssion control, policing and packet
scheduling are largely internal to a single network el ement and we do
not foresee significant problens caused by the integration of |IP and
ATM For exanple, while there may be plenty of challenges in

desi gni ng effective approaches to admission control for both IP and
ATM it is not apparent that there are any special challenges for the
| P over ATM environnent. As the wal k-through of Section 2.3
described, a reservation request froma host would at sone point
encounter the edge of the ATMcloud. At this point, either a new
connection needs to be set up across the ATM cloud, or the router can
decide to carry the requested traffic over an existing virtua
circuit. If the ATM cl oud cannot create a new connection as
requested, this would presunably result in an adm ssion contro
failure which would cause the router to deny the reservation request.

3.1 Traffic Characterization

The traffic characterization provided by an application or user is
used by the network to make deci sions about how to provide the
desired quality of service to this application and to assess the
effect the new flow will have on the service provided to existing
flows. Cearly this information feeds into the adm ssion control
deci si on process.

In the Internet community, it is assumed that traffic will in genera
be bursty and that bursty traffic can be characterized by a ‘token
bucket’. VWhile ATM does not expect all traffic to be bursty (the

Continuous Bit Rate class being defined specifically for non-bursty
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traffic), it uses an essentially equivalent fornmulation for the
characterization of traffic that is bursty, referred to as the
Generic Cell Rate Al gorithm (GCRA). However, ATMin sone classes al so
requires specification of peak cell rate, whereas peak rates are not
currently included in the IP traffic characterizations. It may be
possible to use incomng interface speeds to determ ne an approxi mate
peak rate.

One of the functions that nust be performed in order to carry IP
traffic over an ATM network is therefore a mapping fromthe
characterization of the traffic as supplied to IP to a
characterization that is acceptable for ATM Wile the simlarity of
the two characterizations suggests that this is straightforward,
there is considerable flexibility in the mapping of paraneters from
IPto ATM As an extrene exanple, a router at the edge of an ATM
cloud that expects to receive bursts of |IP packets on a non-ATM
interface, with the bursts described by sone token bucket paraneters,
could actually inject ATMcells at a constant rate into the ATM
network. This may be achieved without significant buffering if the
ATM link speed is faster than the point-to-point |ink speed;
alternatively, it could be achieved by buffering out the burstiness
of the arriving traffic. It seens nore reasonable to map an IP flow
(or a group of flows) with variable bandw dth requirenents onto an
ATM connecti on that acconmpbdates variable bit rate traffic.

Det ermi ni ng how best to map the IP traffic to ATM connections in this
way is an area that warrants investigation.

A potential conplication to this process is the fact that the token
bucket paraneters are specified at the edge of the IP network, but
that the specification of the GCRA paraneters at the entry to an ATM
network will frequently happen at a router in the mddle of an I P
network. Thus the actual burstiness that is encountered at the router
may differ fromthat described by the IP token bucket paraneters, as
the burstiness changes as the traffic traverses a network. The
seriousness of this problemneeds to be understood to pernit
efficient resource utilization.

3.2 QS Characterization

In addition to specifying the traffic that they will subnit to the
network, applications nmust specify the QS they require fromthe
network. Since the goal is to carry IP efficiently over ATM networks,
it is necessary to establish nechani sms by which QS specifications
for IPtraffic can be translated into QS specifications that are
meani ngful for an ATM net wor k.
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The proposed nethod of QoS specification for the Internet is to
specify a ‘service class’ and sone set of paraneters, dependi ng on
the service class. The currently proposed service classes are

* guaranteed, which provides a mathematically guaranteed del ay
bound [ 23];

* predictive delay, which provides a probabilistic delay bound
[ 24]; and

* controlled delay, which nerely tries to provide several |evels of
del ay which applications may choose between [25].

These are in addition to the existing ‘best-effort’ class. Mre IP
service classes are expected in the future. ATM has five service
cl asses:

* CBR (constant bit rate), which enulates a |eased |ine, providing
very tightly constrai ned delay and desi gned for applications which
can use a fixed bandwi dth pi pe;

* VBR (variable bit rate)-real-time which attenpts to constrain del ay
for applications whose bandwi dth requirenents vary;

* VBR-non-real -tine, intended for variable bandw dth applications
wi t hout tight delay constraints;

* UBR (unspecified bit rate) which nost closely approxi nates the best
effort service of traditional IP

*  ABR (available bit rate) which uses a conpl ex feedback nechani sm
to control | oss.

Each cl ass requires sone associ ated paraneters to be specified, e.qg.,
CBR requires a peak rate. Observe that these classes are by no neans
in direct correspondence with the IP classes. In sonme cases, ATM

cl asses require paraneters which are not provided at the IP | evel
such as loss rate, to be specified. It nay be necessary to assumne
reasonabl e default values in these cases.

The maj or problemhere is this: given traffic in a particular IP
service class with certain QS paraneters, how should it be sent
across an ATM network in such a way that it both neets its service
comm tments and nakes efficient use of the ATM network’s resources?
For example, it would be possible to transport any class of IP
traffic over an ATM network using the constant bit rate (CBR) ATM
class, thus using the ATM network |ike a point-to-point link. This
would allow IP to neet its service commtnents, but would be an
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inefficient use of network resources in any case where the IP traffic
was at all bursty (which is likely to be nost cases). A nore
reasonabl e approach mght be to map all IP traffic into a variable
bit rate (VBR) class; certainly this class has the flexibility to
accommodate bursty IP traffic nore efficiently than CBR

At present, the IETF is not working on any service classes in which
|l oss rate is considered as part of the QoS specification. As |long as
that is the case, the fact that ATMallows target | oss rates to be
specified is essentially not an issue. However, we nmay certainly
expect that as the I P service nodel is further refined, service

cl asses that include specifications of |oss may be defined. At this

point, it will be necessary to be able to nap between | oss rates at
the IP level and loss rates at the ATMIevel. It has already been
shown that relatively small loss rates in an ATM network can

translate to high loss rates in IP due to the fact that each | ost

cell can cause the loss of an entire I P packet. Schenes to nitigate
this problem which include the proposed approach to inplenenting the
ABR cl ass, as well as other solutions [22], have been proposed. This
is clearly likely to be an inportant issue in the future.

4.0 Resource Reservation Styles

ATM uses a signalling protocol (Q 2931) both to establish virtua
connections and to allocate resources to those connections. It has
many of the characteristics of a 'conventional’ signalling protocol
such as being sender-driven and relying on hard-state in switches to
mai nt ai n connections. Some of the key characteristics are listed in
the table below. In the current standards, the QoS associated with a
connection at setup tine cannot be changed subsequently (i.e., it is
static); in a unicast connection, resources are allocated in both
directions along the path, while in the nulticast case, they are

all ocated only fromthe sender to the receivers. In this case, al
senders receive the sane QoS.

Two protocol s have been proposed for resource reservation in |IP. The
first (chronologically) is ST-11, the other is RSVP. Each of these,
and its relationship to ATM is discussed in the follow ng sections.

4.1 RSVP

| P has traditionally provided connectionl ess service. To support

real -time services in a connectionless world, RSVP has been proposed
to enabl e network resources to be reserved for a connectionl ess data
stream ATM on the other hand, provides a connection-oriented
service, where resource reservations are nade at connection setup
time, using a user-network interface (UNI) and a networ k- network
interface (NNI') signalling protocol
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| ATM (UNI 3. 0) |

Soft state

(refresh/time-out) |

| Hard state |
(explicit delete) |

Separate from

route establishnment |

| Concurrent with |
rout e establishment |

Static QS
| (Fixed at setup tine) |

Directionality| Unidirectional

I

I .

| | resource all ocation
I

| Bidirectional allocation|
| for unicast |
| Uni directional allocation|
| for multicast |

Recei ver
het er ogenei ty

| Het er ogenei ty |

| Uniform QS to |
| all receivers

The principles used in the design of RSVP differ fromthose of ATMin

the foll owi ng respects:

* Resource reservations in IP hosts and routers are represented by

soft state, i.e.

reservations are not per manent,

but time out

after sone period. Reservations nmust be refreshed to prevent

ti me-out,

and reliably del eted.

and may al so be explicitly del eted.
reserved for the duration of a connection

In ATM resources are
whi ch nust be explicitly

* The soft state approach of RSVP allows the QS reserved for a flow
to be changed at any tinme, whereas ATM connections have a static

QS that is fixed at setup tine.
* RSVP is a sinplex protocol, i.e.
direction only.
are bi-directional
poi nt-to-nultipoint calls.

et al

| nf or mat i onal

resources are reserved in one

In ATM connections (and associ ated reservations)
in point-to-point calls and uni-directional

in
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* Resource reservation is receiver-initiated in RSVP. In ATM
resources are reserved by the end systemsetting up the connection.
In point-to-nultipoint calls, connection setup (and hence resource
reservation) must be done by the sender

* RSVP has explicit support for sessions containing nultiple senders,
nanely the ability to select a subset of senders, and to
dynamically switch between senders. No such support is provided
by ATM

* RSVP has been designed i ndependently of other architectural
components, in particular routing. Mreover, route setup and
resource reservation are done at different tinmes. 1In ATM resource
reservation and route setup are done at the sanme tine (connection
setup tinme).

The differences between RSVP and ATM state establishnment, as

descri bed above, raise nunerous problens. For exanple, since point-

t o- poi nt connections are bidirectional in ATM and since reservations
can be made in both directions, receiver-initiated resource
reservations in RSVP can be simnulated in ATM by having the receiver
set up the connection and reserve resources in the backward direction
only. However, this is potentially wasteful of connection resources
since connections are only ever used to transfer data in one

di rection even though communi cati on between the two parties nmay be
bidirectional. One option is to use a ‘'point-to-nmultipoint’ ATM
connection with only one receiver. O course, the fact that the RSVP
reservation request is nade by the receiver(s) nmeans that this
request nust be sonmehow comuni cated to the sender on the ATM
network. This is somewhat anal ogous to the receiver-oriented join
operation of IP nulticast and the problens of inplenenting it over
ATM as discussed in Section 6. In general, the efficiency of any
proposed connecti on managenent schenme needs to be investigated in
bot h uni cast and nulticast contexts for a range of application

requi rements, especially at a |l arge scale.

The use by RSVP of ‘soft state’ as opposed to explicit connections
means that routers at the ATM network’s edges need to manage the
openi ng and cl osi ng of ATM connections when RSVP reservations are
made and rel eased (or tinme out). The optinal schene for connection
setup and tear-down will depend on the cost of setting up a
connection versus the cost of keeping the connection open for
possi bl e future use by another stream and is |likely to be service
cl ass- dependent. For exanple, connections nay be |left open for reuse
by best-effort traffic (subject to sufficient connections being
avail abl e), since no resources are explicitly reserved. On the other
hand, connections supporting the real-tine service classes are |ikely
to be expensive to | eave open since resources nmay be allocated even
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when the connection is idle. Again, the cost incurred will depend on
the class. For exanple, the cost of an open, idle ‘guaranteed QS
connection is likely to be significantly nore expensive than a
connection providing predictive or controlled delay service. Note

t hat connections can be reused for traffic of the same class with
conmpati bl e QS requirenents, and that it may sonetinmes be possible to
use a ‘higher quality’ class to substitute for a | ower quality one.

Anot her characteristic of RSVP which presents problens for ATMis the
use of PATH nessages to convey information to receivers before any
reservation is made. This works in | P because routing is perforned

i ndependently of reservation. Delivery of PATH nmessages across an ATM
network is therefore likely to require a mechanismfor setting up
connections w thout reservations being nade. The connection al so
needs to be of sufficient quality to deliver PATH nessages fairly
reliably; in some circunstances, a low quality best effort service
may be inadequate for this task. A related issue is the problem of
advertising services prior to reservations. The OPWA nodel (one pass
with advertising) requires network elenents to advertise the QoS that
they are able to provide so that receivers can deci de what |evel of
reservation to request. Since these advertisenents nay be made prior
to any resources having been reserved in the ATM network, it is not

cl ear how to nmake neani ngful advertisenments of the QS that m ght be
provi ded across the ATM cl oud.

Finally, the multiparty nodel of comunication is substantially
different in RSVP and ATM Enul ating RSVP receiver-initiation using
ATM point-to-nmultipoint connections is likely to cause severe scaling
probl ems as the nunber of receivers becones |arge. Al so, sone
functions of RSVP are not currently provided by ATM For exanpl e,
there is no support for different receiver requirenents and
capabilities-all receivers in a session receive the sane S, which
is fixed at the time the first receiver is added to the mnulticast
tree. It is likely that ATM support for mnulti-party sessions will be
enhanced in later versions of the standards. It is necessary for such
support to evolve in a manner conpatible with RSVP and | P nulticast
routing protocols if large ATM cl ouds are to be depl oyed
successful ly.

4.2 ST-11
ST-11 [27] and ST2+ [12] (referred to generically as ST hereafter)
have data distribution and resource reservation schenes that are
simlar to ATMin nany respects.
* ST is connection oriented using "hard state". Senders set up

sinplex data flows to all receivers closely matching point-to-
mul ti poi nt connections in ATM Routing decisions are nmade when
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the connection is nade and are not changed unless there is a
failure in the path. Positive acknow edgnent is required from al
receivers. ST2+ [12] adds a receiver-based JO N nechani smthat can
reduce the burden on senders to track all receivers.

* ST reserves network resources at connection setup tine. The ST
CONNECT nessage contains a flowspec indicating the resources to be
reserved for the stream Agents along the path may change the
fl owspec based on restrictions they may need to i npose on the
stream The final flowspec is returned to the sender in the ACCEPT
nmessage from each receiver or target.

| Cat egory | RSVP | ATM (UNI 3.0) |
| _ | |
| Orientation | Sender - based | Sender - based |
I I I I
I I

I I
| State | Hard state | Hard state |
| | (explicit disconnect)| (explicit delete) |

I
| Q@S Set upTinme | Concurrent with | Concurrent with |

| | stream set up | route establishment |
| | _ | _ |
| @S Changes? | Dynam ¢ QoS | Static QS

| | | (Fixed at setup tine)

| | Bidirectional allocation|
| Directionality| Unidirectional | for unicast |
| | resource allocation | Uni directional allocation|
| | for nulticast |

| Het er ogenei ty | Recei ver | Uniform QS to |
| | heterogeneity | all receivers

These similarities make nmappi ng ST services to ATM sinpl er than RSVP
but the mapping is still not trivial. The task of mapping the ST
flowspec into an ATM service class still has to be worked out. There
may be policy issues related to opening a new VC for each stream
versus aggregating flows over an existing VC
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Additionally, ST has sone differences with UNI 3.1 that can cause
probl ens when integrating the two protocols:

* |n ST, changes to active streamreservations are allowed. For
example, if the flowspec received fromthe target is not sufficient
for the stream the sender can send a CHANCE nessage, requesting a
different QoS. UNI 3.1 does not allow changes to the QS of a VC
after it is set up. Future ATM UNl specifications are contenplating
all owi ng changes to a VC after set up but this is still prelininary.
In the neantine, policies for over reservation or aggregation onto
a larger VC nay be needed.

* ST uses sinplex streans that flowin only one direction. This is
fine for UNI 3.1 point-to-multipoint connections since the data flow
is only in one direction. Wen mapping a point-to-point ST
connection to a standard point-to-point ATM VC, the reverse flow
connection i s wasted.

This can be solved sinply by using only point-to-nultipoint VCs, even
if there is only one receiver.

4.3 Mapping IP flows to ATM connecti ons

In general, there will be a great deal of flexibility in how one maps
flows at the IP level to connections at the ATM I evel. For exanpl e,
one could i magi ne setting up an ATM connecti on when a reservation
nmessage arrives at the edge of an ATM cloud and then tearing it down
as soon as the reservation tinmes out. However, to minimze |atency or
perhaps for economnic reasons, it may be preferable to keep the ATM
connection up for some period in case it is needed. Simlarly, it my
be possible or desirable to map nultiple IP flows to a single ATM
connection or vice versa.

An interesting situation arises when a reservation request is
received for an existing route across the cloud but which, when added
to the existing reservations using that connection, would exceed the
capacity of that connection. Since the current ATM standards do not
all ow the QS of a connection to be changed, there are two options:
tear down the old connection and create a new one with the new,

| arger allocation of resources, or sinply add a new connection to
accommpdate the extra traffic. It is possible that the forner would
lead to nore efficient resource utilization. However, one woul d not
wish to tear down the first connection before the second was

adm tted, and the second might fail admission control because of the
resources allocated to the first. The difficulties of this situation
seemto argue for evolution of ATM standards to support QoS

nodi fication on an existing connection.
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5.0 End System | ssues

I n devel oping an integrated | P-ATM environnment the applications need
to be as oblivious as possible of the details of the environnent: the
applications should not need to know about the network topology to
work properly. This can be facilitated first by a conmon application
prograning interface (APlI) and secondly by common flow and filter
speci fications [18].

An exanple of a common APl that is gaining nonentumis the BSD
sockets interface. This is a UNI X standard and, with Wnsock2, has
al so becone a PC standard. Wth the | ETF integrated service

envi ronnent just beginning to appear in the comrercial marketpl ace,
the ability to standardi ze on one common interface for both IP and
ATM applications is still possible and nust be seriously and quickly
pursued to insure interoperability.

Since the IP integrated service and ATM environments of fer different
QoS service types, an application should specify sufficient
information in its flow specification so that regardl ess of the

t opol ogy of the network, the network can choose an acceptable QS
type to neet the applicationUs needs. Making the application provide
sufficient information to quantify a QS service and allow ng the
network to choose the QoS service type is essential to freeing the
application fromrequiring a set network topol ogy and allow ng the
network to fully utilize the features of I P and ATM

6.0 Routing Issues

There is a fundanmental difference between the routing conputations
for P and ATM that can cause problens for real-time |P services.

ATM conputes a route or path at connection setup tinme and | eaves the
path in place until the connection is termnated or there is a
failure in the path. An ATMcell only carries information
identifying the connection and no information about the actual source
and destination of the cell. In order to forward cells, an ATM
device needs to consult a list of the established connections that
map to the next hop device, w thout checking the final destination

In contrast, routing decisions in |IP are based on the destination
address contained in every packet. This means that an I P router, as
it receives each packet, has to consult a table that contains the
routes to all possible destinations and the routing decision is nmade
based on the final destination of the packet. This nmakes |IP routing
very robust in the face of path changes and link failures at the
expense of the extra header information and the potentially |arger
tabl e | ookup. However, if an IP path has been selected for a given
QS, changes in the route may nmean a change in the QS of the path.
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6.1 Multicast routing

Consi derabl e research has gone into overlaying IP rmulticast nodels
onto ATM In the MARS (Milticast Address Resolution Server) node
[1], a server is designated for the Logical |IP Subnet (LIS) to supply
the ATM addresses of the hosts in the IP nulticast group, nuch |ike
the ATM ARP server [15]. Wien a host or router wishes to send to a
mul ticast group on the LIS, a query is made to the MARS and a list of
the ATM address of the hosts or routers in the group is returned. The
sendi ng host can then set up point-to-point or point-to-nultipoint
VCs to the other group nenbers. Wen a host or a router joins an IP
mul ticast group, it notified the MARS. Each of the current senders to
the group is then notified of the new group nmenber so that the new
menber can be added to the point to multipoint VC s.

As the nunber of LIS hosts and multicast groups grows, the nunber of
VCs needed for a one-to-one napping of VCs to multicast groups can
get very large. Aggregation of rmulticast groups onto the same VC may
be necessary to avoid VC expl osion. Aggregation is further
conplicated by the QS that may be needed for particular senders in a
mul ti cast group. There may be a need to aggregate all the nulticast
flows requiring a certain QS to a set of VCs, and parallel VCs may
be necessary to add flows of the sanme QS.

6.2 QoS Routing

Most uni cast and nulticast |P routing protocols conpute the shortest
path to a destination based solely on a hop count or netric. OSPF
[16] and MOSPF [17] allow conputation based on different | P Type of
Service (TCS) levels as well as link netrics, but no current IP
routing protocols take into consideration the w de range of |evels of
quality of service that are available in ATMor in the Integrated
Services nodels. |In many routing protocols, conmputing all the routes
for just the shortest path for a |large network is conputationally
expensive so repeating this process for nmultiple QS |evels mght be
prohi bitively expensive.

In ATM the Private Network-to-Network Interface (PNNI) protocol [13]
conmuni cates QoS information along with routing information, and the
network nodes can utilize this information to establish paths for the
required QoS. Integrated PNNI (I-PNNI) [9] has been proposed as a way
to pass the QoS information available in ATMto other routing
protocols in an | P environment.

Wang & Crowcroft [28] suggest that only bandw dth and delay netrics
are necessary for QoS routing and this would work well for conputing
a route that required a particular QS at sone setup tinme, but this
goes agai nst the connectionless Internet nodel. One possible solution
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to the exhaustive conputation of all possible routes with al

possi bl e QS val ues would be to conmpute routes for a conmon set of
QS values and only then conpute routes for unconmon QS val ues as
needed, extracting a perfornmance penalty only on the first packets of
a flow with an uncormbn QS. Sparse nulticast routing protocols that
conmpute a nmulticast path in advance or on the first packets froma
sender (such as CBT [5] and MOSPF [17]) could al so use QS routing
information to set up a delivery tree that will have adequate
resources.

However, no multicast routing protocols allow the comunication of
QS information at tree setup tinme. Obtaining a tree with suitable
QS is intended to be handl ed by RSVP, usually after the distribution
tree has been set up, and nay require reconputation of the
distribution tree to provide the requested QOS.One way to solve this
problemis to add sonme "hints" to the nmulticast routing protocols so
they can get an idea of the QoS that the nulticast group will require
at group initiation tine and set up a distribution tree to support
the desired QS. The CBT protocol [5] has sonme TBD fields in its
control headers to support resource reservation. Such information
could al so be added to a future 1GW [11] JO N nessage that woul d

i nclude information on the PIM Rendezvous Point (RP) or CBT Core.

Anot her alternative is to reconpute the nulticast distribution tree
based on the RSVP nessages but this has the danger of |osing data
during the reconputati on. However, this can | eave a tinm ng w ndow
where other reservations can conme along during the tree reconputation
and use the resources of the new path as well as the old path,

| eaving the user with no path to support the QoS desired.

If unicast routing is used to support multicast routing, we have the
sane problemof only knowing a single path to a given destination
with no QS information. If the path suggested by unicast routing
does not have the resources to support the QS desired, there are few
choi ces avail able. Schenmes that use an alternate route to "guess" at
a better path have been suggested and can work for certain topol ogies
but an underlying routing protocol that provides QS information is
necessary for a conplete solution. As nentioned earlier, |I-PNNl has
the potential to provide enough information to conpute paths for the
request ed QoS.

6.3 Mobil e Routing

In devel oping an integrated | P-ATM network, potential new growh
areas need to be included in the planning stages. One such area is
nobi | e networ ki ng. Under the heading of nobile networks are included
satellite extensions of the ATM cl oud, nobile hosts that can join an
| P subnetwork at random and a true nobile network in which al
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net wor k conponents including routers and/or switches are nobile.

The I P-ATM real -tinme service environment nust be extended to include
nobi |l e networks so as to allow nobile users to access the sane
services as fixed network users. In doing so, a nunber of problens
exi st that need to be addressed. The principle problens are that
nmobi | e networ ks have constrai ned bandwi dth conpared to fiber and
mobil e links and are | ess stable than fixed fiber |inks. The inpact
of these limtations affect IP and ATMdifferently. In introducing
one or nore constrai ned conponents into the ATM cl oud, the effects on
congestion control in the overall network are unknown. One can

envi sion significant buffering problens when a di sadvantaged user on
a nobile link attenpts to access information froma high speed data
stream Likewi se, as ATM uses out of band signalling to set up the
connection, the stability of the nobile Iinks that may have
significant fading or conplete |oss of connectivity could have a
significant effect on ATM performance.

For QoS, fading on a link will appear as a varying channel capacity.
This will result in tinme-dependent fluctuations of available links to
support a level of service. Current routing protocols are not
designed to operate in a rapidly changi ng topol ogy. QoS routing
protocols that can operate in a rapidly changing topology are
required and need to be devel oped.

7.0 Security |ssues

In a quality of service environment where network resources are
reserved, hence potentially depriving other users access to these
resources for sone tinme period, authentication of the requesting host
is essential. This problemis greatly increased in a conbined |IP-ATM
t opol ogy where the requesting host can access the network either
through the IP or the ATM portion of the network. Differences in the
security architectures between IP and ATM can | ead to opportunities
to reserve resources w thout proper authorization to do so. A common
security franmework over the conbined | P-ATM t opol ogy woul d be
desirable. In lieu of this, the use of trusted edge devices
requesting the QoS services are required as a near term sol ution.

Significant progress in devel oping a common security framework for I P
is underway in the IETF [2]. The use of authentication headers in
conjunction with appropriate key nanagenent is currently being

consi dered as a |long range solution to providing QS security [3,8].
In developing this framework, the reality of ATM portions of the
Internet should be taken into account. O equal inportance, the ATM
Forum ad- hoc security group should take into account the current work
on an I P security architecture to ensure conpatibility.
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8.0 Future Directions

Clearly, there are sone challenging issues for real-tinme |P-ATM
services and sone areas are better understood than others. For
exanpl e, nmechani sms such as policing, admission control and packet or
cell scheduling can be dealt with nostly independently within I[P or
ATM as appropriate. Thus, while there may be hard problens to be
solved in these areas that need to be addressed in either the IP or
ATM comuni ties, there are few serious problens that arise
specifically in the IP over ATM environnent. This is because |IP does
not particularly care what nmechani snms a network el enent (such as an
ATM networ k) uses to provide a certain QS; what matters i s whether
the ATM service nodel is capable of offering services that can
support the end-to-end IP service nodel. Mst of the hard problens
for I P over ATMtherefore revolve around the service nodels for IP
and ATM  The one piece of nmechanismthat is inmportant in an | P/ ATM
context is signalling or resource reservation, a topic we return to
bel ow.

The foll ow ng paragraphs enunerate sone of the areas in which we
bel i eve significant work is needed. The work falls into three areas:
extending the I P over ATM standards; extensions to the ATM service
nodel ; and extensions to the IP service nodel. In general, we expect
that practical experience with providing I[P QS over ATMwi | | suggest
nore enhancenments to the service nodels.

We need to define ways of napping the QS and traffic
characterizations (Tspecs and Rspecs) of IP flows to suitable
characterizations for ATM connections. An agreenent is needed so
that sone sort of uniform approach is taken. \Watever agreenent is
made for such mappings, it needs to be done so that when traversing
several networks, the requested QoS is obtained end-to-end (when
admi ssion is possible). Practical experience should be gained with
these mappings to establish that the ATM service classes can in fact
provide suitable QS to IP flows in a reasonably efficient way.
Enhancenment of the ATM service classes may be necessary, but
experience is needed to deternine what is appropriate.

W need to determi ne how the resource reservation nodels of I P (RSVP
and ST-11) interact with ATM signalling. Mechanisnms for establishing
appropriate connection state with suitable QS in ATM networ ks t hat
are part of a larger integrated services Internet need to be defined.
It is possible that the current | P/ ATM nechani sns such as ARP servers
and MARS can be extended to help to manage this state.

There is a need for better QS routing. Wile this functionality is

needed even in the pure ATMor pure IP environnent, there is also an
eventual need for integrated QoS routing between ATM and I P. Further
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research and practical experience is needed in the areas of QS
routing in IPin order to support nore than the shortest best-effort
path, especially when this path may traverse ATM networks. |n nany
| P networks, there are nmultiple paths between a given source and
destination pair but current routing technologies only pay attention
to the current shortest path. As resources on the shortest path are
reserved, it will be necessary and viable to explore other paths in
order to provide QS to a flow

Enri chnent of the ATM nodel to support dynamic QoS would greatly help
the I P over ATM situation. At present, the QoS objectives for ATM are
established at call set-up and then fixed for the duration of a call
It would be advantageous to have the ability to provide a dynanic QS
in ATM so that an existing call could be nodified to provide altered
servi ces.

Anot her possi bl e area of enhancenent to the ATM service nodel is in
the area of nulticasting. The nulticast QoS offered is equal for al
receivers, and thus may be deternined by the | east favorable path
through the tree or by the nost demandi ng receiver. Furthernore,
there is no current provision for multipoint to multipoint
connections. This linmtation may rule out sonme of the services

envi sioned in the I P service nodel

There are areas of potential enrichment of the IP nodel as well.
Wil e the receiver-based approach of RSVP has nice scaling properties
and handl es receiver heterogeneity well, it is not clear that it is
ideal for all applications or for establishing state in ATM networks.
It is possible that a sender-oriented node for RSVP mi ght ease the

| P/ ATM i ntegration task

Since the widespread availability of QoS raises new security concerns
(e.g., denial of service by excessive resource reservation), it seens
prudent that the I P and ATM comunities work closely to adopt
conpati bl e approaches to handling these issues.

This list is alnost certainly inconplete. As work progresses to
define I P over ATM standards to support QoS and to inpl enent

i ntegrated services internetworks that include ATM nore issues are
likely to arise. However, we believe that this paper has described
the maj or issues that need to be taken into consideration at this
time by those who are defining the standards and buil di ng

i npl enent ati ons.
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